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Introduction


If ants are such busy workers, how come they find time to go to all the picnics?

—MARIE DRESSLER,
ACADEMY AWARD–WINNING ACTRESS



We wrote this book because we were too busy not to.

Sendhil was grumbling to Eldar. He had more to-dos than time to do them in. Deadlines had matured from “overdue” to “alarmingly late.” Meetings had been sheepishly rescheduled. His in-box was swelling with messages that needed his attention. He could picture his mother’s hurt face at not getting even an occasional call. His car registration had expired. And things were getting worse. That conference one connecting flight away seemed like a good idea six months ago. Not so much now. Falling behind had turned into a vicious cycle. Re-registering the car was now one more thing to do. A project had taken a wrong direction because of a tardy e-mail response; getting it back on track meant yet more work. The past-due pile of life was growing dangerously close to toppling.

The irony of spending time lamenting the lack of time was not lost on Eldar. It was only partly lost on Sendhil who, undeterred, described his plan for getting out.

He would first stem the tide. Old obligations would need to be fulfilled, but new ones could be avoided. He would say no to every new request. He would prevent further delays on old projects by working meticulously to finish them. Eventually, this austerity would pay off. The to-do pile would shrink to a manageable level. Only then would he even think about new projects. And of course he would be more prudent going forward. “Yes” would be rare and uttered only after careful scrutiny. It would not be easy, but it was necessary.

Having made the plan felt good. Of course it did. As Voltaire noted long ago, “Illusion is the first of all pleasures.”

A week later, another call from Sendhil: Two colleagues were putting together a book on the lives of low-income Americans. “This is a great opportunity. We should write a chapter,” he said. His voice, Eldar recalls, lacked even a trace of irony.

Predictably, the chapter was “too good to pass up,” and we agreed to do it. Just as predictably, it was a mistake, written in a rush and behind schedule. Unpredictably, it was a worthwhile mistake, creating an unexpected connection that eventually led to this book.

Here is an excerpt from our background notes for that chapter:


Shawn, an office manager in Cleveland, was struggling to make ends meet. He was late on a bunch of bills. His credit cards were maxed out. His paycheck ran out quickly. As he said, “There is always more month than money.” The other day, he accidentally bounced a check after overestimating the money in his account; he had forgotten a $22 purchase. Every phone call made him tense: another creditor calling to “remind” him? Being out of money was also affecting his personal life. Sometimes at dinner he would put in less than his fair share because he was short. His friends understood, but it didn’t feel good.

And there was no end in sight. He had bought a Blu-ray player on credit, with no payments for the first six months. That was five months ago. How would he pay this extra bill next month? Already, more and more money went to paying off old debts. The bounced check had a hefty overdraft charge. The late bills meant late fees. His finances were a mess. He was in the deep end of the debt pool and barely staying afloat.



Shawn, like many people in his situation, got financial advice from many sources, all of it pretty similar:


Don’t sink any deeper. Stop borrowing. Cut your spending to the minimum. Some expenses may be tough to cut, but you’ll have to learn how. Pay off your old debts as quickly as possible. Eventually, with no new debts, your payments will become manageable. After this, remain vigilant so as not to fall back in. Spend and borrow wisely. Avoid unaffordable luxuries. If you must borrow, be clear about what it takes to pay it back.



This advice worked better in theory than in practice for Shawn. Resisting temptation is hard. Resisting all temptations was even harder. A leather jacket he had coveted went on sale at a great price. Skimping on his daughter’s birthday gift felt less sensible as the day got closer. There were too many ways to spend more than he planned. Shawn eventually sank back into the debt pool.

It did not take long for us to notice the resemblance between Sendhil’s and Shawn’s behavior. Missed deadlines are a lot like over-due bills. Double-booked meetings (committing time you do not have) are a lot like bounced checks (spending money you do not have). The busier you are, the greater the need to say no. The more indebted you are, the greater the need to not buy. Plans to escape sound reasonable but prove hard to implement. They require constant vigilance—about what to buy or what to agree to do. When vigilance flags—the slightest temptation in time or in money—you sink deeper. Shawn ended up stuck with accumulating debt. Sendhil ended up stuck under mounting commitments.

This resemblance is striking because the circumstances are so different. We normally think of time management and money management as distinct problems. The consequences of failing are different: bad time management leads to embarrassment or poor job performance; bad money management leads to fees or eviction. The cultural contexts are different: falling behind and missing a deadline means one thing to a busy professional; falling behind and missing a debt payment means something else to an urban low-wage worker. The surroundings differ. The education levels differ. Even aspirations can differ. Yet despite these differences, the end behavior is remarkably similar.

Sendhil and Shawn did have one thing in common: each of them was feeling the effects of scarcity. By scarcity, we mean having less than you feel you need. Sendhil felt harried; he felt he had too little time to do all the things he needed to do. Shawn felt cash strapped, with too little money for all the bills he needed to pay. Could this common connection explain their behavior? Could it be that scarcity itself led Sendhil and Shawn to behave in such similar ways?

Uncovering a common logic to scarcity would have big implications. Scarcity is a broad concept that extends well beyond these personal anecdotes. The problem of unemployment, for example, is also the problem of financial scarcity. The loss of a job makes a household’s budget suddenly tight—too little income to cover the mortgage, car payments, and day-to-day expenses. The problem of increasing social isolation—“bowling alone”—is a form of social scarcity, of people having too few social bonds. The problem of obesity is also, perhaps counterintuitively, a problem of scarcity. Sticking to a diet requires coping with the challenge of having less to eat than you feel accustomed to—a tight calorie budget or calorie scarcity. The problem of global poverty—the tragedy of multitudes of people around the world making do with a dollar or two a day—is another kind of financial scarcity. Unlike the sudden and possibly fleeting tightening of one’s budget due to job loss, poverty means a perpetually tight budget.

Scarcity connects more than just Sendhil’s and Shawn’s problems: it forms a common chord across so many of society’s problems. These problems occur in different cultures, economic conditions, and political systems, but they all feature scarcity. Could there be a common logic to scarcity, one that operates across these diverse backdrops?

We had to answer this question. We were too busy not to.

SCARCITY CAPTURES THE MIND

Our interest in scarcity led us to a remarkable study from more than a half century ago. The authors of that study did not think of themselves as studying scarcity, but to our eyes they were studying an extreme form of it—starvation. It was toward the end of World War II, and the Allies realized they had a problem. As they advanced into German-occupied territories, they would encounter great numbers of people on the edge of starvation. The problem was not food; the Americans and British had enough to feed the prisoners and the civilians they were liberating. Their problem was more technical. How do you begin feeding people who have been on the edge of starvation for so long? Should they be given full meals? Should they be allowed to eat as much as they want? Or should you start by underfeeding them and slowly increase their intake? What was the safest way to bring people back from the edge of starvation?

The experts at the time had few answers. So a team at the University of Minnesota conducted an experiment to find out. Understanding how to feed people, though, requires first starving them. The experiment started with healthy male volunteers in a controlled environment where their calories were reduced until they were subsisting on just enough food so as not to permanently harm themselves. After a few months of this, the real experiment began: finding out how their bodies responded to different feeding regimens. Not an easy experiment to be a subject in, but this was “the Good War,” and conscientious objectors who did not go to the front were willing to do their part.

The thirty-six subjects in the study were housed in a dormitory and were carefully monitored, with every behavior observed and noted. Though the researchers cared most about the feeding part of the study, they also measured the impact of starvation. Much of what happens to starving bodies is quite graphic. Subjects lost so much fat on their butts that sitting became painful; the men had to use pillows. Actual weight loss was complicated by edema—the men accumulated as much as fourteen pounds of extra fluid due to starvation. Their metabolism slowed down by 40 percent. They lost strength and endurance. As one subject put it, “I notice the weakness in my arms when I wash my hair in the shower; they become completely fatigued in the course of this simple operation.”

Not only did their bodies weaken; their minds changed as well. Sharman Apt Russell describes a lunch scene in her book Hunger:


The men became impatient waiting in line if the service was slow. They were possessive about their food. Some hunched over their trays using their arms to protect their meal. Mostly they were silent, with the concentration that eating deserved. … Dislikes for certain foods, such as rutabagas, disappeared. All food was eaten to the last bite. Then they licked their plates.



This is largely what you might expect of people who are starving. But some mental changes they showed were more unexpected:


Obsessions developed around cookbooks and menus from local restaurants. Some men could spend hours comparing the prices of fruits and vegetables from one newspaper to the next. Some planned now to go into agriculture. They dreamed of new careers as restaurant owners. … They lost their will for academic problems and became far more interested in cookbooks. … When they went to the movies, only the scenes with food held their interest.



They were focused on food. Of course if you are starving, getting more food should be a priority. But their minds focused in a way that transcended practical benefits. The delusions of starting a restaurant, comparing food prices, and researching cookbooks will not alleviate hunger. If anything, all this thinking about food—almost a fixation—surely heightened the pain of hunger. They did not choose this. Here is how one participant in the Minnesota study recalled the frustration of constantly thinking about food:


I don’t know many other things in my life that I looked forward to being over with any more than this experiment. And it wasn’t so much … because of the physical discomfort, but because it made food the most important thing in one’s life … food became the one central and only thing really in one’s life. And life is pretty dull if that’s the only thing. I mean, if you went to a movie, you weren’t particularly interested in the love scenes, but you noticed every time they ate and what they ate.



The hungry men did not choose to ignore the plot in favor of the food. They did not choose to put food at the top of their mind. Instead, hunger captured their thinking and their attention. These behaviors were only a footnote in the Minnesota study, not at all what the researchers were interested in. To us, they illustrate how scarcity changes us.

Scarcity captures the mind. Just as the starving subjects had food on their mind, when we experience scarcity of any kind, we become absorbed by it. The mind orients automatically, powerfully, toward unfulfilled needs. For the hungry, that need is food. For the busy it might be a project that needs to be finished. For the cash-strapped it might be this month’s rent payment; for the lonely, a lack of companionship. Scarcity is more than just the displeasure of having very little. It changes how we think. It imposes itself on our minds.

This is a lot to infer from just one study. Starvation is an extreme case: it involves scarcity but it also involves many other physiological changes. The study had only thirty-six subjects. The evidence we cite consists largely of the mutterings of hungry men, not hard numbers. But many other, more precise studies have shown the same results. Not only that, they give a window into exactly how scarcity captures the mind.

One recent study asked subjects to come to a lab around lunchtime, not having eaten for three to four hours. Half of these hungry subjects were sent out to grab lunch, the others weren’t. So half were hungry and half were sated. Their task in the study was simple: Watch a screen. A word will flash. Identify the word you just saw. So, for example, TAKE might flash and the subjects would have to decide whether they just saw TAKE or RAKE. This seems a trivial task and it would have been except that everything happened quickly. Very quickly. The word itself flashes for 33 milliseconds—that is, 1/30 of a second.

Now you might think that the hungry subjects might do worse, being tired and unfocused from their hunger. But on this particular task, they did as well as the sated subjects. Except in one case. The hungry did much better on food-related words. They were much more likely to accurately detect the word CAKE. Tasks such as these are designed to tell us what is at the top of someone’s mind. When a concept occupies our thoughts, we see words related to it more quickly. So when the hungry recognize CAKE more quickly, we see directly that food is at the top of their minds. Here we do not rely on odd behaviors such as leafing through cookbooks or making plans to be a restaurateur to infer their fixation. The speed and accuracy of their responses directly show us that scarcity has captured the hungry subjects’ minds.

And it does so on a subconscious level. The tiny time scales in this task—outcomes measured in milliseconds—were devised to observe fast processes, fast enough to remain beyond conscious control. We now know enough about the brain to know what these time scales mean. Complex higher-order calculations require more than 300 milliseconds. Faster responses rely on more automatic subconscious processes. So when the hungry recognize CAKE more quickly, it is not because they choose to focus more on this word. It happens faster than they could choose to do anything. This is why we use the word capture when describing how scarcity focuses the mind.

This phenomenon is not specific to hunger. One study finds that when subjects are thirsty, they are much quicker (again at the level of tens of milliseconds) to recognize the word WATER. In all these cases, scarcity operates unconsciously. It captures attention whether the mind’s owner wishes it or not.

Now, both thirst and hunger are physical cravings. Other, less visceral forms of scarcity also capture the mind. In one study, children were asked to estimate from memory, by adjusting a physical device, the size of regular U.S. coins—from a penny to a half-dollar. The coins “looked” largest to the poorer children, who significantly overestimated the size of the coins. The most valuable coins—the quarter and half-dollar—were the most distorted. Just as food captures the focus of the hungry, the coins captured the focus of poor children. The increased focus made these coins “look” bigger. Now, it’s possible that poor children are simply unskilled at remembering size. So the researchers had the kids estimate sizes with the coins in front of them, an even simpler task. In fact, the poor children made even bigger errors with the coins in front of them. The real coins drew even more focus than did the abstract ones in memory. (And with no coins around, the kids were highly accurate at estimating similarly sized cardboard disks.)

The capture of attention can alter experience. During brief and highly focused events, such as car accidents and robberies, for example, the increased engagement of attention brings about what researchers call the “subjective expansion of time,” a feeling that such events last longer, precisely because of the greater amount of information that is processed. Similarly, scarcity’s capture of attention affects not only what we see or how fast we see it but also how we interpret the world. One study of the lonely flashed pictures of faces for one second and asked subjects to describe which emotion was being expressed. Were the faces conveying anger, fear, happiness, or sadness? This simple task measures a key social skill: the ability to understand what others are feeling. Remarkably, the lonely do better at this task. You might have thought they would do worse—after all, their loneliness might imply social ineptitude or inexperience. But this superior performance makes sense when you consider the psychology of scarcity. It is just what you would predict if the lonely focus on their own form of scarcity, on managing social contacts. They ought to be particularly attuned to reading emotions.

This implies that the lonely should also show greater recall for social information. One study asked people to read from someone’s diary and to form an impression of the writer. Later they were asked to recall details from the diary entries. The lonely did about as well as the nonlonely. Except in one case: they were much better at remembering the entries that involved social content, such as interactions with others.

The authors of this study relay an anecdote that nicely summarizes how loneliness changes focus: Bradley Smith, unlucky in love and lacking close friends, finds his perception changes after a divorce.

Suddenly, Bradley cannot escape noticing connections between people—couples and families—in exquisite and painful detail. At one time or another, Bradley’s plight may have befallen most of us. Perhaps, similar to Bradley, a romantic relationship ends, and you find yourself noticing lovers holding hands in the park. Or your first days in a new school or job place you in a world of strangers, in which each smile, scowl, or glance in your direction assumes added significance.



Bradley, you might say, is the social equivalent of the starving men, leafing through his own cookbooks.

THE ORIGINAL SCIENCE OF SCARCITY

When we told an economist colleague that we were studying scarcity, he remarked, “There is already a science of scarcity. You might have heard of it. It’s called economics.” He was right, of course. Economics is the study of how we use our limited means to achieve our unlimited desires; how people and societies manage physical scarcity. If you spend money on a new coat, you have less money for a dinner out. If the government spends money on an experimental procedure for prostate cancer, there is less money for highway safety. It is remarkable how frequently otherwise clever discussions tend to overlook trade-offs (an oversight that our theory helps explain). Other economic insights come from the recognition that physical scarcity responds to prices, sometimes in unexpected ways. European paleontologists in nineteenth-century China learned this the hard way. Seeking to acquire scarce dinosaur bones, they paid villagers for bone fragments. The result? Supply responded. More bone fragments. When peasants found bones, they would smash them to increase the number of pieces they could sell. Not quite what the paleontologists were hoping for.

Our approach to scarcity is different. In economics, scarcity is ubiquitous. All of us have a limited amount of money; even the richest people cannot buy everything. But we suggest that while physical scarcity is ubiquitous, the feeling of scarcity is not. Imagine a day at work where your calendar is sprinkled with a few meetings and your to-do list is manageable. You spend the unscheduled time by lingering at lunch or at a meeting or calling a colleague to catch up. Now, imagine another day at work where your calendar is chock-full of meetings. What little free time you have must be sunk into a project that is overdue. In both cases time was physically scarce. You had the same number of hours at work and you had more than enough activities to fill them. Yet in one case you were acutely aware of scarcity, of the finiteness of time; in the other it was a distant reality, if you felt it at all. The feeling of scarcity is distinct from its physical reality.

Where does the feeling of scarcity come from? Physical limits, of course, play a role—the money in our savings account, the debts we owe, the tasks we must complete. But so does our subjective perception of what matters: how much do we need to accomplish? How important is that purchase? Such desires are shaped by culture, upbringing, even genetics. We may deeply desire something because of our physiology or because our neighbor has it. Just as how cold we feel depends not only on absolute temperature but also on our own private metabolism, so the feeling of scarcity depends on both what is available and on our own tastes. Many scholars—sociologists, psychologists, anthropologists, neuroscientists, psychiatrists, and even marketers—have tried to decipher what accounts for these tastes. In this book, we largely avoid that discussion. We let preferences be what they are and focus instead on the logic and the consequences of scarcity: What happens to our minds when we feel we have too little, and how does that shape our choices and our behaviors?

As a blunt approximation, most disciplines, including economics, say the same thing about this question. The consequence of having less than we want is simple: we are unhappy. The poorer we are, the fewer nice things we can afford—be it a house in a good school district or as little as salt and sugar to flavor our food. The busier we are, the less leisure time we can enjoy—be it watching television or spending time with our families. The fewer calories we can afford, the fewer foods we can savor. And so on. Having less is unpleasant. And it can have repercussions, for example, on health, safety, or education. Scarcity leads to dissatisfaction and struggle.

While certainly true, we think this misses something critical. Scarcity is not just a physical constraint. It is also a mindset. When scarcity captures our attention, it changes how we think—whether it is at the level of milliseconds, hours, or days and weeks. By staying top of mind, it affects what we notice, how we weigh our choices, how we deliberate, and ultimately what we decide and how we behave. When we function under scarcity, we represent, manage, and deal with problems differently. Some fields have studied mindsets created by particular instances of scarcity: how dieting affects mood, or how a particular cultural context might affect the attitudes of the local poor. We are proposing something much more universal: Scarcity, in every form, creates a similar mindset. And this mindset can help explain many of the behaviors and the consequences of scarcity.

When scarcity captures the mind, we become more attentive and efficient. There are many situations in our lives where maintaining focus can be challenging. We procrastinate at work because we keep getting distracted. We buy overpriced items at the grocery store because our minds are elsewhere. A tight deadline or a shortage of cash focuses us on the task at hand. With our minds riveted, we are less prone to careless error. This makes perfect sense: scarcity captures us because it is important, worthy of our attention.

But we cannot fully choose when our minds will be riveted. We think about that impending project not only when we sit down to work on it but also when we are at home trying to help our child with her homework. The same automatic capture that helps us focus becomes a burden in the rest of life. Because we are preoccupied by scarcity, because our minds constantly return to it, we have less mind to give to the rest of life. This is more than a metaphor. We can directly measure mental capacity or, as we call it, bandwidth. We can measure fluid intelligence, a key resource that affects how we process information and make decisions. We can measure executive control, a key resource that affects how impulsively we behave. And we find that scarcity reduces all these components of bandwidth—it makes us less insightful, less forward-thinking, less controlled. And the effects are large. Being poor, for example, reduces a person’s cognitive capacity more than going one full night without sleep. It is not that the poor have less bandwidth as individuals. Rather, it is that the experience of poverty reduces anyone’s bandwidth.

When we think of the poor, we naturally think of a shortage of money. When we think of the busy, or the lonely, we think of a shortage of time, or of friends. But our results suggest that scarcity of all varieties also leads to a shortage of bandwidth. And because bandwidth affects all aspects of behavior, this shortage has consequences. We saw this with Sendhil and Shawn. The challenges of sticking to a plan, the inability to resist a new leather jacket or a new project, the forgetfulness (the car registration, making a phone call, paying a bill) and the cognitive slips (the misestimated bank account balance, the mishandled invitation) all happen because of a shortage of bandwidth. There is one particularly important consequence: it further perpetuates scarcity. It was not a coincidence that Sendhil and Shawn fell into a trap and stayed there. Scarcity creates its own trap.

This provides a very different explanation for why the poor stay poor, why the busy stay busy, why the lonely stay lonely, and why diets often fail. To understand these problems, existing theories turn to culture, personality, preferences, or institutions. What attitudes do the indebted have toward money and credit? What are the work habits of the overly busy? What cultural norms and constructed preferences guide the food choices of the obese? Our results suggest something much more fundamental: many of these problems can be understood through the mindset of scarcity. This is not to say that culture, economic forces, and personality do not matter. They surely do. But scarcity has its own logic, one that operates on top of these other forces.

Analyzing these scarcity traps together does not imply that all forms of scarcity have consequences of the same magnitude. The scarcity mindset can operate with far greater import in one context than in another. The structure of human memory, for example, can be used to understand everything from the trivial (why we forget our keys) to the important (the credibility of eyewitnesses) to the tragic (the onset of Alzheimer’s). Likewise, though the logic of scarcity can be similar across different domains, its impact can be quite different. This will be particularly true when we analyze the case of poverty. The circumstances of poverty can be far more extreme, often associated with contexts that are more challenging and less forgiving. The bandwidth tax, for example, is likely to be larger for the poor than for the busy or for dieters. For this reason, we will later pay special attention to the poor.

In a way, our argument in this book is quite simple. Scarcity captures our attention, and this provides a narrow benefit: we do a better job of managing pressing needs. But more broadly, it costs us: we neglect other concerns, and we become less effective in the rest of life. This argument not only helps explain how scarcity shapes our behavior; it also produces some surprising results and sheds new light on how we might go about managing our scarcity.

AN INVITATION

This book describes a “science in the making,” an attempt to unravel the psychological underpinnings of scarcity and to use that knowledge to understand a large variety of social and behavioral phenomena. Much of the book draws on original research conducted in settings ranging from university laboratories, shopping malls, and train stations, to soup kitchens in New Jersey and sugar cane fields in India. We also revisit older studies (such as the hunger study) through the lens of our new hypothesis, reinterpreting them in ways that the original authors probably did not anticipate. We use this evidence to build our case, to put forward a new perspective.

One advantage of working on something so new is that it can be presented to experts and nonexperts alike. Because our argument relies on a variety of fields, from cognitive science to development economics, few people will be experts in all these areas, and most will be novices for at least some of the material we present. To accommodate this, we have worked hard to make the whole book, even the technical parts, easily accessible to a wide audience. We also use anecdotes and vignettes extensively. Of course, these never serve as substitutes for careful evidence, but they are used to make concepts intuitive, to bring ideas to life. Ultimately, the strength of our argument will naturally rely on the evidence we present. For the readers who would like greater technical detail, we have included extensive endnotes. More than merely providing references, these discuss details of studies presented, mention other studies that seemed too tangential to include but still relevant, and generally allow you to go even deeper should you find something of particular interest.

This book is not meant to be the final word. It raises a new perspective on an age-old problem, one that ought to be seriously entertained. Anytime there is a new way of thinking, there are also new implications to be derived, new magnitudes to be deciphered, and new consequences to be understood. There is much more to be done, and in that sense our book is an invitation—a front-row seat to a process of discovery.
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   THE SCARCITY MINDSET









1

Focusing and Tunneling


HOBBES: Do you have an idea for your story yet?

CALVIN: You can’t just turn on creativity like a faucet. You have to be in the right mood.

HOBBES: What mood would that be?

CALVIN: Last-minute panic.

—CALVIN AND HOBBES BY BILL WATTERSON



One evening not long ago we went to a vegetarian restaurant called Dirt Candy, its name coming from the owner-chef Amanda Cohen’s belief that vegetables are “candy” from the earth. The restaurant was known for a particular dish—the crispy tofu with broccoli served with an orange sauce—that all the reviewers raved about. They were right to rave. It was delicious, the table favorite.

Our visit was well timed. We learned the next day that Amanda Cohen was to appear on Iron Chef, a popular TV show in which chefs compete by preparing a three-course meal under great time pressure. At the beginning of the show, they learn the surprise ingredient that must be used in every course and have a few hours to design and cook the dishes. The show is extremely popular with aspiring cooks, food connoisseurs, and people who just like looking at food.

Watching the show, we thought Cohen had gotten fantastically lucky. Her surprise ingredient was broccoli, and she of course prepared her signature dish, the one we had just eaten, and the judges loved it. But Cohen did not get lucky in the way we thought. The surprise ingredient, the broccoli, did not allow her to showcase a dish already in her repertoire. Quite the opposite. Episodes are filmed a year in advance. Instead, as she puts it, “The Crispy Tofu that’s on the menu now was created for Iron Chef.” She created her signature dish that night. This kind of “luck,” if one can call it that, is even more remarkable. Here was an expert who had spent years perfecting her craft, yet one of her best dishes was created under intense pressure, in a couple of hours.

Of course, this dish was not created from scratch. Creative bursts like this build on months and years of prior experience and hard work. The time pressure focuses the mind, forcing us to condense previous efforts into immediate output. Imagine working on a presentation that you need to deliver at a meeting. In the days leading up to the meeting, you work hard but you vacillate. The ideas may be there, but tough choices need to be made on how to pull it all together. Once the deadline closes in, though, there is no more time for dawdling. Scarcity forces all the choices. Abstractions become concrete. Without the last push, you may be creative without producing a final product. Going into her appearance on Iron Chef, Cohen had several secret ingredients of her own, ideas she had been playing with for months or even years. Scarcity did not create them. Rather, it pushed her to bring them together into one terrific dish.

We often associate scarcity with its most dire consequences. This was how we had initially conceived of this book—the poor mired in debt; the busy perpetually behind on their work. Amanda Cohen’s experience illustrates another side of scarcity, a side that can easily go undetected: scarcity can make us more effective. We all have had experiences where we did remarkable things when we had less, when we felt constrained. Because she was keenly aware of the lack of time, Amanda Cohen focused on pulling everything from her bag of tricks into one great dish. In our theory, when scarcity captures the mind, it focuses our attention on using what we have most effectively. While this can have negative repercussions, it means scarcity also has benefits. This chapter starts by describing these benefits and then shows the price we pay for them, foreshadowing how scarcity eventually ends in failure.

GETTING THE MOST OUT OF WHAT YOU HAVE

Some of us hate meetings. Connie Gersick, a leading scholar of organizational behavior, has made a living out of studying them. She has conducted numerous detailed qualitative studies to understand how meetings unfold, and how the pattern of work and conversation changes over the course of a meeting. She has studied many kinds of meetings—meetings between students and meetings between managers, meetings intended to weigh options to produce a decision and meetings intended to brainstorm to produce something more tangible like a sales pitch. These meetings could not be more distinct. But in one way they are all the same. They all begin unfocused, the discussions abstract or tangential, the conversations meandering and often far off topic. Simple points are made in lengthy ways. Disagreements are aired but without resolution. Time is spent on irrelevant details.

But then, halfway through the meeting, things change. There is, as Gersick calls it, a midcourse correction. The group realizes that time is running out and becomes serious. As she puts it, “The midpoint of their task was the start of a ‘major jump in progress’ when the [group] became concerned about the deadline and their progress so far. [At this point] they settled into a … phase of working together [with] a sudden increase of energy to complete their task.” They hammer out their disagreements, concentrate on the essential details, and leave the rest aside. The second half of the meeting nearly always produces more tangible progress.

The midcourse correction illustrates a consequence of scarcity capturing the mind. Once the lack of time becomes apparent, we focus. This happens even when we are working alone. Picture yourself writing a book. Imagine that the chapter you are working on is due in several weeks. You sit down to write. After a few sentences, you remember an e-mail that needs attention. When you open your in-box, you see other e-mails that require a response. Before you know it, half an hour has passed and you’re still on e-mail. Knowing you need to write, you return to your few meager sentences. And then, while “writing,” you catch your mind wandering: How long have you been contemplating whether to have pizza for lunch, when your last cholesterol check was, and whether you updated your life insurance policy to your new address? How long have you been drifting from thought to vaguely related thought? Luckily, it is almost time for lunch and you decide to pack up a bit early. As you finish lunch with the friend you haven’t seen in a while, you linger over coffee—after all, you have a couple of weeks for that chapter. And so the day continues; you manage to get in a little bit of writing, but far less than you had hoped.

Now imagine the same situation a month later. The chapter is due in a couple of days, not in several weeks. This time when you sit down to write, you do so with a sense of urgency. When your colleague’s e-mail comes to mind, you press on rather than get distracted. And best of all, you may be so focused that the e-mail may not even register. Your mind does not wander to lunch, cholesterol checks, or life insurance policies. While at lunch with your friend (assuming you didn’t postpone it), you do not linger for coffee—the chapter and the deadline are right there with you at the restaurant. By day’s end this focus pays off: you manage to write a significant chunk of the chapter.

Psychologists have studied the benefits of deadlines in more controlled experiments. In one study, undergraduates were paid to proofread three essays and were given a long deadline: they had three weeks to complete the task. Their pay depended on how many errors they found and on finishing on time; they had to turn in all the essays by the third week. In a nice twist, the researchers created a second group with more scarcity—tighter deadlines. They had to turn in one proofread essay every week, for the same three weeks. The result? Just as in the thought experiment above, the group with tighter deadlines was more productive. They were late less often (although they had more deadlines to miss), they found more typos, and they earned more money.

Deadlines do not just increase productivity. Second-semester college seniors, for example, also face a deadline. They have limited time to enjoy the remaining days of college life. A study by the psychologist Jaime Kurtz looked at how seniors managed this deadline. She started the study six weeks from graduation. Six weeks is far enough away that the end of college may not yet have fully registered, yet it is short enough that it can be made to feel quite close. For half the students, Kurtz framed the deadline as imminent (only so many hours left) and for the others she framed it as far off (a portion of the year left). The change in perceived scarcity changed how students managed their time. When they felt they had little time left, they tried to get more out of every day. They spent more time engaging in activities, soaking in the last of their college years. They also reported being happier—presumably enjoying more of what college had to offer.

This impact of time scarcity has been observed in many disparate fields. In large-scale marketing experiments, some customers are mailed a coupon with an expiration date, while others are mailed a similar coupon that does not expire. Despite being valid for a longer period of time, the coupons with no expiration date are less likely to be used. Without the scarcity of time, the coupon does not draw focus and may even be forgotten. In another domain, organizational researchers find that salespeople work hardest in the last weeks (or days) of a sales cycle. In one study we ran, we found that data-entry workers worked harder as payday got closer.

The British journalist Max Hastings, in his book on Churchill, notes, “An Englishman’s mind works best when it is almost too late.” Everyone who has ever worked on a deadline may feel like an Englishman. Deadlines are effective precisely because they create scarcity and focus the mind. Just as hunger led food to be top of mind for the men in the World War II starvation study, a deadline leads the current task to be top of mind. Whether it is the few minutes left in a meeting or a few weeks left in college, the deadline looms large. We put more time into the task. Distractions are less tempting. You do not linger at lunch when the chapter is due soon, you do not waste time on tangents when the meeting is about to end, and you focus on getting the most out of college just before graduating. When time is short, you get more out of it, be it work or pleasure. We call this the focus dividend—the positive outcome of scarcity capturing the mind.

THE FOCUS DIVIDEND

Scarcity of any kind, not just time, should yield a focus dividend. We see this anecdotally. We are less liberal with the toothpaste as the tube starts to run empty. In a box of expensive chocolates, we savor (and hoard) the last ones. We run around on the last days of a vacation to see every sight. We write more carefully, and to our surprise often better, when we have a tight word limit.

Working with the psychologist Anuj Shah, we had an insight about how to take advantage of the breadth of these implications to test our theory. If our theory applies to all kinds of scarcity—not just money or time—it should also apply to scarcity produced artificially. Does scarcity created in the lab also produce a focus dividend? The lab allows us to study how people behave under conditions that are more controlled than the world typically allows, revealing mechanisms of thought and action. This follows a long tradition in psychological research of using the lab to study important social issues—conformity, obedience, strategic interaction, helping behavior, and even crime.

To do this, we created a video game based on Angry Birds for our research. In this variant, which we called Angry Blueberries, players shoot blueberries at waffles using a virtual slingshot, deciding how far back to pull the sling and at what angle. The blueberries fly across the screen, caroming off objects and “destroying” all the waffles they hit. It is a game of aim, precision, and physics. You must guess the trajectories and estimate how the blueberries will bounce.

In the study, subjects played twenty rounds, earning points that translated to prizes. In each new round they received another set of blueberries. They could shoot all the blueberries they had or they could bank some for use in future rounds. If they ended the twenty rounds with blueberries saved up, they could play more rounds and continue accumulating points as long as they had blueberries left. In this game, blueberries determined one’s wealth. More blueberries meant more shots, which meant more points and a better prize. The next step was to create blueberry scarcity. We made some subjects blueberry rich (they were given six blueberries per round) and others blueberry poor (given only three per round).

So how did they do? Of course, the rich scored more points because they had more blueberries to shoot with. But looked at another way, the poor did better: they were more accurate with their shots. This was not because of some magical improvement in visual acuity. The poor took more time on each shot. (There was no limit on how long they could take.) They aimed more carefully. They had fewer shots, so they were more judicious. The rich, on the other hand, just let the blueberries fly. It is not that the rich, simply because they had more rounds, got bored and decided to spend less time on the task. Nor is it that they became fatigued. Even on the first shots they were already less focused and less careful than the poor. This matches our prediction. Having fewer blueberries, the blueberry poor enjoyed a focus dividend.

In a way it is surprising that blueberry scarcity had effects similar to those observed with deadlines—time scarcity. Having few blueberries in a video game bears little resemblance to having only a few minutes left in a meeting or only a few hours to finish a project. Focusing on each shot, how far back to pull the sling, and when to release bears little resemblance to the complex choices that determine conversation and pace at work. We had stripped the world of all its complexity, all except for scarcity, and yet the same behavior emerged. These initial blueberry results illustrate how—whatever else may happen in the world—scarcity by itself can create a focus dividend.

The observed effects of scarcity in controlled conditions show one more thing. In the real world, the poor and the rich differ in so many ways. Their diverse backgrounds and experiences lead them to have different personalities, abilities, health, education, and preferences. Those who find themselves working at the last minute under deadline may simply be different people. When they are seen to behave differently, scarcity may be one reason, but any of several other differences may be playing a role as well. In Angry Blueberries, a coin flip determined who was “rich” (in blueberries) and who was “poor.” Now, if these individuals are seen to behave differently, it cannot be attributed to any systematic inherent personal differences; it must be due to the one thing that distinguishes between them: their blueberry scarcity. By creating scarcity in the lab in this way, we can untangle scarcity from the knots that usually surround it. We know that scarcity itself must be the reason.

The focus dividend—heightened productivity when facing a deadline or the accuracy advantage of the blueberry poor—comes from our core mechanism: scarcity captures the mind. The word capture here is essential: this happens unavoidably and beyond our control. Scarcity allows us to do something we could not do easily on our own.

Here, again, the game provides a suggestive glimpse. In theory, the rich in Angry Blueberries could have employed a strategy that simulated being poor. They could have used only three shots each round (like the poor) and saved the rest. This would have led them to play twice as many rounds as the “truly” poor and thus allowed them to earn twice as many points. In actuality, the blueberry rich did not earn anywhere near twice as much in the course of each game. Of course, the players may not have realized this strategy. But even if they had, they would not have been able to do much about it.

It is very hard to fake scarcity. The scarcity dividend happens because scarcity imposes itself on us, capturing our attention against all else. We saw that this happened in a way that is beyond conscious control—happening in milliseconds. It is why an impending deadline lets us avoid distractions and temptations so readily—it actively pushes them away. Just as we cannot effectively tickle ourselves, it is exceedingly difficult to fool ourselves into working harder by faking a deadline. An imaginary deadline will be just that: imagined. It will never capture our mind the way an actual deadline does.

These data show how scarcity captures attention at many time scales. We saw in the introduction that scarcity captures attention at the level of milliseconds—the time it took the hungry to recognize the word CAKE. We see it at the scale of minutes (aiming blueberries) and of days and weeks (college seniors getting the most out of their time before graduation). The pull of scarcity, which begins at milliseconds, cumulates into behaviors that stretch over much longer time scales. Altogether, this illustrates how scarcity captures the mind, both subconsciously and when we act more deliberately. As the psychologist Daniel Kahneman would say, scarcity captures the mind both when thinking fast and when thinking slow.


TUNNELING

At 10 p.m. on April 23, 2005, Brian Hunton of the Amarillo Fire Department received what was to be his last call.

Some calls turn out to be false alarms. Some—like this burning house on South Polk Street—turn out to be all too real. Not knowing which is which, firefighters take each one seriously. Each alarm creates a literal fire drill: firefighters must go from a relaxed evening at the firehouse to being at the fire scene, ready to face the flames. Not only must they get there quickly, but they must arrive in full gear and fully prepared. They rehearse and optimize each step. They even train getting dressed quickly. All this pays off. Within sixty seconds of the call, Hunton and the rest of the crew were fully loaded on the truck, their pants, jackets, hoods, gloves, helmets, and boots already on.

Those outside the firefighting community are surprised by how Hunton died. He did not die because of burns from the fire. Nor did he die from smoke inhalation or from building collapse. In fact, Hunton never made it to the fire. As the fire truck raced to South Polk Street, it took a sharp turn. As it turned the corner at full speed, the left rear door swung open. Hunton came tumbling out and his head struck the pavement. The massive force of the strike caused serious trauma to his head, from which he died two days later.

Hunton’s death is tragic because it could have been prevented. If he had been wearing a seat belt when the door accidentally swung open, he might have been rattled but he would have been safe.

Hunton’s death is particularly tragic because it is not unique. Some estimates place vehicle accidents as the second leading cause of firefighter deaths, after heart attacks. Between 1984 and 2000, motor vehicle collisions accounted for between 20 and 25 percent of firefighter fatalities. In 79 percent of these cases the firefighters were not wearing a seat belt. Though one cannot know for sure, it stands to reason that simply buckling up could have saved many of these lives.

Firefighters know these statistics. They learn them in safety classes. Hunton, for one, had graduated from a safety class the year before. “I don’t know of a firefighter who doesn’t wear his or her seat belt when driving a personal vehicle,” wrote Charlie Dickinson, the deputy administrator of the U.S. Fire Administration, in 2007. “I don’t know of a firefighter who doesn’t also insist family members buckle up as well. Why is it then that firefighters lose their lives being thrown from fire apparatus?”

Rushing to a call, firefighters confront time scarcity. Not only must they get on the truck and to the fire quickly, but a lot of preparation also needs to take place by the time they arrive at the fire. They strategize en route. They use an onboard computer display to study the structure and layout of the burning building. They decide on their entry and exit strategies. They calculate the amount of hose they will need. All this must be done in the brief time it takes to get to the fire. And firefighters are terrific at managing this scarcity. They get to distant fires in minutes. They reap a big focus dividend. But this dividend comes at a cost.

Focusing on one thing means neglecting other things. We’ve all had the experience of being so engrossed in a book or a TV show that we failed to register a question from a friend sitting next to us. The power of focus is also the power to shut things out. Instead of saying that scarcity “focuses,” we could just as easily say that scarcity causes us to tunnel: to focus single-mindedly on managing the scarcity at hand.

The term tunneling is meant to evoke tunnel vision, the narrowing of the visual field in which objects inside the tunnel come into sharper focus while rendering us blind to everything peripheral, outside the tunnel. In writing about photography, Susan Sontag famously remarked, “To photograph is to frame, and to frame is to exclude.” By tunneling, we mean the cognitive equivalent of this experience.

Firefighters, it turns out, do not merely focus on getting to the fire prepared and on time; they tunnel on it. Unrelated considerations—in this case the seat belt—get neglected. Of course, there is nothing unique to firefighters when it comes to tunneling, and there may be other reasons firefighters do not wear seat belts. But a seat belt that never crosses your mind cannot be buckled.

Focus is a positive: scarcity focuses us on what seems, at that moment, to matter most. Tunneling is not: scarcity leads us to tunnel and neglect other, possibly more important, things.

THE PROCESS OF NEGLECT

Tunneling changes the way we choose. Imagine that one morning you skip your regular gym session in order to get some work done. You are facing a tight deadline and that is your priority. How did this choice come about? It is possible that you made a reasoned trade-off. You calculated how often you’ve been to the gym recently. You weighed the benefits of one more visit against the immediate needs of your project and decided to skip. The few extra hours of work that morning were more important to you than exercise. In this scenario, if you were free of the mental influence of scarcity, you still would have agreed that skipping the gym that day was the best choice.

When we tunnel, in contrast, we choose differently. The deadline creates its own narrow focus. You wake up with your mind focused on—buzzing with—your most immediate needs. The gym may never even cross your mind, never enter your already full tunnel. You skip the gym without even considering it. And even if you do consider it, its costs and benefits are viewed differently. The tunnel magnifies the costs—less time for your project now—and minimizes the benefits—those distant long-term health benefits appear much less urgent. You skip the gym whether or not it is the right choice, whether or not a neutral cost-benefit calculation would have led you to the same conclusion. For the very same reason that we are more productive under the deadline—fewer distracting thoughts intrude—we also choose differently.

Tunneling operates by changing what comes to mind. To get a feel for this process, try this simple task: list as many white things as you can. Go ahead and give it a try. To make things easier, we will give you a couple of obvious ones to start you off. Take a minute and see what other white things you can name.
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How many could you name? Was the task harder than you thought it would be?

Research shows that there is one way to make this task easier for you—and that is not to give you “milk” and “snow.” In experiments, people given these “helpers” name fewer total items, even counting the freebies.

This perverse outcome is a consequence of what psychologists call inhibition. Once the link between “white” and “milk” is activated in your mind, each time you think, “things that are white,” that activated link draws you right back to “milk” (and activates it further). As a consequence, all other things white are inhibited, made harder to reach. You draw a blank. Even thinking of examples for this paragraph proved hard. “Milk” is such a canonically white object that, once activated, it crowds out any others. This is a basic feature of the mind: focusing on one thing inhibits competing concepts. Inhibition is what happens when you are angry with someone, and it is harder to remember their good traits: the focus on the annoying traits inhibits positive memories.

The mind does not inhibit just words or memories. In one study, subjects were asked to write down a personal goal, an attribute that describes a trait (e.g., “popular” or “successful”) that they would like to attain. One half were asked to list a personally important goal. The other half were asked to list just any goal. Following this, as in the milk experiment above, both groups were asked to list as many goals (important or not) as they could. Starting off with an important goal led to 30 percent fewer goals being named. Just as “milk” tends to shut out other white objects, activating an important goal shuts off competing goals. Focusing on something that matters to you makes you less able to think about other things you care about. Psychologists call this goal inhibition.

Goal inhibition is the mechanism underlying tunneling. Scarcity creates a powerful goal—dealing with pressing needs—that inhibits other goals and considerations. The fireman has one goal: to get to the fire quickly. This goal inhibits other thoughts from intruding. This can be a good thing; his mind is free from thoughts about dinner or retirement savings, focusing instead on the upcoming fire. But it can also be bad. Things unrelated to the immediate goal (such as the seat belt) will not cross his mind; and even if they do, more urgent concerns drown them out. It is in this sense that the seat belt and the risk of an accident get neglected.

Inhibition is the reason for both the benefits of scarcity (the focus dividend) and the costs of scarcity. Inhibiting distractions allows you to focus. In our earlier example, why were we so productive working under a deadline? Because we were less distracted. The colleague’s e-mail does not come to mind, and if it does it is easily dismissed. And goal inhibition is why we were less distracted. The primary goal—to finish writing the chapter—captured our mind. It inhibited all those distractions that create procrastination, like e-mail, a video game, or a light snack. But it also inhibited things we ought to have attended to, such as the gym or an important phone call.

We focus and tunnel, attend and neglect for the same reason: things outside the tunnel get inhibited. When we work on a deadline, skipping the gym may or may not make sense. We just don’t think (or think enough) about it that way when we decide to forgo the gym for the deadline. Our mind is not on that subtle cost-benefit problem; it is on the deadline. Considerations that fall within the tunnel get careful scrutiny. Considerations that fall outside the tunnel are neglected, for better or worse. Think of an air traffic controller who manages several planes in the air. When a large passenger plane reports engine problems, she focuses on it. During that time, she neglects not only her lunch plans but also the other planes under her control, including ones that might suddenly find themselves on a collision course.

We saw the focus dividend in the Angry Blueberries experiment. And in the lab we can also see the negative consequences of tunneling. If scarcity-induced neglect is insensitive to the weighing of costs and benefits, we ought to see scarcity creating neglect even when it is detrimental to the person’s outcomes. To test for this, we ran another study with Anuj Shah, in which we gave participants simple memory tasks, each containing four items, such as this one:
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Subjects memorized these pictures and were later asked to reconstruct them. They were given one of the four items and asked to recall the other three. For example, after seeing the picture above, they might be asked:

Reconstruct the scene that contained:
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Click here if you want to move on to a new round.
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Subjects had to retrieve from memory which of the other objects—a food, a vehicle, and a monument—went along with the spider in the original picture. They got points for correct responses, and they could take as long as they wanted. There was no time scarcity. But there was guess scarcity. They only had a fixed number of guesses they were allowed to make. As before, we created the guess poor and the guess rich.

To measure the cost of tunneling, we added a wrinkle. We had participants play two such games side by side. They were given two pictures to memorize and to reconstruct. And we made them poor (few guesses) in one game and rich (many guesses) in the other. So they experienced scarcity in trying to reconstruct one picture but not the other. Their total earnings depended on their performance on both games: they had to maximize total points earned. Think of it as having two projects, one with a deadline tomorrow and the other a week later. If people were to tunnel, then what they gain in one picture would be offset by worse performance on the other.

Consistent with the focus dividend, people were more effective guessers on the picture they were poor on. But they also tunneled: they neglected the other picture. And this was not efficient. They performed so much worse on the neglected picture that they earned, overall, fewer points than subjects who were poor on both pictures. They earned less even though they had more total guesses. A scarcity of guesses in both games meant they could not neglect either one, whereas abundance in one game led them to neglect that game in favor of the one they felt poor on. And they overfocused. Had the shift in focus to the poor game been deliberate, they would not have taken it to such an extreme. Clearly they did not gauge the costs and benefits of tunneling. They simply tunneled, and in this environment it hurt them.

We will call these negative consequences the tunneling tax. Naturally, whether this tax dominates the focus dividend is a matter of context and of payoffs. Change the game a bit and the dividend wins out. The point of the study was not to show that the costs of tunneling always dominate the benefits of focusing. Rather, what the study shows is that cost-benefit considerations do not determine whether we tunnel. Scarcity captures our minds automatically. And when it does, we do not make trade-offs using a careful cost-benefit calculus. We tunnel on managing scarcity both to our benefit and to our detriment.

THE TUNNELING TAX


I took a speed-reading course and read War and

Peace in twenty minutes. It involved Russia.

—WOODY ALLEN



Since the examples above are abstract, we close with a few intuitive vignettes of how the tunneling tax can play out in daily life. These illustrate not necessarily how people might be mistaken but how tunneling can lead us to overlook certain considerations. First, some advice from the Wall Street Journal on how to save money.


OK. So you want to save an extra $10,000 by next Thanksgiving. How can you do it? You’ve heard the usual finger-wagging frugality lessons over and over. And you already do the obvious things, like cutting back on lattes, raising your insurance deductibles [emphasis added] and steering clear of expensive stores.



Is raising deductibles a good idea? For someone on a tight budget this is a hard question to answer. Yes, it saves money, but it comes at a cost. You may save money up front, but you run the risk of having to pay more of the cost in case of an accident. A reasoned choice about the deductible would trade off such considerations. But within the tunnel, one consideration looms large: the need to save money right now. Raising deductibles—like cutting back on lattes or on movies—saves money now and is firmly in the tunnel. The other concern—how to pay for repairs in case the car breaks down—falls outside the tunnel.

This can lead people not just to raise deductibles but to forgo insurance altogether. Researchers in poor countries have found it hard to get poor farmers to take up many kinds of insurance, from health insurance to crop insurance. Rainfall insurance, for example, would protect these farmers from the havoc that low (or very heavy) rainfall could do to their livelihood. Even with extremely large subsidies, most (in some cases more than 90 percent of farmers) do not insure. The same is true of health insurance. When asked why they are uninsured, the poor often explain they cannot afford insurance. This is ironic since you might think the exact opposite: that they cannot afford not to be insured. Here, insurance is a casualty of tunneling. To a farmer who is struggling to find enough money for food and vital expenses this week, the threat of low rainfall or medical expenses next season seems abstract. And it falls clearly outside the tunnel. Insurance does not deal with any of the needs—food, rent, school fees—that are pressing against the mind right now. Instead, it exacerbates them—one more strain on an already strained budget.

Another manifestation of tunneling is the decision to multitask. We may check e-mail while “listening in” on a conference call, or squeeze in a bit more e-mail on the cell phone over dinner. This has the benefit of saving time, but it comes at a cost: missing something on the call or at dinner or writing a sloppy e-mail. These costs are notorious when we drive. When you think about the multitasking driver, you think of the driver who is talking on a cell phone. Indeed, studies have shown that talking on a (non-handheld) cell phone while you drive can be worse than driving at above legal alcohol levels. But you might also want to think about that driver eating a sandwich. Studies show that eating while driving can be as big a danger. And it is a very common practice: one study found that 41 percent of Americans have eaten a full meal—breakfast, lunch, or dinner—while driving. Eating while driving saves you a bit of time, but you run the risk of staining your upholstery, having an accident, and increasing the chances of a different kind of spare tire: people consume more calories when they are distracted. Tunneling promotes multitasking because the time saving it allows is within the tunnel whereas the problems it creates often fall outside.

Sometimes when we tunnel, we neglect other things completely. When we are busy with a pressing project, we skimp on time with our family, put off getting our finances in order, or defer a regular medical checkup. When you are extremely rushed for time, it is easier to say, “I can spend time with the kids next week,” rather than, “Actually, the kids really need me. When exactly will I really have time next?” Things outside the tunnel are harder to see clearly, easier to undervalue, and more likely to get left out.

Companies are not immune to the psychology of scarcity. For example, during lean times, many firms slash their marketing budgets. Some experts believe that this is not a sound business decision. In fact, it looks a lot like tunneling. As one adviser for small businesses puts it:


In lean times, many small businesses make the mistake of cutting their marketing budget to the bone or even eliminating it entirely. But lean times are exactly the times your small business most needs marketing. Consumers are restless and looking to make changes in their buying decisions. You need to help them find your products and services and choose them rather than others by getting your name out there. So don’t quit marketing. In fact, if possible, step up your marketing efforts.



Settling this debate—whether cutting marketing expenses during recessions is efficient—would require a great deal of empirical work. What we can say is that the benefits of marketing look a lot like the kind of thing you would neglect in the tunnel, when you are focused on trimming your budget this quarter. Marketing—like the insurance policy—has a cost that falls inside the tunnel while its benefits fall outside.

In many of these examples, one can fairly question whether the choices made are bad. How do we know that the time saved eating while driving is not worth the increased accident risk? It is always a challenge to decide whether a particular choice was wrong. If by focusing on a deadline you neglect your kids, was that a bad choice? Who is to say? It depends on the consequences of performing poorly at work, the impact of your absence on your children, and even what you want out of life. An outside observer would need to struggle to untangle these considerations. But by exposing how tunneling operates, how some considerations are often ignored, the scarcity mindset can shed light on the issue even without settling these debates.

It tells us, for example, that we should be cautious about inferring preferences from behavior. We might see the busy person neglect his children and conclude that he does not care as much about his kids as he does about his work. But that may be wrong, much as it would be wrong to conclude that the uninsured farmer does not particularly care about the loss of his crop to the rains. The busy person may be tunneling. He may value his time with his children greatly, but the project he is rushing to finish pushes all that outside the tunnel. He may look back later in life and report a great deal of anguish about not having spent more time with his children. This is genuine anguish and not merely compliance with a social norm. It is the predictable disappointment of anyone who tunnels. Projects must be finished now; the children will be there tomorrow. Looking back at how our time or money was spent during moments of scarcity, we are bound to be disappointed. Immediate scarcity looms large, and important things unrelated to it will be neglected. When we experience scarcity again and again, these omissions can add up. This should not be confused with a lack of interest; after all, the person himself regrets it.

We started this chapter by showing how scarcity captures our attention. We see now that this primitive mechanism compounds into something much larger. Scarcity alters how we look at things; it makes us choose differently. This creates benefits: we are more effective in the moment. But it also comes at a cost: our single-mindedness leads us to neglect things we actually value.
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The Bandwidth Tax

Here are three vignettes about scarcity that illustrate a different consequence of focusing:


One of your biggest clients has informed you that it will be taking its business elsewhere. You convince the account manager to listen to one last pitch. She agrees but says it must take place tomorrow. You cancel all your meetings and put off all your other tasks. You pour all your time into the pitch. One appointment, though, cannot be avoided. Your daughter has her city championship softball game tonight. For a moment you even consider skipping that, but your better side (barely) wins out: surely her pitches feel as important to her as your sales pitch feels to you. On the way to the game, your daughter realizes she forgot her lucky charm. You snap at her before turning around to pick it up. By the time you have regained your composure, it’s too late. She was already nervous for the game and now you’ve made her more nervous. Something fun has become tension filled. At the game, you can’t enjoy yourself. Your mind keeps turning to that presentation. Not that you can work on it now—you just can’t focus on the game. You’re distracted, and when your daughter occasionally catches a glimpse of you, you know she knows it. Lucky for you, her team wins and the jubilation helps cover your mistakes. But certainly your performance that evening would not put you in any parenting Hall of Fame.

John has an exam tomorrow. He is putting himself through college. Though his parents saved for all their kids’ education, they did not save enough. They never dreamed that tuition would rise so much. John is the youngest of four kids, and by the time his turn came around, the college fund was meager and tuition was even higher. Still, he chose to go to a more prestigious but more expensive college. If he was going to invest in a college degree, he reasoned, he might as well invest in the one that would be worth the most. He patched together student loans, the college’s financial aid, and scholarships. It was messy, but somehow he made it work. It always seemed like a good choice. Until now. Two scholarships that were to be automatically renewed have suddenly evaporated; the foundations that award them were hit hard by the recession and were forced to cut back. How would he make tuition for next semester? The payment was due in less than a month. Would the bank give him another student loan? Could he afford it? He could borrow from his aunt and uncle; his father would hate it but did he have a choice? Should he just transfer to the local college? John just can’t focus. He keeps thinking about what to do. Preoccupied, he misses a study group meeting that he wanted—needed—to attend. This is no time to take the exam, but he has no choice. When the day arrives, he tries to focus, but his mind keeps going elsewhere. He misses some easy questions and is doubly upset at the end of the day. Not only is he struggling with tuition; he is annoyed at his abysmal performance on the exam.

A manager of a fast-food burger shop laments his trouble with his (low-wage) employees. “They are just so unreliable,” he says. He complains that most of his time is spent cajoling them into behaving better with the customers. “Customer service means just that,” he tells them. “Put on a smile. Be friendly. When the customer talks to you, make small talk. When the customer is a jerk, don’t get snippy. It’s your job to be polite.” The rest of his time is spent dealing with careless mistakes. “When someone says they want medium fries, how hard is it to press the button that says ‘fries’?” he asks incredulously. He is clearly frustrated with his workers. “Maybe it’s that they just don’t care. Maybe it’s the education in this country. Maybe it’s the way they were raised,” he says.



These vignettes illustrate different consequences of scarcity capturing attention. In the previous chapter, we saw how tunneling distorts the trade-offs we make. Trying to focus on making ends meet right now, we fail to consider the impact in the future of raising the insurance deductible. In the vignettes above, in contrast, we catch people as they are trying to focus on something unrelated to their immediate scarcity. We catch the harried executive not when she is putting together her sales pitch but when she is a parent. We catch the student not when he is dealing with making ends meet but when he is trying to focus on his exam. We catch the low-income worker not when she is at home managing her finances but when she is at work serving food.

These anecdotes illustrate a central hypothesis: because the focus on scarcity is involuntary, and because it captures our attention, it impedes our ability to focus on other things. The executive is trying to focus on her daughter’s baseball game, but scarcity keeps pulling her mind away. Even when we try to do something else, the tunnel of scarcity keeps drawing us in. Scarcity in one walk of life means we have less attention, less mind, in the rest of life.

The concept of less mind is well studied by psychologists. Though careful research in psychology employs several fine distinctions to capture this idea, we will use the single umbrella term bandwidth to cover them all. Bandwidth measures our computational capacity, our ability to pay attention, to make good decisions, to stick with our plans, and to resist temptations. Bandwidth correlates with everything from intelligence and SAT performance to impulse control and success on diets. This chapter makes a bold claim. By constantly drawing us back into the tunnel, scarcity taxes our bandwidth and, as a result, inhibits our most fundamental capacities.

IT’S LOUD IN HERE

Imagine sitting in an office located near the railroad tracks. Trains rattle by several times an hour. They are not deafening. They do not disrupt conversation. In principle they are not loud enough to prevent you from working. But, of course, they do. As you try to concentrate, the rattle of each train pulls you away from what you were doing. The interruption itself is brief, but its effect lasts longer. You need time to refocus, to collect your thoughts. Worse, just when you have settled back in, another train rattles by.

This description mirrors the conditions of a school in New Haven that was located next to a noisy railroad line. To measure the impact of this noise on academic performance, two researchers noted that only one side of the school faced the tracks, so the students in classrooms on that side were particularly exposed to the noise but were otherwise similar to their fellow students. They found a striking difference between the two sides of the school. Sixth graders on the train side were a full year behind their counterparts on the quieter side. Further evidence came when the city, prompted by this study, installed noise pads. The researchers found that this erased the difference: now students on both sides of the building performed at the same level. A whole host of subsequent studies have shown that noise can hurt concentration and performance. Even if the impact of noise does not surprise you, the size of the impact (a full school year level at sixth grade) should. In fact, these results mirror many laboratory studies that have documented the powerful effects of even slight distraction.

Now picture yourself working in a pleasant, quiet office: no disruptions, no trains. Instead, you are struggling with your mortgage and the fact that freelance work is hard to come by. Your spouse and you are living a two-earner life with only one and a quarter earners. You sit down to focus on your work. Soon your mind is wandering. Should we sell the second car? Should we take another loan? Suddenly, that quiet office is not so quiet anymore. These noisy trains of thought are every bit as hard to ignore. They arrive at even greater regularity and are every bit as uninvited. But these trains pull you on board. Should we sell the second car? leads to That would raise some money, but it would make the logistics so much harder, just when I need to be working as hard as I can. We don’t want to risk the one steady job we do have. You can ride these trains of thought for some time before you break free and return to focusing on your task. Though this room seems quiet, it is full of disruptions—disruptions that come from within.

This is how scarcity taxes bandwidth. The things that distract us, that occupy our mind, need not come from outside us. We often generate them for ourselves, and these distractions can disrupt our attention more than a physical train. These trains of thought rumble with personal relevance. The mortgage distraction lingers because it matters. It is not a passing nuisance but an intensely personal concern. It is a distraction precisely because it causes us to tunnel. The persistent concern pulls at the mind, drawing us in. Just like an external noise that distracts us from thinking clearly, scarcity generates internal disruption.

The notion of an “internal disruption” is commonplace in the cognitive sciences and in neuroscience. A great many studies have documented the profound impact of internal thoughts—even something as trivial as rehearsing a sequence of numbers in your head—on general cognitive function. And years of lab studies compounded by fMRI evidence have taught us about the way the brain focuses and is disrupted. One common distinction is between “top-down” processing, where the mind is directed by our conscious choice of what to focus on, and “bottom-up” processing, where attention is captured by one stimulus or another in ways that we find hard to control. We saw this in the introduction, when food-related words captured the attention of the hungry. You know the feeling well, from any time a quick movement or sound captured your attention away from what you were doing. A particularly noteworthy form of distraction, one that requires no external distractors at all, is mind wandering. Without our realizing it, the brain’s resting state—the default network—tends to pull us away from what we are doing. True to its name, this happens without our conscious input, when our mind “wanders.” So while we are often able to direct our brain’s activity, at other times we lose that control. For the kids in the school near the trains, the ability to remain focused in the presence of bottom-up distractors depends also on how much work the brain is doing, on how “loaded” it is. Behavioral and neuroimaging studies have shown that distraction along with brain activity related to the presence of distractors increase when the load is high. Top-down attention cannot prevent bottom-up intrusions. When someone says your name across the room at a party, your attention shifts no matter how intently you are trying to focus on something else.

Scarcity itself also captures attention via a bottom-up process. This is what we mean when we say it is involuntary, happening below conscious control. As a result, scarcity, too—like trains or sudden noises—can pull us away even when we are trying to focus elsewhere.

An early study tested this idea by giving subjects a simple enough task: push a button when you see a red dot on the screen. Sometimes, just before the dot appeared, another picture would flash on the screen. For nondieters, this picture had no effect on whether people saw the dot. For dieters, in contrast, something interesting happened. They were less likely to see the red dot if they had just seen a picture of food. Flashing a picture of a cake, for example, reduced dieters’ chance of seeing the red dot immediately afterward: it was as if the cake had blinded them. This happened only with pictures of food; nonfood pictures had no effect. Of course the dieters were not physically blinded; they were just mentally distracted. Psychologists call this an attentional blink. The food picture, now gone, had made them mentally blink. When the dot appeared, their minds were elsewhere, still thinking about the food. All of this happened in a fraction of a second, too quick to control. Too quick to even be aware of. The title of the study says it best: “All I Saw Was the Cake.”

The attentional blink occurs briefly. The distracting effects of scarcity, we conjectured, would last significantly longer. To test this, we ran a study with the psychologist Chris Bryan, in which we gave subjects word searches such as this one:

WORD SEARCH
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Subjects searched for the highlighted word (STREET in this case). When they found and clicked it, a new grid appeared and they would look for the next word. A second group of subjects was given the same task but with slightly different words. For example:

WORD SEARCH
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The even-numbered words were the same for both groups. The odd-numbered words were neutral words for the first group but tempting ones for the second: STREET became CAKE, PICTURE became DONUT, and so on. We then looked at how long it took participants to find the same words, those they had in common, the even-numbered neutral ones.

For most subjects, changing the odd-numbered words had no effect. Not so for dieters. Dieters took 30 percent longer to find CLOUD after they had just searched for DONUT. Dieters were not slow overall—they found CLOUD just as quickly as nondieters when it was preceded by PICTURE. The DONUT was the problem. What is happening here is clear. It is a version of what psychologists call proactive interference. The mention of a donut brings it top of mind. The nondieter searches for it, finds it, and moves on. The dieter, in contrast, finds it hard to move on. Even while searching for the next word, for CLOUD, that donut, every bit as disruptive as a passing train, is still there, drawing attention. And it is hard to find CLOUD when your mind is elsewhere.

Surely you’ve experienced something similar. If not with food, then perhaps with time. You are against a tight project deadline but must attend an unrelated meeting. How much of this meeting will you process? Sitting at the meeting you try to focus, but despite your best efforts, your mind keeps wandering back to that deadline. Your body is at the meeting, but your mind is elsewhere. Like the word DONUT for the dieter, the deadline keeps pulling you away.

Imagine that you are surfing the web on your laptop. On a reasonably fast computer, you easily go from page to page. But imagine now that there are many other programs open in the background. You have some music playing, files downloading, and a bunch of browser windows open. Suddenly, you are crawling, not surfing, the web. These background programs are eating up processor cycles. Your browser is limping along because it has less computing power to work with.

Scarcity does something similar to our mental processor. By constantly loading the mind with other processes, it leaves less “mind” for the task at hand. This leads us to the central hypothesis of this chapter: scarcity directly reduces bandwidth—not a person’s inherent capacity but how much of that capacity is currently available for use.

To test this hypothesis, we need to refine our definition of bandwidth. We are using the term as a placeholder for several more nuanced and carefully researched psychological constructs. In effect, we are walking a fine line. As psychologists, we care about the distinctions, functional and otherwise, between the various constructs and their corresponding brain function. And bandwidth is a generic term that obscures those distinctions. But as social scientists interested in the effects of scarcity, we are willing to leave the fine distinctions alone, much as one might refer to democracy or subatomic particles while avoiding the many finer distinctions that these afford. By way of compromise, we will continue to use the blanket term bandwidth to refer to two broad and related components of mental function, which we will now explain in greater depth.

The first might be broadly referred to as cognitive capacity, the psychological mechanisms that underlie our ability to solve problems, retain information, engage in logical reasoning, and so on. Perhaps the most prominent in this category is fluid intelligence, the ability to think and reason abstractly and solve problems independent of any specific learning or experience. The second is executive control, which underlies our ability to manage our cognitive activities, including planning, attention, initiating and inhibiting actions, and controlling impulses. Much like a central processor, executive control is essential to our ability to function well. It determines our ability to focus, to shift attention, to retain things in memory, to multitask, to self-monitor. Cognitive capacity and executive control are multifaceted and rich in nuance. And scarcity affects both.


COGNITIVE CAPACITY

A central feature of cognitive capacity is fluid intelligence. To test for the impact of scarcity on people’s cognitive capacity, we use the most prominent and universally accepted measure of fluid intelligence, the Raven’s Progressive Matrices test, named after the British psychologist John Raven, who developed the test in the 1930s. For an example, look at the following, which is similar to a typical Raven’s test item, and ask yourself which of options 1–8 fits in the missing space:
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You may recognize this test from your school days. It is a common component of IQ tests. While IQ tests are complex and variegated, most agree that the Raven’s Progressive Matrices test is one of the most important and reliable components. Raven’s requires no knowledge of world events and little formal study. It is the most common way that psychologists, educators, the military, and others measure what is called fluid intelligence, the capacity to think logically, analyze and solve novel problems, independent of background knowledge. A mechanic reasoning about why an engine won’t start uses both background automotive knowledge and reasoning skills. The same mechanic looking at a Raven’s Matrix is applying his reasoning skills in a context in which he has no expertise—he’s on par with a farmer in India. This has made Raven’s particularly useful as a measure of general intelligence, one that supposedly transcends specific culture. Still, there are skeptics. Those who have familiarity with tests and test taking will surely perform better. Those who have taken geometry might do better. In fact, it is known that there are benefits to schooling—children with more years of school do better than those of equal age with fewer years. The debates about what IQ really measures persist even for fluid intelligence. Fortunately, these debates do not matter for our purposes. We will not be comparing fluid intelligence between one person and another or from one culture to the next. We are interested in how scarcity affects the same person’s cognitive capacity. It may strike you as odd that a person’s “capacity” can be so easily affected, but that is precisely the point—we are used to thinking of cognitive capacity as fixed, when in fact it might change with circumstances.

To see the effect of scarcity on fluid intelligence, we ran some studies with our graduate student, Jiaying Zhao, in which we gave people in a New Jersey mall the Raven’s Progressive Matrices test. First, half the subjects were presented with simple hypothetical scenarios, such as this one:


Imagine that your car has some trouble, which requires a $300 service. Your auto insurance will cover half the cost. You need to decide whether to go ahead and get the car fixed, or take a chance and hope that it lasts for a while longer. How would you go about making such a decision? Financially, would it be an easy or a difficult decision for you to make?



We then followed this question with a series of Raven’s Matrices problems. Using self-reported household income, we divided subjects, by median split, into rich and poor. In this setup we found no statistically significant difference between the rich and poor mallgoers. Of course, there may have been some difference, but it was not big enough for us to detect in this sample. The rich and the poor looked equally smart.

For the remaining subjects, we ran the same study but with a slight twist. They were given this question instead (with the change shown in bold):


Imagine that your car has some trouble, which requires an expensive $3,000 service. Your auto insurance will cover half the cost. You need to decide whether to go ahead and get the car fixed, or take a chance and hope that it lasts for a while longer. How would you go about making such a decision? Financially, would it be an easy or a difficult decision for you to make?



All we have done here is replace the $300 with $3,000. Remarkably, this change affected the two groups differently. Coming up with half of $300 or $3,000 was easy for those who were well off. They could just pay out of savings or put it on a credit card. For the less well off, finding $150 for an important need was not too hard either. Not enough to make them think too much about scarcity and their own finances.

Not so for the $3,000 car expense: finding $1,500 was going to be hard for those with low incomes. A 2011 study found that close to half of all Americans reported that they would be unable to come up with $2,000 in thirty days even if they really needed it. Of course the question we gave the mall respondents was hypothetical. But it was realistic, and it likely got them thinking about their own money concerns. They may not have a broken car, but experiencing money scarcity would mean they had monetary issues close to top of mind. Once we tickled that part of the brain, the all-too-real nonhypothetical thinking about scarcity would come spilling out. Coming up with $1,500 would be hard. My credit cards are maxed out. Already the minimum payment due is so large. How will I make the minimum payment this month? Can I afford to miss another payment? Should I take a payday loan this time instead? A little tickle could raise a racket in the brain.

And this racket affected performance. The well-off subjects, with no racket, did just as well here as if they had seen the easy scenario. The poorer subjects, on the other hand, did significantly worse. A small tickle of scarcity and all of a sudden they looked significantly less intelligent. Preoccupied by scarcity, they had lower fluid intelligence scores.

We have run these studies numerous times, always with the same results. This is not merely an artifact of the $3,000 being mathematically more challenging. When we ran nonfinancial problems, we found absolutely no effect of giving similarly small versus large numbers. The effect is specific to hard problems that are financial in nature (for those who are short on money). It is also not the result of a lack of motivation. In one replication of the study, we paid people for every correct answer on the Raven’s test. Presumably the lowincome participants have a greater incentive to do better: after all, the money matters to them more. But they did not do any better; in fact, they did just a tiny bit worse than before. Low-income participants who presumably could have used the extra pay left the mall with less money after having contemplated the harder scenarios, an effect that was absent for those financially more comfortable.

In all the replications, the effects were equally big. To understand how big these effects are, here is a benchmark from a study on sleep. In this study, one group of subjects was put in bed at a normal time. Another group was forced to stay awake all night. Pulling an allnighter like this is terribly debilitating. Imagine yourself after one night without any sleep. The next morning, the sleeping group was awakened, and both groups were given a Raven’s test. Not surprisingly, the sleep deprived did much worse.

In comparison, how big was our effect at the mall? It was even bigger. How smart do you feel after a night of no sleep? How sharp would you be the next morning? Our study revealed that simply raising monetary concerns for the poor erodes cognitive performance even more than being seriously sleep deprived.

There is another way to understand the size of our findings. Because the Raven’s test is used to measure fluid intelligence, it has a direct analogue with IQ. Typical studies of IQ assume a normal distribution of IQ scores, with a mean of 100 and a standard deviation of 15. (Standard deviation is a measure of the dispersion of scores around their mean. In a normal distribution, almost 70 percent of scores fall within one standard deviation of the mean.) One can calibrate the impact of an intervention by looking at how its effect compares to the standard deviation. For example, if an intervention has an effect equivalent to one-third of a standard deviation, then that effect corresponds to about five IQ points.

By that measure our effects correspond to between 13 and 14 IQ points. By most commonly used descriptive classifications of IQ, 13 points can move you from the category of “average” to one labeled “superior” intelligence. Or, if you move in the other direction, losing 13 points can take you from “average” to a category labeled “borderline deficient.” Remember: these differences are not between poor people and rich people. Rather, we are comparing how the same person performs under different circumstances. The same person has fewer IQ points when she is preoccupied by scarcity than when she is not. This is key to our story. The poor responded just like the rich when the car cost little to fix, when scarcity had not been rendered salient. Clearly, this is not about inherent cognitive capacity. Just like the processor that is slowed down by too many applications, the poor here appear worse because some of their bandwidth is being used elsewhere.


EXECUTIVE CONTROL

The second component of bandwidth is executive control. As discussed above, executive control is multifaceted, so we begin by considering one of the many important functions to which it contributes, namely, self-control. In the late 1960s Walter Mischel and his colleagues performed one of the most interesting (at the very least, the cutest) psychology experiments on impulsivity. Mischel’s research staff would seat a four- or five-year-old in a room and put a marshmallow in front of him. Some children would stare entranced at it, some would fidget with excitement; all of them wanted it. And the child could have it. But, before he could eat it, he was told there was a catch. More of an opportunity, really. The researcher was going to leave the room. If the child hadn’t eaten the marshmallow before the researcher returned, he would get a second marshmallow. The children were faced with one of the oldest problems known to man, what the social scientist Thomas Schelling calls “the intimate contest for self-command,” the problem of self-control.

Self-control remains one of the more difficult parts of the study of psychology. We know many ingredients go into the manufacturing of self-control. It depends on how we weigh the future. And we appear to do it inconsistently. Immediate rewards (a marshmallow now) are salient and receive a heavy weight. Rewards in the distant future (two marshmallows later) are less salient and thus receive lower weight. So when we think about one versus two marshmallows in the abstract future, two is better than one. But when one marshmallow is right in front of us now, it suddenly beats two. Selfcontrol also depends on willpower, a resource whose functioning we do not fully understand, but which is affected, among other things, by personality, fatigue, and attention.

Self-control relies heavily on executive control. We use executive control to direct attention, initiate an action, inhibit an intuitive response, or resist an impulse. In fact, a less publicized but often replicated part of Mischel’s study is highly instructive here. The children who were most successful in resisting the marshmallow temptation did so by focusing their attention elsewhere. Instead of looking at and thinking about the marshmallow, they thought about other things. Instead of having to resist the desire, they simply arranged not to notice it. As Mischel put it, “Once you realize that willpower is just a matter of learning how to control your attention and thoughts, you can really begin to increase it.”

This provides a telling link between executive control and selfcontrol. Since executive control helps direct attention and control impulses, reduced executive function will hamper self-control. A number of experiments have vividly illustrated this connection. One experiment gave subjects a memory task. Some were asked to remember a two-digit number; some were given a seven-digit number. The subjects were then led to a lobby where they would await further testing. In front of them in the waiting area were slices of cake and fruit. The real test was what they would choose while they waited, while rehearsing those numbers in their heads. Those whose minds were not terribly occupied by the two-digit number chose the fruit most of the time. Those whose minds were busy rehearsing the seven-digit number chose the cake 50 percent more often. The cake is the impulsive choice. It requires conscious action to prevent the automatic choice. When our mental bandwidth is used on something else, like rehearsing digits, we have less capacity to prevent ourselves from eating cake.

In another study, white Australian students were served food, but in this case it was something they found revolting: a chicken foot cooked in a Chinese style that preserved the entire foot intact, claws included. The challenge for the subjects was that this was served by a Chinese experimenter, creating some pressure to act civilized. As in the cake study, some subjects’ minds were loaded: they were asked to remember an eight-digit number. Those whose minds were not loaded managed to maintain composure, keeping their thoughts to themselves. Not so with the cognitively loaded subjects. They would blurt out rude comments, such as “This is bloody revolting,” despite their best intentions.

Whether it is eating cake we would rather resist or saying things we do not mean to say, a tax on bandwidth makes it harder for us to control our impulses. And because scarcity taxes bandwidth, this suggests that scarcity not only can lower fluid intelligence but can also reduce self-control. Hence, the Australian student snaps at the Chinese experimenter, the executive consumed by the impending presentation snaps at her daughter, and the employee thinking about his unpaid bills snaps at a rude customer.

To explore whether scarcity reduces executive control, we gave subjects at the New Jersey mall a test that is frequently used to measure executive control, one that directly tested their ability to inhibit automatic responses. First, the subjects were presented with the hypothetical financial scenarios, either easy or hard, as before. They would then see pictures such as these:
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or
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in rapid succession on a computer screen. They placed the fingers of both hands on the keyboard, and their task was to press the same side as the heart and the opposite side of the flower. So if the heart appears on the right, you press right. And if the flower appears on the right, you press left.

The flower creates an automatic impulse that needs to be resisted: hitting the same side as the heart comes easy; hitting the opposite side of the flower is hard. Doing well requires overriding your impulse to quickly hit the same side. The more executive control you have, the better you will do. This test measures how capable you are at inhibiting your first impulse in favor of a different response, be it resisting a cake, biting your tongue, or, in this case, resisting the flower.

Though this task tests executive control, quite different from fluid intelligence, the results were the same. After the financially easy questions, the poor and the well off looked similar. They were able to control their impulses to the same degree, and they made about the same number of errors. But the financially hard questions changed things dramatically for the poor. The well-off subjects continued to do just as well as if they had seen the easy scenario. They exhibited the same level of executive control. The poorer subjects, on the other hand, now did significantly worse. They were more impulsive, mistakenly hitting the same side as the flower more often. While they had hit the correct key 83 percent of the time in the context of the financially easy scenarios, correct key presses went down to 63 percent in the context of scenarios that were financially more challenging. A small tickle of scarcity and they were suddenly more impulsive. Beyond fluid intelligence, scarcity appears to reduce executive control.


HARVESTS

These experiments at the mall test our hypothesis. But in a way, they are artificial. They show how people respond when we trigger in them thoughts about scarcity, which we induce through hypothetical questions about financial hardship. Our interest, though, is in people’s everyday lives outside the confines of an experiment. Does scarcity tax people’s cognitive resources even when there are no experimenters lurking at the mall to get them to think about it?

Showing this is essential to our argument. But it is hard. We cannot simply look at how poor people compare to rich people in cognitive capacity or self-control. Too many other things—health, friends, education—differ between the rich and the poor for us to be able to attribute any observed differences to scarcity. Such comparisons have been attempted endlessly with no obvious solution to the statistical problems that are inherent to such comparisons. How could we see the effect of scarcity free from all these intricacies?

It was around this time that we were doing fieldwork on farming in India with the economist Anandi Mani, when we noticed something interesting. Farmers get their income in a big lump, all at once at harvest time. This means the farmer has a very different financial life from most workers, who get paid regularly (daily, weekly, or monthly). Instead, a farmer might get paid twice a year or sometimes even once a year. Now picture a farmer who gets paid in June. The next few months are quite good: he’s got cash. But even if he’s prudent and tries hard to smooth his spending over this period, by the time next April or May rolls around, he will be tight on cash. So the same farmer is rich in the months after harvest and poor in the months before harvest.

This was quite close to what we needed: we could examine the same farmer’s bandwidth in the months before harvest and in the months after harvest. Instead of comparing rich and poor people, we’d be seeing how the same person behaves differently when tight for cash and when flush with cash. But there was one wrinkle. Might not harvest months impose different obligations from ordinary months? For example, festivals and weddings are common during harvest months—exactly because people are cash rich. So instead of seeing the effects of scarcity, we might just see the effects of celebrations.

To get around this, we used sugar cane farming, which has a peculiar feature. Sugar cane requires an enormous factory to crush the cane and extract the juice (which, once evaporated, forms sugar). The factories can only process so much and the crop can’t sit after harvesting for long. So sugar cane is harvested during a four-to-five-month window. In some areas it is harvested throughout the year. Neighboring plots are often on very different harvest cycles. One farmer may be harvesting while his neighbor to one side harvested several months ago and his other neighbor has months to go before harvesting. This rather obscure fact gave us the break we needed. We could now study the same farmers when they’re poor and rich and know that there’s nothing specific about the preharvest and postharvest calendar months. After all, the same month was preharvest for one farmer and postharvest for his neighbor.

As we expected, the data showed that the farmers were more strapped for cash preharvest. Seventy-eight percent of them had pawned something in the month before harvest (and 99 percent took some sort of loan), but only 4 percent pawned something in the month after harvest (and only 13 percent took any kind of loan). Before harvest, they were also more likely to report having trouble coping with ordinary bills.

As at the mall, we again measured executive control and fluid intelligence. We gave the farmers a Raven’s Matrices task, but we could not do the heart–flower task because it was difficult to administer it in the field. So for an executive control task, we chose a close cousin, something called the Stroop task. In this task, subjects see strings of items, such as F F F F, and have to quickly say how many items are in the string. (In this case, the answer is four.) When you see 2 2 2 2, quickly saying “four” is quite hard. It is hard for the same reason that it is hard to quickly hit the opposite side each time you see the flower.

Using these tasks, we found that farmers performed much worse before harvest than after harvest. The same farmer fared worse on fluid intelligence and executive control when he was poor (preharvest) than when he was rich (postharvest). Much like the subjects at the mall, the same person looked less intelligent and more impulsive when he was poor. Yet in this case it was not us who triggered scarcity-related thoughts or even tried to bring them to the surface. These thoughts were there naturally when the farmers were poor (the harvest money dissipated to a small amount) but not when they were rich (still flush with cash from the harvest).

And again the magnitudes were large. The postharvest farmers got about 25 percent more items correct on Raven’s. Put in IQ terms, as in the earlier mall study, this would correspond to about 9 or 10 IQ points. Not as big a gap as at the mall, but that is to be expected. After all, here we hadn’t induced them to think about money. We simply measured their mental state at an arbitrarily selected point in time, their latent tendency to have their bandwidth taxed by scarcity. On the executive control task, they were 11 percent slower in responding and made 15 percent more errors while poor, quite comparable to the mall study. Had we met a farmer when he was poor, we would have been tempted to attribute his limited capacity to a personal trait. But we know from our study that his limitation has little to do with his genuine capacity as a person. The very state of having less money in the months before harvest had made him perform less intelligently and show less cognitive control.

Before notching this as a victory for our theory, however, a few doors must be shut. We know that scarcity (poverty) changes before and after harvest. But are there other things that change with it? And if so, might these be the drivers of the psychic changes? Three alternatives stand out.

First, if the farmers are poorer preharvest, might they also be eating less? If so, would it be such a surprise then to find that their cognitive function was also lower? Worse nutrition and simple hunger could leave anyone’s brain in a weakened state. For our farmers, though, this was not the case. These farmers are not so poor when they are short on cash that they are forced to cut back on food. If anything, they spent slightly less money on food postharvest. Although we find that they spend less preharvest, they do not spend less on food. Instead, they spend less on other things that matter. For example, they might give a cousin a smaller gift for his wedding. In a culture like India’s, where gift giving is not simply a bonus but an obligation (a repayment of past gifts), such cutbacks can be painful.

Second, might they not be working harder preharvest? Preparing for harvest is hard work and might leave farmers tired. Physical exhaustion could easily bring mental exhaustion. In fact, our surveys sufficiently preceded the actual harvest date (four weeks is a long time in agriculture) that preparation for harvest had not started in any serious way. Farmers were not working any more or harder in the preharvest week than in the postharvest week.

Finally, harvest time is not only when you get your money; it’s also when you find out how much you got. Farming is notoriously variable. Some harvests are bountiful, others meager. Could the simple anxiety of not knowing what he will earn affect the farmer’s mental state? For some crops, such as rice, this is a serious concern. But not so with sugar cane. By surveying his land, a farmer can readily estimate his income. Almost all the crop growth has happened several months before harvest. The last months are just to increase the sugar content of the crop, not its volume. But this is the mill’s problem: the farmers get paid solely on volume, not on sugar content. The only reason farmers do not harvest earlier is that the sugar mill does not allow it. In short, several months ahead of time farmers have an accurate understanding of how much they will get paid. They know as much before as they do after the harvest.

There are other minor quibbles we could discuss. But the bottom line is clear. Poverty itself taxes the mind. Even without an experimenter around to remind us of scarcity, poverty reduces fluid intelligence and executive control. Returning to where we started, this suggests a major twist in the debate over the cognitive capacity of the poor. We would argue that the poor do have lower effective capacity than those who are well off. This is not because they are less capable, but rather because part of their mind is captured by scarcity.


OTHER FORMS OF SCARCITY


About that time, it occurred to me that I was succeeding in the world with only part of my brain engaged. While a tenth of it was devoted to school, a tenth devoted to my daughter, and perhaps another tenth devoted to family crises and illnesses, the other 70 percent of my mind was constantly focused on food—the calorie count of a grape, the filling bulk of popcorn, the clever use of water as a placebo. “How much farther,” I thought, “can I go in the world if I use that 70 percent more wisely?”

—NATALIE KUSZ, “THE FAT LADY SINGS”



We all understand that dieting can be hard: resisting tasty foods can be difficult for all of us. The bandwidth tax, however, suggests that dieting is more than hard. It is mentally taxing. Dieters, when doing anything, should find they have fewer mental resources because they are partly preoccupied with food. In fact, this is what a few studies have shown. They have compared dieters to nondieters on various cognitive measures, the kind that psychologists use to gauge effective cognitive capacity. Sometimes they compare restrained eaters to nonrestrained eaters. Sometimes they compare the same person over time, during periods when he is dieting compared to periods when he is not. However they do it, they find the same effect. Across a variety of cognitive tests, they find that people simply perform worse when they are dieting. And when psychologists interview the respondents, they find a common pattern: concerns related to dieting are top of mind for these dieters and interfere with their performance.

These results do not appear to come from a simple lack of calories. Not surprisingly (since many of those who attempt to diet fail), the effects appear even in cases where there is no weight loss. Furthermore, direct physiological measures show that nutritional deficiencies do not cause these cognitive impairments. Think of it this way—while losing weight you are preoccupied and face a bandwidth tax. But if you are able to settle into a new equilibrium and find yourself no longer needing to restrain eating, then the bandwidth tax disappears. Of course, one can poke holes in these data: dieters and nondieters may differ for other reasons. More research will be needed to quantify the size of the bandwidth tax for dieters, but it is striking that the results around calorie scarcity mirror what we have found in studying income scarcity.

Something similar happens with the lonely. One study gave lonely and nonlonely subjects a different kind of bandwidth measure, a rather elegant procedure called a dichotic listening task. Subjects are asked to listen to two different sounds, one in each ear. They might hear a woman’s voice in one ear and a man’s voice in the other. The test measures how well people can track one ear and shut out the distraction coming in from the other. This test relies on an interesting fact about the brain: brain lateralization. Most people are right-ear dominant for language, which means that verbal information presented to the right ear is easier for them to attend to. When given no instructions, they tend to focus on the voice presented to the right ear. In fact, when asked to track what was said in the right ear, the lonely and the nonlonely did equally well. In contrast, focusing on the nondominant ear—the left ear—requires bandwidth. It requires executive control to override the natural proclivity to focus on the right and instead to attend to the left. And now the lonely did significantly less well. They were less effective at overriding their natural urge, less effective at tuning out the right ear and listening to the left. The lonely in other words showed impaired bandwidth—in this case, lesser executive control.

In other studies, researchers did something similar to what we did at the mall. They had subjects fill out what they thought were personality tests, and then, by random assignment, they gave these subjects feedback leading them to believe the tests clearly indicated they were going to be either socially well adjusted or else very lonely. They randomly, and instantaneously, created perceived scarcity by leading their subjects to anticipate loneliness. After the information had sunk in, they gave the subjects a Raven’s test and found that those who anticipated being lonely did much worse. In fact, when they placed subjects in the scanner, they saw that making people think they would be lonely reduced activation of the executive control areas of the brain. Finally, in a study looking at impulse control, when subjects who anticipated being lonely were given the opportunity to taste chocolate-chip cookies, they ate roughly twice as many. Consistent with this, research on the diets of older adults has found that those who feel lonely in their daily lives have a substantially higher consumption of fatty foods.

Finally, we see similar effects even for artificial scarcity. Recall the Angry Blueberries study from chapter 1. We have found in similar games that the “poor” subjects (those given fewer resources in the game) do worse on the heart–flower task after having played the game. Even though (being poor) they play far shorter games, they are so focused that they have less bandwidth at the end. Like the dieters, the money poor, and the lonely, these blueberry-poor subjects are taxed by scarcity.


SCARCITY AND WORRY

Of course, scarcity is not the only thing that can tax bandwidth. Imagine you had a fight with your spouse one morning. You might not be very productive at work. You might look and act “dumber” that day. You might not hold your tongue when you should. Part of your bandwidth is being used up fussing, fretting, and maybe fuming over the fight. You, too, would have less brain left for everything else. Under this view, everyone has concerns and needs that can tax the mind.

What, then, is so special about scarcity?

Scarcity, by its nature, is a clustering of several important concerns. Unlike a marital spat that can happen anywhere and to anyone, preoccupations with money and with time cluster around the poor and the busy, and they rarely let go. The poor must contend with persistent monetary concerns. The busy must contend with persistent time concerns. Scarcity predictably creates an additional load on top of all their other concerns. It consistently and predictably taxes bandwidth. Everyone can be preoccupied: rich and poor people fight with their spouses; rich and poor people can be flustered by their bosses. But whereas only some people who experience abundance will be preoccupied, everyone experiencing scarcity will be preoccupied.

This discussion raises another important question. In all this talk about scarcity, are we just referring to stress in a roundabout way? In everyday life, stress is used liberally, to mean many things. Scientifically, however, there has been considerable progress in the understanding of stress. We now have a firmer grasp of the biochemistry of the generalized stress response. We can even identify several of the molecules involved—glucocorticoids (such as cortisol), norepinephrine, and serotonin—as well as some of their function. This knowledge allows us to more carefully consider whether stress is the biological mechanism by which scarcity affects the mind.

There is, even in our data, some reason to think that stress plays some role. Predictably, experiencing scarcity can be stressful. In the harvest study, for example, we found that postharvest farmers were less stressed than they were before harvest. We also found sizable reductions in heart rate variability, a frequently used measure of stress.

At the same time, stress is unlikely to be the primary driver of many of the effects we have observed. Some of the most important effects had to do with scarcity taxing what we have come to call bandwidth. Stress, in contrast, does not have these predictable effects. Some studies find that stress heightens working memory. Still other studies have found mixed evidence, including some indication that executive control might improve during periods of stress. Of course, the chronic effects of stress are still different, but the effects of scarcity that we have studied are immediate: in the mall study, simply reminding people about their money had an almost instantaneous effect on their mental capacity. In addition, we have shown a particular pattern of improved performance (the focus dividend) and diminished performance (the bandwidth tax), a pattern that anxiety and stress alone cannot explain.

Finally, to think of all of this as stress and worry misses a deeper point. The bandwidth tax is not a finding in isolation. It emerges from the same core mechanism as the focus dividend or the way tunneling shapes our choices. A focus on stress alone would miss these deeper connections and ultimately limit our understanding of the scarcity mindset.


WHAT THE BANDWIDTH TAX MEANS

The vignettes with which we opened this chapter may seem obvious in light of the bandwidth tax. You wouldn’t be surprised if the cashier hadn’t heard the order of fries just when a train passed by. So you (and her manager) shouldn’t be surprised if, lost in thought about how to make rent this month, she overlooks the order of fries. She is not being careless. She is preoccupied. Thoughts such as, Should I risk being late again on my credit card? can be every bit as loud as a passing train. The manager with the impending sales pitch tries to focus on her daughter’s game. Yet before she knows it, she finds herself ruminating on the sales pitch. The student tries to focus on the exam at hand but is constantly interrupted by thoughts of the looming tuition bill. Even smiling and being pleasant is hard when your mind is taxed. The employee snaps at rude customers more often than she intends. The parent snaps at the child. A taxed bandwidth leads to carelessness. The student forgets his study group meeting. The server rings up the wrong item.

The bandwidth tax changes us in surprising and powerful ways. It is not merely its presence but also its magnitude that is surprising. Psychologists have spent decades documenting the impact of cognitive load on many aspects of behavior. Some of the most important are the behaviors captured in these vignettes: from distraction and forgetfulness to impulse control. The size of these effects suggests a substantial influence of the bandwidth tax on a full array of behaviors, even those like patience, tolerance, attention, and dedication that usually fall under the umbrella of “personality” or “talent.” So much of what we attribute to talent or personality is predicated on cognitive capacity and executive control. The restaurant manager looks to all the usual places to explain his employees’ behavior—lack of skill, no motivation, or insufficient education. And a taxed bandwidth can look like any of these. The harried sales manager, when she snaps at her daughter, looks like a bad parent. The financially strapped student who misses some easy questions looks incapable or lazy. But these people are not unskilled or uncaring, just heavily taxed. The problem is not the person but the context of scarcity.

Recall the metaphor of the computer slowed down by programs open in the background. Imagine you are sitting at that computer unaware of these other programs. As your browser crawls from page to page, you might draw the wrong conclusion. What a slow computer, you might think, confusing the processor loaded down by other tasks for one that is inherently slow. Similarly, it is easy to confuse a mind loaded by scarcity for one that is inherently less capable. This, after all, is the attribution that the fast-food restaurant manager makes of his employees. Unlike the manager, we are emphatically not saying that poor people have less bandwidth. Quite the opposite. We are saying that all people, if they were poor, would have less effective bandwidth.

All this suggests that we ought to broaden our notion of scarcity. When we think of having very little (time, money, calories), we focus on the physical implications of scarcity: less time for fun, less money to spend. The bandwidth tax suggests there is another, perhaps more important, shortfall. We must now get by with fewer mental resources. Scarcity doesn’t just lead us to overborrow or to fail to invest. It leaves us handicapped in other aspects of our lives. It makes us dumber. It makes us more impulsive. We must get by with less mind available, with less fluid intelligence and with diminished executive control—making life that much harder.
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Packing and Slack

You are about to leave on a business trip.

Imagine how you might pack a suitably large suitcase. You might start by putting in all the essentials—toiletries, business clothes, electronics. With room left over, you might add a few less essential items. You pack an umbrella in case it rains. You take a sweater in case it is cold. You pack your gym clothes and running shoes. (Perhaps this time you’ll actually get in a workout.) Satisfied, you close the suitcase with some room to spare. There are other things you could take, but you feel fine with what you have.

Now imagine instead packing a small suitcase for the same trip. As before, you might start by casually tossing in the bare essentials. But these already quickly fill the suitcase. You take everything out and pack again, this time more methodically. You carefully stack and arrange. You become creative in making room. You stuff socks and a phone charger inside your shoes and uncoil your belt and slide it along the suitcase edge. This leaves a bit of room to spare. Should you take the sweater? The (optimistic) gym clothes? The umbrella? Is it better to risk the rain and give yourself at least a chance to start getting in shape? Packing the small suitcase forces trade-offs. After some deliberation, you choose the sweater and squeeze the suitcase shut.

Both the large and small suitcase impose limits: no matter the size of the suitcase, you obviously cannot fit every possibly useful item. Both suitcases require a choice of what to pack and what to leave out. Yet psychologically only the small suitcase really feels like a problem. The large suitcase is packed casually. The small suitcase is packed carefully and intently.

This is a metaphor for many other problems in life. We have a time suitcase that must fit our work, leisure, and family time. We have a money suitcase into which we must fit our housing, clothing, and all our expenses. Some of us even have a self-imposed calorie suitcase into which we must fit all our meals.

As this metaphor illustrates, when scarcity focuses us, it also changes how we pack. It changes how we manage each dollar, each hour, or each calorie. It also leaves us with differently packed suitcases. The big suitcase is packed carelessly, with room to spare. The small suitcase is packed carefully and tightly.

Understanding these differences in how we pack is crucial for understanding how scarcity creates more scarcity.

TRADE-OFF THINKING


The cost of one modern heavy bomber is this: a modern brick school in more than thirty cities. It is two electric power plants each serving a town of 60,000 people. It is two fine, fully equipped hospitals. It is some fifty miles of concrete highway. We pay for a single fighter with a half million bushels of wheat. We pay for a single destroyer with new homes that could have housed more than 8,000 people.

—DWIGHT EISENHOWER, 1953



You are at a restaurant, having dinner with friends. The waiter describes the specials and then asks if you’d like to have a drink. You don’t typically order a cocktail but something on the menu catches your eye. How do you decide whether to order it? You may calculate how long before you’ll need to drive. You may wait to see if any of your friends order drinks. You may even wonder whether you’ll be splitting the bill. Or you may consider whether $10 is a reasonable price. What’s notable, though, is the dog that didn’t bark. There is one question you don’t ask yourself: “If I buy this drink, what will I not buy instead?” You do not ask this question because it almost seems silly. It feels as if you can buy this cocktail without giving up any other purchase. It feels as if there is no trade-off.

Think about how remarkable this is. As a matter of basic accounting, of course there is a trade-off. No matter how rich you may be, you have a finite amount of money. If you spend $10 on anything, it is $10 less left for something else (even if that something else is the inheritance you leave your children). Those $10 must come from somewhere. But it often does not feel that way. Many of us make $10 purchases as if there are no trade-offs. We do not have to sacrifice some other purchase just to make this one. Taken to the extreme, it feels as if there is an endless supply of $10 bills in our budget. If pushed, we know at some level that there isn’t, but we do not act that way.

Sometimes, though, we do recognize trade-offs. Picture yourself on a diet and contemplating the same cocktail. Even though the $10 price tag may not lead you to consider trade-offs, the “calorie price tag” might. Suddenly, those extra three hundred calories must be accounted for. Drink that cocktail and something else must be given up. Is it worth forgoing dessert? Or the bagel tomorrow morning? Diets make us calorie accountants. The books must balance. We recognize that having one thing means not having something else. We engage in what we call trade-off thinking.

Of course, for those on a tight money budget, the $10 is just like the dieter’s three hundred calories: the money spent must be accounted for. In the packing metaphor, a small suitcase forces us to recognize that putting in one item means some other item must come out. The packer of a big suitcase who contemplates adding a pair of sneakers simply thinks about whether he wants them. The packer of a small suitcase thinks about what he must take out to make room.

Scarcity forces trade-off thinking. All those unmet needs capture our attention and become top of mind. When we are tight on cash, we are highly attentive to all the bills that must be paid. So when we consider buying something else, all the bills are there, making the trade-off apparent. When we are working on a tight deadline, all the things we must get done are foremost on our mind. So when we think about spending an hour on anything else, the trade-offs again are salient. When time or money is not so tight, we are not as focused and the trade-off is less apparent. By this account, trade-off thinking is an inherent consequence of scarcity.

To test this more rigorously, we did a survey of commuters in a train station in Boston. We asked them to list everything they think about when contemplating buying a TV. All the obvious candidates—the size of the TV, the screen resolution, and the fairness of the price—showed up. When we then divided our sample into lower-and higher-income groups, a pattern emerged. Only some people also reported trade-off thinking, volunteering such thoughts as, “What do I have to give up to buy it?” The people who asked themselves these questions were disproportionately poor. The poor reported trade-off thinking almost twice as often as the better off (75 percent vs. 40 percent). This was a striking difference, especially since the income cutoff we used was at best a crude proxy for scarcity. Some of those whom we classified as well off might well have been experiencing scarcity—for example, some were surely burdened by mortgage payments, credit card debt, college loans, or large families.

The same study produced a noteworthy wrinkle when we conducted it in India. We saw how scarcity is determined by an interaction of one’s budget and the size of items. As before, when asked to think about buying a blender, richer subjects mentioned tradeoffs less than 30 percent of the time while the poorer ones mentioned them over 65 percent of the time. But when we asked about a more expensive item—a television—both the rich and the poor reported trade-offs. Whether or not we think about trade-offs depends on the size of the item relative to our budget. The blender was a significant fraction of the budget for the poor but not for the rich. The TV, in contrast, was a significant expense even for the richer households in India. Put differently, the blender evoked scarcity for some, but the TV—because it would have been big relative to everyone’s budget—evoked scarcity for all, much as contemplating a car would most likely have generated trade-off thinking in most American households.


SLACK

The packing metaphor illustrates why scarcity creates trade-off thinking. We pack big suitcases loosely. Not every nook and cranny is filled. There is space left unused here and there. We call this space slack—the part of our budget that is left untapped because of the way we pack. It is typical of large suitcases. Slack is a consequence of not having the scarcity mindset when we pack with room to spare, of a particular approach to managing resources when we experience abundance. The concept of slack can explain our tendency to consider (or fail to consider) trade-offs and to attend to (or fail to notice) prices.

Imagine that after having packed a large suitcase, you want to add an item. You can just throw it in. No item needs to come out. You do not need to rearrange the contents because the suitcase had extra room to begin with—it had slack. But with a smaller suitcase, adding something necessitates taking something out. Slack is what allows us to feel there is no trade-off. Where does the money for the $10 cocktail come from? If you are well off, the cocktail will feel like it comes at the expense of nothing because in a way it does. Slack picks up the tab. Slack frees us from making trade-offs.

We all have experienced slack in time. On a not-too-busy week, we leave holes in our schedule. You leave a fifteen-minute window between meetings, where in busier times you would have squeezed in a quick phone call. This time is just there, like loose change lying around the house. You feel no compulsion to use it. You do not work hard to keep things tight. When a colleague says she’ll call you sometime between ten and eleven, you don’t bother to pin her down; you just allocate the whole hour for a thirty-minute call.

Many people enjoy slack in money as well. One study showed that high-income shoppers are twice as likely to report that they do not track their spending because they “don’t have to; [they] make enough money.” A Dutch study found that wealthier people don’t practice mental budgeting at all. And financial planners often assume slack. They meticulously account for the big items but then often leave the remainder to be spent as you want. Richard Jenkins on MSN, for example, suggests leaving 10 percent aside as “fun money”—the slack in the budget, literally play money.

Of course, it can be very sensible deliberately and carefully not to spend everything you can. Leaving room for unanticipated expenses can be a conscious, deliberate, and smart strategy, an insurance policy of sorts against life’s vagaries. Even if it takes only twenty-five minutes to get to the airport, you give yourself forty-five minutes, just in case. We, however, do not use slack to refer to the sort of room deliberately created to deal with the unexpected, the kind that’s actually carefully budgeted. You might leave room in the suitcase for later eventualities, say, for shopping while in Rome. But notice, that’s intended slack, the kind you allocate carefully, as you would for any other item.

Slack the way we use it is not space deliberately left unused but, rather, the by-product of packing under abundance. During good times, we don’t meticulously account for every dollar. We generally choose a house and a car that leave us a comfortable amount of room for everything else. We have a rough sense of what kind of restaurants we ought to patronize and how often, so we can stay broadly within our budget. We choose a vacation that is broadly of the kind we can afford instead of calculating what we have in the bank account and choosing one that exactly brings us to the edge of our budget. This mindset is a feature of abundance, and slack is the result.

Why do the poor end up with less slack and the rich with more? A metaphor from nature illustrates our answer.


POOR BEES AND RICH WASPS

No man-made structure is built with the care of a single honeycomb. Young worker bees gorge on honey and excrete tiny specks of wax. The exchange rate is steep: each pound of wax requires eight pounds of honey, which requires more than ninety thousand individual bee trips to collect nectar from flowers. The wax is collected in small clumps while the bees cluster together and use their body heat to warm it so they can mold it. Bit by bit the bees put these pieces into place to create the tile work that makes the honeycomb. The work is piecemeal and local, with no boss to oversee it all. Imagine building a sand castle grain by grain, never stopping to survey where you are and with no one to give you directions. Now imagine doing that with hundreds of your friends, in total darkness. Yet it works. The bees create walls that meet at a remarkably precise 120 degrees, forming hexagons that are perfect to the eye. Each wall is less than 0.1 mm thick, with deviations of only +/− 0.002 mm. That’s a 2 percent tolerance—not a bad building standard. By way of comparison, the National Institute of Standards and Technology allows a 10 percent tolerance in the width of manufactured plyboards used in construction.

Like the bees, mud dauber wasps are also nest builders, but they build their nests out of mud. They then sting spiders and cram as many as two dozen carcasses into the nest, lay their eggs, and seal it. The hatched larvae feed on the stung prey, surviving the winter inside the sealed nest. Unlike honeybees, the wasps are not elegant builders. The cells are roughly cylindrical, but they are plastered together erratically, with none of the precision of the hive.

Why do bees create such precise structures and the wasps such messy ones? Scarcity. The wasps build with material that is abundant: mud. The bees build with material that is scarce: wax. The bees’ wax—like space in a tight suitcase or dollars during hard times—must be conserved. Building badly means wasting wax, which is an incentive to be efficient, to pack well. The wasps, on the other hand, have abundant material, plenty of mud to waste. Wasps can afford slack—to build sloppily—because their building material is cheap. The bees cannot because theirs is expensive.

Something similar happens for the poor and the rich. Imagine that before packing a suitcase, you lay on the bed the items you want to take with you, with the most valuable items on the left and the least valuable ones on the right. For a three-day trip, the first pair of underwear would be on the far left; a fifth pair would be on the far right. You start putting the items in your suitcase starting with the most valuable, from left to right. You can pack quite a few items before your suitcase is full, by which point you’d be packing things you do not care much about, like the fifth pair of underwear. Unused room in the suitcases of the rich comes at the expense of items of little consequence. The suitcases of the poor get full while they are still packing items they very much need. Space is at a premium in the small suitcase, whereas its limits matter less when suitcases are big. Economists call this diminishing marginal utility: the more you have, the less each additional item is worth to you.

There is an almost economic logic to all this: the poor have less slack because they can afford less of it. Packing material—space in the suitcase—is cheap for the rich, like mud, but it is expensive for the poor, like wax. So the rich pack like wasps, casually, inefficiently, and with slack. And the poor pack like bees, carefully, and with no slack.

There is also a deep psychological dynamic at work. When the poor and the rich take a pause from packing, they each have items left outside their suitcase. Because those items that don’t fit have a great deal of value for the poor, the items capture their anxious attention. The poor tunnel on those items and cannot help but wonder, Can I not rearrange and fit these in, too? Packing captures their attention because the items in danger of being left behind matter. When the rich take a pause, the items left out by now are of low value. They could be added, but they could just as well be left out. The rich leave slack because they are less engaged in packing.

WHAT WE BUY WITH SLACK


A house is just a pile of stuff with a cover on it.

—GEORGE CARLIN



Where does all the slack go? If you are like many people, you can see for yourself. Just go to your kitchen and look in your pantry. It is probably full of items bought in the distant past. In this you are not alone. Kitchen cabinets across the United States are full of soups, jams, and canned food that have not been used for ages. So common is this phenomenon that food researchers have a name for it: they call these items cabinet castaways. Some estimates suggest that one in ten items bought in the grocery store is destined to become a cabinet castaway.

In fact, many of our houses are castaway museums. Think of the last time you moved or cleaned out a closet and thought to yourself, “I don’t remember owning this!” These closet castaways are so common that space, not money, becomes the scarce commodity. People need to rent out self-storage facilities to house all their stuff. Some estimate that over $12 billion is spent annually on self-storage, three times as much as is spent on music purchases. In fact, the United States has more than two billion square feet allocated to self-storage space. The Self Storage Association notes that “every American could stand—all at the same time—under the total canopy of self-storage roofing.”

Not surprisingly, the fortunes of the self-storage industry are closely dependent on the slack that comes from abundance. As one writer described in the New York Times Magazine:


“Human laziness has always been a big friend of self-storage operators,” Derek Naylor, president of the consultant group Storage Marketing Solutions, told me. “Because once they’re in, nobody likes to spend all day moving their stuff out of storage. As long as they can afford it, and feel psychologically that they can afford it, they’ll leave that stuff in there forever.” Now [during the Great Recession that started in 2008], though, “there are people who are watching their credit-card bills closer than before,” he said. “They’re really paying attention to the stuff they’re storing and realizing that it’s probably not worth $100 a month to keep. So they just get rid of it.”

 	

Slack frees us to indulge in castaways. It allows us to buy an exotic canned soup or a remote-controlled model airplane on a whim. With slack, we do not feel compelled to question how really useful an item will be. We do not ask, “Will I end up using that juicer enough to make it worthwhile?” or “Will I really ever wear that bold pair of shoes to warrant buying them instead of a pair of pants?” Because there is no trade-off, we simply think, “Why not?” Since slack frees us from trade-offs, it licenses us to buy items that on their own, devoid of any other considerations, have some appeal.

The result, of course, is inefficiency and waste. When we have plenty of time, we loll around, and time evaporates. Minutes here and there add up to hours frittered away. We end up getting six hours of good use out of a sixteen-hour day. We take a week to finish a job we know could have been done in two days. And again, we are not referring here to hours you thoughtfully allocated to “having nothing important to do.” We mean those that were never allocated at all. When we have free time, we fritter and waste the hours in an offhand way. And when we have easy money, we buy things we’ll cast away and forget. We end up with hours we are not sure what we did with, cabinets full of soups we don’t eat, and storage units full of items we forgot we own.

But slack is more than just inefficiency. Consider the following hypothetical decision we presented to a group of university students:


You plan to spend the evening in the library working on a short paper due the following day. As you walk across campus, you discover that an author you have always admired is about to give a public lecture. Do you proceed to the library anyway or go to the lecture instead?

 	

Another group was presented with the same problem with an option added (shown in bold), which provided further enticement to skip out on the library.


You plan to spend the evening in the library working on a short paper due the following day. As you walk across campus, you discover that an author you have always admired is about to give a public lecture and that—in another hall—they are about to screen a foreign movie that you have been wanting to see. Do you proceed to the library anyway or go to the lecture or to the movie instead?

 	

Given only one appealing alternative, the lecture, 60 percent stuck with the library. But given two appealing alternatives, even more people (80 percent) chose the library. This looks like a peculiar outcome: people are given more attractive options, yet, they are less likely to choose any of them. It happens because choice is hard. When the choice is between the lecture and the library, you can decide which is more important that day—studying or leisure. But when there are two leisure activities, you have one more choice: which is the leisure activity that’s right for you? Faced with this additional choice, people simply say, “Forget it. I’ll just stick with the library.” They avoid the burden of choosing by sticking with the original plan, in effect choosing not to choose.

Slack provides an easy way to avoid the burden of choosing. The only reason you must choose between the lecture and the movie is that your time budget is tight. If you had slack, you could do both. When you’re shopping for clothes and see two things you like, a tight budget forces you to choose. If you see two flavors of ice cream you like, a diet forces you to pick the one you prefer. Slack—in money, time, or calories—allows you the luxury of not choosing. It allows you to say, “I’ll take both.” Contrary to Milton Friedman’s ideal of “free to choose,” slack leaves us free not to choose.


ROOM TO FAIL

Slack provides one other important benefit, captured in the following vignette:


Alex and Ben walk by a clothing store. Each sees a leather jacket. Neither owns one but both have always wanted one. This one is perfect. It just costs too much, $200, and it’s not terribly practical. The right thing to do is to walk away, but long-standing desires are hard to resist. Each says, “Why not?” gives in, and makes an ill-advised purchase.

Alex is financially comfortable at the time. He goes home and thinks, “What a bad purchase!”

Ben is tight for cash. He goes home and thinks, “What a bad purchase!” Followed by, “Now I won’t have the money to repair my car. That might make me late for work, which might lead to …”



Ben faces a more challenging world than Alex. By their own admission, both Alex and Ben gave in to a $200 temptation and made a foolish purchase. Both are out the same price of the leather jacket. Alex can brush off the mistake. Ben cannot. Same mistake, different consequences. Ben’s world is not more challenging because he faces pushier salesmen or higher interest rates. It is more challenging because he lacks slack.

How will the $200 temptation be financed? For well-off Alex, his slack pays for it. Even before the ill-advised purchase, he was not spending up to his full budget. The $200 will come from that left-over space. The financially tight Ben, on the other hand, has no slack. His $200 must come at the expense of something he had planned on, something he thought was essential. His mistake costs him something real. Slack not only absolves you of the need to make trade-offs. It means mistakes do not entail real sacrifice.

Consider a similar example with time. In one study, psychologists asked college seniors to estimate the time required to finish their senior theses. The average estimate was thirty-four days. When probed for the possibility of good and bad turns of events, they agreed it could range from twenty-seven days (if everything went really well) to forty-eight days (if things went badly). In reality, it took them fifty-five days on average. This is not just the folly of inexperienced undergraduates. Everyone from managers to movie producers suffers from the planning fallacy: we are all much too optimistic with our future plans. Even top-notch chess players can allocate too much time to earlier rounds and end up in “time trouble,” with too little time on the clock later in the game.

Though the planning fallacy is common to many people, not everybody experiences the same consequences from it. Suppose you have a project due at the end of the month. In reality the project requires forty hours of work, but you mistakenly think it will take only thirty, and you plan accordingly. As the deadline approaches, your error becomes clear. You are ten hours short. How do you make up the shortfall?

Suppose you are not terribly busy. The shortfall is nothing more than an annoyance. You look at your schedule and find ways to create time. There are a few commitments that can be easily moved around, a few to-dos that can be put off and, most important, you have empty spaces here and there in your calendar already. With a little jiggling, you’re set; you’ve found the ten hours you need.

Suppose, instead, that you are already heavily committed this week. Now this is more than annoying. You look at your schedule and you are overwhelmed. It’s really bad. Like a wobbly Jenga tower, if you delay or move any one thing around, the whole structure will collapse. Having no alternative, you reluctantly make some hard choices. You put off another (only slightly less urgent) project, rightly fearing—but not thinking about—the consequences this will have. You have borrowed, and there will be a price to pay; the following week will be yet a bigger nightmare.

For the less busy person, slack absorbs the error, thus minimizing the consequences. The busy person, on the other hand, cannot shrug it off so easily. Each added hour must come at the expense of something else. The same mistake has bigger consequences. We just saw how slack can be inefficient. We buy items destined to become cabinet castaways, and we use time and money inefficiently. Here we see that slack provides a hidden efficiency. It gives us room to maneuver, to reshuffle when we err. Slack gives us room to fail.

Slack also insulates us in another way. Alex and Ben paid the same dollar amount for that jacket. Yet, in some sense, it cost Ben more. That $200 expense is a small fraction of Alex’s income, a small fraction of his slack, but a large fraction of Ben’s. The same dollar mistake is proportionally more expensive for Ben. As the economist Abhijit Banerjee describes it, the temptation tax is regressive; it is levied more heavily on those who have less.

An economics graduate student, Dan Bjorkegren, tested this notion using a large survey of people’s consumption patterns in Indonesia. He classified some of their expenditures as temptation goods. This classification is surely subjective and open to dispute; future research would ask people to classify their temptation goods on their own. But for a first pass, this was a worthwhile exercise, and the list was eminently sensible: cigarettes, alcohol, other addictive substances, and so on. By looking at the proportion of spending that went to purchasing these goods, Bjorkegren quantified the temptation tax. What he found was that for the poorest group the temptation tax was as high as 10 percent of their total consumption. And as people got richer their tax got lower; it got to be as low as 1 percent of their consumption. Of course, the wealthy were spending a lot more money on these temptations but proportionally less.

If errors are more costly and there are more chances to fail, might scarcity not make us more careful? This is easier said than done. Effort often is not sufficient to reduce error. Many of these mistakes do not stem from carelessness but are deeply rooted in our mental processes. Effort and attentiveness alone cannot rid us of the planning fallacy, remind us of things that are out of mind, or provide us with an iron will to resist all temptation. Our biases, a direct outcome of the workings of the brain, are not always responsive to the consequences. We may give in to momentary temptation and have a snack when we are healthy; we may also give in when we are diabetic. We may get distracted when playing a silly video game; we may get distracted when driving a car on a highway. Psychological biases often persist despite more extreme consequences.

If anything, scarcity will lead us to greater errors. The bandwidth tax places us in a position where we are prone to make mistakes. The busy person is likely to commit an even bigger planning error; after all, he is likely still needing to attend to his last project and is more distracted and overwhelmed—a surefire way to misplan. With compromised bandwidth, we are more likely to give in to our impulses, more likely to cave in to temptations. With little slack, we have less room to fail. With compromised bandwidth, we are more likely to fail.

This allows a look at the conditions of scarcity through a new lens. Late fees are a penalty for misplanning or forgetting, yet they create an even more hostile environment for those living with scarcity. Readily available junk food may cause obesity in the poor and the busy, who are, in turn, more exposed and less attentive; it is less of a threat for the rich and the relaxed. The hard-to-read disclosures on low-cost mortgage forms will be particularly misunderstood (and carry bigger consequences) for those living with financial scarcity. Environments that create room for errors, which are then penalized, are a challenge for us all. But they are particularly challenging for those in contexts of scarcity.

Scarcity does not just mean less room to fail. It also means a greater opportunity to fail. In our earlier story of Alex and Ben, the leather jacket was a temptation—buying it was a mistake for both men. But imagine we had written the story as follows:


Alex and Ben walk by a clothing store. Each sees a leather jacket. Neither owns one but both have always wanted one. This one is perfect. It just costs too much, $200, and it’s not terribly practical. Alex, who is flush with cash, decides, “Why not?” It’s not as if he has obviously better uses for his money. Ben, who is tight on cash, realizes it is an ill-advised purchase. He must resist.

 	

Here, buying the leather jacket is a mistake for Ben but not for Alex. This, after all, is what abundance affords us. It allows us to buy more things. Wealth transforms temptations into affordable luxuries. The same good can be a temptation when you have little but a mere frivolity when you have plenty. The dieter must avoid the same cookie that the nondieter eats thoughtlessly. The busy must avoid distractions—having a drink with friends or watching mindless TV—that the nonbusy enjoy without thinking.

Scarcity not only raises the costs of error; it also provides more opportunity to err, to make misguided choices. It is harder to do things right, because many items—time commitments for the busy, expenses for the poor—must be carefully made to fit into a constrained budget. To see this, think again about packing. Imagine that the two of us—Sendhil and Eldar—are invited to a picnic. Sendhil has to bring fruit for a fruit salad, and Eldar’s job is to bring the jellybeans. Sendhil must carefully consider how best to pack: one watermelon and much of the space in his bag is taken. And even the pineapple makes it hard to fit much else. Maybe he can align some bananas around the edges or fit a few grapes or strawberries in between the apples and the pears. There are nontrivial logistics to his packing problem: finding the best arrangement is a challenge. Contrast this with Eldar’s much simpler task. He simply pours in some watermelon-flavored jellybeans and some orange. He shakes his bag to let the pile settle, then pours in a few other flavors. Eldar may also have to make some trade-offs; he may not be able to fit all the flavors he wants. But once he has made his choices, his packing is inherently easier. No ingenuity is required to pack the jellybeans. What distinguishes the two tasks is granularity. The fruit are bulky items, whereas the jellybeans are small, almost like grains of sand. The complexity of packing gets easier as the items get more granular.

In life, do you pack grains or bulky items? It depends on your budget. On a small budget, that iPod feels bulky, taking up a large fraction of what you will spend this month. As your budget grows, the iPod takes up less and less room. It becomes a smaller and smaller fraction of your disposable income—it gets more and more granular. A bigger budget does not just make decisions less consequential; it reduces the complexity of packing. Small budgets make for bulky items and for complex packing; large budgets make for granular items and for easier packing.

Of course, even with a big budget, large enough items still create complexity. Serving as a juror on a major (and long!) criminal trial will produce complexity even for someone with lots of free time; the decision to buy an elegant summer house will require attention even from the person who is well off. But with abundance, your choices on average get more and more granular. They stop straining your budget or your planning.

All this suggests an additional layer. While our focus here is on the psychology that comes from scarcity, the effect of scarcity may be more than psychological; it can be a mathematical fact. Scarcity may create a logistically harder packing problem. The mind, challenged by the psychology that emerges from scarcity, may find itself needing to navigate a world that is computationally more complex.


SCARCITY AND SLACK

We opened this book with a definition of scarcity: a subjective sense of having more needs than resources. This is above and beyond actual physical limits—only so much money, time, and so forth—that all of us necessarily face. The concept of packing brings this distinction into sharp focus. Physical limits and trade-offs are always there: suitcases, no matter how large, are of a fixed size. But we do not experience them that way. A small suitcase makes us feel scarcity. We notice trade-offs; we feel we have too little space. A small suitcase can also make scarcity objectively more complicated to manage. A big suitcase does not just permit more room; it removes the feeling of scarcity. We not only feel we have enough space; we do not even notice trade-offs. While actual limits and trade-offs are universal, the experience is not.

In this sense, the concept of slack cuts to the core of the psychology of scarcity. Having slack allows us the feeling of abundance. Slack is not just inefficiency; it is a mental luxury. Abundance does not just allow us to buy more goods. It affords us the luxury of packing poorly, the luxury of not having to think, as well as the luxury of not minding mistakes. As Henry David Thoreau observed, “A man is rich in proportion to the number of things he can afford to let alone.”
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Expertise

A few years ago, Sendhil and a PhD student (call him Alex) were on the outskirts of the city of Chennai in India, looking for an auto rickshaw to take to their next meeting. It was a location where rickshaws were rare, and the wait could be long. And painful: the day was humid and sticky, the air filled with dirt and grit; the thermometer reading of 98 degrees did not fully capture the misery. (South Indian summers need their own temperature corrections, the heat equivalent of the northern “wind chill.”) Ten gritty minutes later a rickshaw stopped, and Sendhil was relieved, prematurely, it would turn out.

Everything in Chennai requires bargaining. Their ride normally would have cost 40 rupees (80 cents), but with Alex there the driver saw a chance to charge a foreigner a higher fee. He started at 100, but with some haggling, he inched down to 60, from which he would not budge. Sendhil was about to hop in; the heat was oppressive and they had a meeting to get to.

Alex was adamant, however, that he would not pay 60 rupees, and he told Sendhil that he wouldn’t take this ride. “Another auto will come by. Let’s wait,” he said. Sendhil cursed himself for bargaining in English rather than Tamil, but he was too depleted to argue, so they let the auto go. Ten grueling minutes passed before another one stopped. Luckily for them, this driver agreed to 40 rupees, and Alex got in. Sendhil got in behind him, pledging to work in the future with more sensible PhD students.

Why did Alex not take the initial offer? His refusal was partly driven by fairness: no one wants to be overcharged. But Alex had been in India for a while, enough time to adjust to the reality that being overcharged was nothing personal, merely a fact of life. He viewed these transactions in purely monetary terms. “I am happy to pay more,” Alex said, “but not 50 percent more!” Alex had made a clear choice: he decided he would suffer through ten or more minutes of heat and dirt in order to avoid paying a 50 percent surcharge.

Now, suppose in another context, Sendhil had proposed, “Alex, I want you to spend ten minutes in a sauna with your clothes on, with the sound of car horns blaring in your ears. Oh, I’ll also occasionally throw some dirt in your face. But to make it worth your while, here’s fifty cents.” Alex would likely not have accepted; more likely he would have looked for a new faculty adviser. Yet this was the trade-off he accepted in Chennai. He didn’t just accept it; he insisted on it. Why?

On a separate occasion, Sendhil found himself bargaining with another rickshaw driver over a few rupees on behalf of a foreigner. This time the driver switched from English to Tamil. “Why are you bargaining for this amount?” he asked. “This amount of money means nothing to him!” In a way, of course, the driver was right: such small amounts shouldn’t mean much to well-off people. In a way, though, he was wrong. People act—at least at times—as if these small amounts mean a lot.

To psychologists who study judgment and decision making, Alex’s behavior is highly predictable and, of course, you don’t have to go to India to see it. It fits in with some of the oldest and most persistent findings on how people make choices. Take this example, of subjects who are presented with one of two scenarios:


Imagine you have spent the day shopping. One item you have been shopping for is a DVD player. At the end of the day, you find yourself at a store that has the brand and model you want for $100. This is a good price but not the best you have seen today. One store—a thirty-minute detour on your way home—has it for $65. Do you buy the $100 DVD player and go home, or do you instead decide to take the detour to buy it for $65 at the other store? Think about what you would do.

Imagine you have spent the day shopping. One item you have been shopping for is a laptop. At the end of the day, you find yourself at a store that has the brand and model you want for $1,000. This is a good price but not the best you have seen today. One store—a thirty-minute detour on your way home—has it for $965. Do you buy the $1,000 laptop and go home, or do you instead decide to take the detour to buy it for $965 at the other store? Think about what you would do.

 	

Both scenarios offer a chance to travel a half hour in order to save $35. And what you find is that most people choose to take the detour for the DVD player but not for the laptop. This contradicts the standard economic model: the exchange rate between time and money ought to be constant. Yet here it varies dramatically. To make this precise, one can ask people to explicitly state what savings they would need in order to make the detour; one can calculate the value people are (implicitly) placing on their time. The results are striking. By varying the price, one can change the value of an hour from $5.64 (for those considering a $3 pen) to $1,364 (for those considering a $30,000 car). This means our frugality has a perverse consequence. We pinch pennies on small items, yet we blow dollars on big ones. Our frugality is thereby largely wasted. We spend hours surfing the web to save $50 on a $150 pair of shoes. Yet we forgo a few hours’ search to save a couple of hundred dollars on a $20,000 car.

These findings are important because they demonstrate how people routinely violate economists’ standard “rational” models of human behavior. If the value that a person attaches to a dollar changes so easily, traditional analyses of economic behavior are severely stretched. These and related findings have fueled the rise of “behavioral economics,” the attempt to incorporate psychology into economic models. Their impact has been large because the results are broadly applicable. They describe not only Alex’s curious behavior in India but also the behavior of college students, MBAs, professional gamblers, and executives of all stripes. We had always presumed this basic finding was a fact about everyone’s behavior.

THE EFFECT OF SCARCITY

Along with a PhD student, Crystal Hall, we ran a version of the laptop/DVD question:


Imagine that a friend goes to buy an appliance priced at $100. Although the store’s prices are good, the clerk informs your friend that a store forty-five minutes away offers the same item on sale for $50 less. Would you advise your friend to travel to the other store to save $50 on the $100 expense?



As with the laptop/DVD question we manipulated what people saw. For some, the appliance was priced at $100; for others, it was $500, and for others still, it was $1,000. The savings was always the same ($50). We began by testing a sample of relatively well-off people. When we ran this study among commuters at the Princeton, New Jersey, train station, we found what many others before us had found: 54 percent of people would recommend going to the other store when the appliance cost $100; 39 percent when it cost $500, and only 17 percent when it cost $1,000. The $50 savings looked smaller and smaller as the background price got bigger and bigger; for a big-ticket item, it seemed hardly worth the effort.

But then we ran the exact same study twelve miles away, in a soup kitchen in Trenton, New Jersey. As with most American soup kitchens, the visitors to this soup kitchen varied greatly in age, gender, and race, but they shared one trait: for them money was very tight. This led us to predict that they would be more willing to travel to save money. In fact, that’s what we found. For the $100 item, 76 percent now thought one should travel to save $50. Now, this is not 100 percent and could be so for a variety of reasons. Perhaps time was also tight, or there were other things to take care of, or perhaps travel is unappealing, since many of the poor do not have cars. Perhaps the people at the soup kitchen—like anyone else—put some value on their time.

What made the study remarkable, though, is what happened when we raised the background price. When the appliance cost $500, the percentage willing to travel barely changed; it was 73 percent. And when it rose to $1,000, the percentage willing to travel actually went up slightly, to 87 percent. The slight increase may be due to the feeling that one really must try to save when spending so much.

For most people, a $35 savings looks large for the $100 DVD player (35 percent off!), but small for the $1,000 laptop (a mere 3.5 percent savings). Yet those at the Trenton soup kitchen seemed unmoved by all this; their responses barely changed. How did scarcity—in this case in money—upend this traditional finding?

To understand how, we need to take a detour into the psychophysics of perception.


A LITTLE ABOUT PERCEPTION

A German physician by the name of Ernst Weber, considered one of the founders of experimental psychology, discovered an important fact about how our senses operate. In one of his pioneering experiments, a blindfolded subject held in one hand a plate with weights on it and was asked to signal when he noticed a change in weight, as metallic filings were silently added. How much additional weight was needed for a person to detect it? What was the “just noticeable difference”? Weber found that the just noticeable difference is a constant fraction of the background amount. For weight, the constant is roughly one-thirtieth. So if you are holding a three-pound weight, at least one-tenth of a pound needs to be added for you to detect a difference. But if you were to hold a thirty-pound weight, a full pound would have to be added before you noticed.

Weber showed that perception was highly relative. For example, the eye is not a light meter. It judges luminosity relative to the background. When you stand in a dark cave, a struck match can produce a bright flare of light, powerful enough to illuminate your surroundings. That same match struck at an outdoor cafe on a sunny afternoon would be barely detectable. Similar effects in the perception of relative size, for example, often show up in our daily lives. Makers of laundry detergent realized long ago that people use more detergent when the cap is larger. Filling almost to the top is satisfying in a small cap. With a bigger cap, the fill line accounts for only a fraction of the available space, and because we are moved by relative rather than absolute amounts, that looks like very little. So people fill a little more, and more detergent is sold. Money, at least to some extent, is also judged relative to background. That’s why we care more about saving 40 percent on a $20 book than about saving 1 percent on a $1,000 refrigerator. In Chennai, Alex simply saw money a little bit the way his eyes would see a match: relative to the background. Sixty rupees looked like too much when the fair price was forty.

While relative perception is inherently part of how the mind processes information, experience and expertise allow us to transcend it. A study conducted by the psychologists Simon Grondin and Peter Killeen asked two groups—one of nonmusicians and the other of musicians who had received between eleven and twenty-three years of musical training—to replicate intervals of six, twelve, eighteen, and twenty-four seconds. Nonmusicians behaved as expected. They committed errors proportionate to the length of the interval: the longer the tone, the greater the variance. They were approximating length in relative terms. In contrast, subjects who had received extensive training in music exhibited decreasing relative variability with interval length; for longer tones these musicians committed less-than-proportional errors. They appeared to be judging closer to an absolute scale.

What this tells us is that expertise, a deeper understanding of the units, can alter perception. Musicians who are expert in time intervals have an internal metric—they do not rely on intuitive heuristic estimates of time lengths. Studies have shown that more experienced bartenders are better at pouring and are less likely to be affected by bottle height when asked to pour a certain amount.

Scarcity also makes us experts—expert packers. Without the luxury of slack, we come to understand the value of each inch of space in our suitcases. The poor ought to know the value of a dollar, the busy the value of an hour, and dieters the value of a calorie.

Marketing researchers have studied this expertise in a very specific way. They stop shoppers exiting a supermarket for a quick survey. They take the shoppers’ receipts and ask questions like, “How much was the Crest toothpaste you just bought?” Affluent shoppers do not do well on this quiz. “The price of the Crest toothpaste? Something like three dollars? Maybe five?” Most don’t even know how much they spent in total, the size of the bill they had just paid minutes before. But the lower-income shoppers do. They are more accurate in knowing both how much they spent and the prices of the items they bought. We found this in a study of our own, which we devised carefully so as to separate knowledge from frequency of experience. We asked commuters in Boston the fare at which the taximeter starts. The rich gave the correct answer only 12 percent of the time; the less affluent were correct three times as often. This despite the fact that the rich take taxis much more frequently.

Knowing prices often involves more than just reading the label. It requires vigilance since what you see is often not what you pay. Cigarette taxes, for example, come in two varieties. The excise tax shows up in the posted price, but the sales tax does not; it is added at the register. If you look at just the posted price, you will miss the sales tax. When excise taxes—the visible price—change, rich and poor smokers respond. Both smoke less. Not so for a change in the sales tax—the hidden price. Only low-income consumers respond to that. Only the low-income weigh sales and excise taxes equally (as they ought to). They not only notice prices; they are better at deciphering that the total price is more than the one posted.

Low-income consumers are savvier in other ways as well. When you shop at a supermarket—say for a bag of chips or a can of tuna—you naturally assume that buying the bigger package must be cheaper per unit and thus will save you money. As it turns out, you often would be wrong. The bigger package can cost you more per unit; there might be a “quantity surcharge.” One survey found that 25 percent of brands that offered more than one size imposed some form of quantity surcharge. These surcharges are not errors. Consumer Reports has called them a “sneaky consumer product trick.” The trick works best on consumers who don’t pay much attention to prices, who just assume the bigger package will be the better deal. (How often have you done this?) One study examined which supermarkets practice this “trick” and found just what our discussion so far would have predicted: supermarkets in low-income neighborhoods are the least likely to have quantity surcharges. It is harder to trick someone into paying more when she is careful to squeeze the most out of every dollar spent.

The poor, in short, are expert in the value of a dollar. They have their own internal metric by which to assess a dollar’s worth. They do not rely on the environment to get a sense of how much to pay. The pressing needs that are top of mind help generate their own internal scale. Having this internal metric means that the background affects them less, like the precise beats of expert musicians. The participants in the soup kitchen did not show the same bias as Alex in Chennai, or countless other higher-income subjects, because they were less prone to using arbitrary features of the context to value money.

Think of how striking this is. The poor in these studies behave more “rationally.” They are closer in this case to the rational economic ideal, closer to homo economicus. This not only tells us something about poverty; it also tells us something about behavioral economics. That money is valued in relative terms is considered a classic finding in behavioral economics: presumably something that characterizes everyone’s thinking. Yet here we see that scarcity overturns—or at the very least waters down—this classic finding. In fact, scarcity alters many other findings as well.


WHAT IS THIS REALLY COSTING ME?

One day when Sendhil was an undergraduate he was contemplating buying a Walkman. (For those of you who don’t know what that is, it is like an iPod, but for cassettes. For those of you who don’t know what cassettes are, well, never mind.) The Walkman cost $70. Was the Walkman worth $70? Should he buy it? Certainly the price was fair: he had looked and it wasn’t available for less elsewhere. But what would he prefer to have—$70 in cash or the Walkman? What was $70, really? It’s hard to make sense of what a dollar is truly worth. Sendhil had developed a technique for decisions such as this. At the time, his primary food (really his only food) was bean burritos at Taco Bell. Though he did not understand dollars very well, he understood burritos. So he decided to put everything on a bean burrito scale. Instead of asking whether he would rather have the Walkman or $70, he could ask himself whether he wanted the Walkman or seventy-eight bean burritos. The burritos seemed more tangible, more real than dollars.

Why is there the need to construct a benchmark, some way to make sense of $70? Because of slack. Abundance means freedom from trade-offs. When we buy something under abundance, we do not feel we have to give anything up. Psychologically, this is pleasing. But it can be a hindrance when making decisions. If you do not know what you are giving up, it is hard to figure out what something costs and whether it’s worth it. Slack, and the absence of trade-offs, means we have no intuitive, easy way of valuing things.

Of course, the burrito metric was not a raging success for Sendhil. But it is not too far from what some experts suggest. One psychologist who studies decision making has suggested an iPhone app that would do something similar: “You would say, ‘I like vacations in the Bahamas, shoes, lattes, and books.’ And now, when you are tempted to buy something, that thing translates in terms of the things you are interested in. So, it [asks you], ‘Hey, this particular item is like half a day in the Bahamas, two [pairs of] shoes, and one latte.’ ” Other experts have suggested using a “time price.” Assume you earn $20 an hour where you work (net: after deducting travel costs, taxes, and so on). When you buy an $80 ice-cream maker, you’ve just committed to four hours of work; and when you opt for a monthly cable package that’s $60 pricier, you’ve just committed to three more hours of work every single month henceforth. (A daily tall skinny latte would require another roughly fifty work hours a year.)

While deliberating about the Walkman, Sendhil realized how misleading this reasoning was. He was already eating all the burritos he wanted. Suppose he chose not to buy the Walkman. He would not go out and eat seventy-eight more burritos. He was not trading off the Walkman against seventy-eight burritos. For this thinking to work, he needed to know where the money saved would be spent. It certainly would not have gone to bean burritos, any more than refraining from buying something would send you on vacation to the Bahamas. Making the trade-off concrete requires tracing the money that was saved and understanding how it would be spent. This was true of the other suggestions as well: how should we pick the items to compare in a way that makes tangible sense?

Instead, people tend to look for comparisons to similarly priced items. And that can be terribly misleading. Many such items may not be things that you would buy in any case. Similarly, the time price (“this is like four hours of work”) is misleading because in many cases you wouldn’t be able to opt for fewer work hours if you refrained from buying an item, nor would you work more hours if you were to buy it. Looking at the best use of the money is equally misleading. If I spend $40 on an amazing dinner, it is unfair to say that every $40 I spend should provide the same pleasure. Even if I spend correctly, very few $40 expenditures will match this terrific buy. But how many terrific dinners a day can I have? The principle of diminishing returns says that the last $40 I spend—the one I am deliberating about, the one I am making trade-offs on—will not produce anywhere near that pleasure.

The problem with all these benchmarks is that they are not real. Thinking trade-offs under slack is like trying to have your cake and eat it, too. Since we do not actually make many trade-offs, they remain largely an invention. Without such trade-offs, the value of small amounts is not something you ever really need to bother yourself with. If you had $20 more, what would you buy that you haven’t bought thus far? If you are financially well off, that is a question you never really need to answer—or even think of asking. If you wanted that small something, you would have bought it.

These problems arise because we do not, under abundance, have a sense of what $10 is worth. And this ambiguity can leave us open to manipulation. Purchases can be made to look more or less attractive through judicious comparisons. Upgrading to a better room on your vacation is a pittance if you think of it as a fraction of what you pay in rent. But it can seem a fortune if you think of it in terms of the terrific desserts you could eat instead. Marketing agencies—and nonprofits—use this strategy. Supporting a child in Africa or buying a vacuum cleaner only costs you pennies a day. With slack, of course, those pennies feel like they come from nowhere.

We have some well-off friends who are frugal. Often, when we tell them about our work, they nod along and say, “That’s the way I am: very focused on money.” But frugality does not capture the experience of scarcity. The frugal have a principled conscientiousness about money. The poor must be vigilant about trade-offs. When making a purchase, the frugal consider whether the price is “good.” The poor, in contrast, must ask themselves what they must give up to afford that price. Without engaging in real trade-offs, the frugal, like all those who live with abundance, have a hard time making sense of a dollar. So they rely on context. Such was the case with Alex and the rickshaw. He sold his time so cheaply (and inconsistently) because he used his context to determine the “reasonable” price for a rickshaw ride. Alex was frugal but not poor.

A friend of ours, also a behavioral researcher, recently purchased a cognac truffle for $3. When later asked if it was worth it, he considered what else he could have purchased: “six Snickers bars, a copy of The Sporting News, or a finer glass of wine with dinner.” Or he could have saved the money—it’s not much, but if he made other sacrifices, maybe he could get a bigger apartment next year. He also recalled that satellite TV costs $49 a month and that he’d hardly been watching any TV lately. With the $49 he’d save, he could have all the truffles he wants. He finally admitted, “I don’t know.” Abundance leaves us less able to know the value of a dollar.

Many biases and inconsistencies uncovered by behavioral economics are really about people struggling to make sense of a dollar. Without a clear sense of how to value a $50 savings, people in our study with Hall used the base price as background against which to value the $50. The poor, in contrast, because they do face $50 trade-offs, have an expert’s internal metric (possibly a rough one) for what $50 is worth. Consequently, they are less prone to inconsistency. Under this interpretation, there ought to be situations where scarcity gives the poor a sense of the value of things that those who live with abundance will lack. And when lacking a clear value leads to predictable errors, in those cases the poor will avoid the errors that those with abundance commit.


CONSTRUAL

Research on perception gives us another clue into how people might go about making sense of an uncertain value. In perception the brain uses plenty of contextual cues to interpret visual data. And once you understand the cues that the brain uses, you can manipulate them a little, which sometimes leads to perverse outcomes. The checker-shadow illusion, by Ted Adelson of MIT, is one of our favorite visual illustrations that take advantage of this knowledge:

[image: image]


In this remarkable illusion, square A clearly looks darker than B. What makes it an illusion is that A and B are the exact same shade of gray. You probably don’t believe this; even we occasionally feel compelled to check again, because it seems so wrong. If you don’t want to take our word for it, take a sheet of paper and cut a couple of holes in it that show just squares A and B. You will see that the two squares are identical in color. Why are our eyes fooled so badly?

Here the visual system uses background cues in the image to make sense of things. Background cues affect how items in the foreground are seen. Square B has a different background from square A. Not only is it surrounded by darker squares; it also sits in the cylinder’s apparent shadow. Because things in shadows look darker, the eye will correct for the shadow, making the item appear lighter. Perceived color, much like perceived distance, depends on surrounding cues. And as it turns out, so does perceived value.

A classic experiment once reported by the economist Richard Thaler does the equivalent of this optical illusion for money. We recreated this experiment along with Anuj Shah. We had subjects consider two scenarios that differ only in the bracketed words—a grocery store in one case, a fancy resort in the other:


Imagine you are lying on the beach on a hot day. All you have to drink is ice water. For the last hour you have been thinking about how much you would enjoy a nice cold bottle of your favorite brand of beer. A friend gets up to go make a phone call and offers to bring back a beer from the only nearby place where beer is sold [a small, run-down grocery store] [a fancy resort hotel]. He says the beer might be expensive and so asks how much you are willing to pay for the beer. He says that he will buy the beer if it costs as much or less than the price you state. But if it costs more than the price you state, he will not buy it. You trust your friend, and there is no possibility of bargaining with the bartender. What price do you tell him?

 	

Respondents who are well-off show a classic decision making bias, as Thaler had originally reported. They will pay more for the same beer in the context of a fancy resort. Much like Alex’s behavior, this difference in willingness to pay is an inconsistency. A beer is a beer (and they’ll be consuming that same beer on that same beach). That beer will quench your thirst equally whether it comes from the grocery store or the resort. The well off, however, not sure what to pay, use the context to come up with a value.

The poor behaved quite differently. Their reported willingness to pay was much closer in the two contexts. It is not that they gave larger or smaller amounts. They simply gave more consistent answers. Note that what subjects are being asked here is not what they would expect to pay. Both the poor and the well off report the same answer when you ask them: of course the resort will charge more. The two groups differ only in what they themselves would be willing to pay. This is what we would predict: the poor are able to make better sense of what to pay. Unmoved by context, they can rely on their own internal metric of what a dollar is worth.

This gives us a recipe of sorts for where to look to “overturn” traditional behavioral economics findings, namely, those findings that depend on construing value from arbitrary local context. Along these lines, people have been shown to think of money as compartmentalized into separate accounts. For example, studies have found that when gasoline prices go up, people substitute lower quality gasoline. We act as if we’re “poorer” even when the added cost of gas does not materially affect our overall budget. And even then, we act as if we’re poorer “in gasoline.” (Think about it—if money were the problem, you could just as easily save by buying cheaper cookies or by golfing less.) This is because money is kept in local accounts: a negative shock to the gas account (higher prices) leads to penny pinching (and lower quality) in that account. This idea of mental accounting has many implications. For example, it is the reason we might spend a $2,000 tax refund very differently from a $2,000 increase in the value of our stock holdings. We are wealthier by $2,000 in both cases, but we treat the two accounts (“free money” versus “retirement account”) as separate and unequal, often with very different propensities to consume from the two accounts. The poor should be less prone to show this effect.


OPPORTUNITY COSTS

The confusion about the value of things comes about because we do not make trade-offs—perhaps do not even know how to make these trade-offs—when we have abundance. To look at this directly, we asked subjects to imagine the following scenario:


You purchase a season ticket package for your favorite sports team. The package includes tickets to a set schedule of eight games. Although a single ticket for each game costs $30, your season ticket package costs only $160, or $20 for each ticket. You like the set of games included in the ticket package, so you decide to buy it.

Now imagine that the season is almost over, and you only have one game left to see. In fact, this game has a lot of buzz around it, and tickets are currently selling for $75 around town. You are about to go to the game. Imagine how you feel about the cost of attending the game.

 	

Subjects were asked to rate how much each of the two following statements captures their feelings about the cost of attending the game:


I feel like this costs me $75, the current worth of the ticket and the price I could have gotten had I chosen to sell.

I feel like this costs me $20, the price I paid for the ticket.

 	

What’s the right answer here? Economists view $75 as the real cost: if you skip the game, you can sell the ticket and get $75. (This doesn’t even include the time trade-off.) Economists call this the opportunity cost—the trade-off of what else you could have spent the money on. Well-off people get this wrong. They are much more likely to say $20. Many of them would even choose a third option: $0 because the ticket is already paid for. You can see why it feels this way to the well off. When you have slack, arguably $0 (or $20 because that’s something you can anchor on) feels “right.” With slack, you are not giving up anything to go—selling that ticket really wouldn’t buy you anything you wouldn’t already buy.

In contrast, the poor have a clear idea of what they could do with $75. As a result, we find that the poor are much more likely to report that it feels as if the ticket costs them $75. Once again, they appear much closer to the economic ideal.

Every year many economists from around the world gather in one place to present research. (Sound like fun? Tickets are still available.) In 2005, two economists, Paul Ferraro and Laura Taylor, decided to turn the tables. They presented a question similar to the one above to more than two hundred professional economists. The responses were (somewhat predictably) far from the economic ideal. As the economist Alex Tabarrok blogged, “I have a hard time believing that this is possible but 78 percent of the economists gave the wrong answer! This is not a hard question. There is no trick. Opportunity cost is central to economics, the people asked were among the best economists in the world, a large majority of them have taught intro econ and yet the correct answer was the least popular.”

Is it so surprising that the world’s leading economists do not think about things this way? After all, they are well paid and have plenty of slack in their budgets. Not accustomed to facing minor trade-offs, why should they be prone to calculate minor opportunity costs? Measured against economics textbooks, these economists gave the wrong answer. But measured against everyday human behavior, they gave the right answer. Many well-off people—including these economists—do not think about trade-offs for modest amounts.

One could interpret our results as suggesting that being poor makes people better at economics than professional economists. One may also be tempted to conclude that economists would be better at economics if they were paid less, but at least one of the authors disagrees with this conclusion.

Behavioral economics was born from the empirical observation that people violate several basic predictions of economics. They do not consider opportunity costs. Their willingness to pay for items is too easily moved. But economics is meant to follow the logic of scarcity. It is fitting then that its predictions are truer for those who actually have the scarcity mindset.

We are, of course, not proposing that the poor are always more rational. What they have is a specific skill: they are better at making ends meet today. They make a dollar go further. They become experts in the value of money. This expertise can make them appear more rational, less prone to inconsistencies, in some contexts. But this local expertise also becomes a hindrance. Along with the focus that brings expertise comes tunneling. And with tunneling comes a slew of negative consequences.
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Borrowing and Myopia


There is nothing in the prospect of a sharp, unceasing battle for the bare necessities of life, to encourage looking ahead, everything to discourage the effort.

—JACOB RIIS, HOW THE OTHER HALF LIVES



A recent report by the Center for Responsible Lending featured the story of Sandra Harris:


Once a student in the Head Start child development program for low-income families, Sandra had come to serve on the board that administers Head Start in New Hanover County. She was honored as 2003 Employee of the Year for her work at the University of North Carolina, Wilmington (UNC-W), and Wilmington residents knew her as a radio personality on WMNX. But all was not well for Sandra underneath the surface. Her husband had lost his job as an executive chef. The couple, who had always been a month ahead on their rent and bills, found themselves in a cash crunch. Their car insurance was due, and Sandra simply could not pay the bill.



Then Sandra came across a solution: a payday loan. The idea was simple. She’d get cash now and pay it back along with a fee when her paycheck arrived in a couple of weeks. Exactly what she needed. She took the loan and paid her insurance bill on time. And on her next payday, Sandra was ready to pay off the small loan and the $50 fee.


“You know, you can renew,” the payday clerk told her, and the thought of her unpaid light bill flashed into her head. Sandra thought, “You’re right. I do need it.”



Sandra had started a chain. Next month was no easier than this one. Money was even tighter, and because of the fees, the amount she owed was even bigger. In the coming months, she kept rolling over the loans—taking a new loan to pay off the previous one. On some months she would even roll over the fees.


After a round of rollovers, the first lender demanded full payment of the loan. Sandra could not pay it off, so she went to another payday lender, Urgent Money Service, and took out a loan to pay back the first lender. She kept getting in deeper. Within six months, Sandra was paying rollover fees on six different payday loans. In June 2003, Sandra and her husband were close to being evicted from the apartment they had lived in for six years. Sandra wrote, “Basically, we ended up having to use one loan to pay off another loan, and ended up paying $495 to $600 per month in fees, never paying the loans down.”

This went on for at least six months. This money did not support a lavish lifestyle, Sandra said. “People think you’re living above your means,” she said. But she was paying bills, not buying clothes. Sandra was working diligently to manage her family’s bills during a tough financial time. …

Sandra bounced checks. Her car was repossessed. She increased her tax exemptions so she’d have more money to pay her bills and ended up owing thousands of dollars in back taxes. She finally broke and spent a shift at the radio station wiping tears away between segments.

“It takes a lot for me to cry,” she said.



The data suggest that Sandra’s story is fairly typical. In 2006, there were more than 23,000 payday lender branches in the United States, which was more than all the McDonald’s (12,000) and Starbucks (almost 9,000) locations combined. Sandra’s practice of rolling over and accumulating fees is also common. Three-quarters of all payday loan volume comes from rollovers, ultimately accounting for $3.5 billion in fees each year.

Why do those strapped for cash take on such extreme loans that they cannot afford to pay back? Why do they allow themselves even to start down such a slippery slope? Such questions typically lead to debates about the importance of personal responsibility or about how unscrupulous businesses prey on low-income individuals; they fuel discussions about the myopia of the poor and the need for financial education. Consumer advocates bemoan the payday loan industry as predatory and push to ban these loans. Others point out that when you’re in real need, a loan, however expensive, can be better than no loan. We raise this example not because we want to enter this debate. We raise it because it provides an important window on scarcity.

The problem is more than just with payday loans. The cash-strapped borrow in many ways, not just through payday loans. They “borrow” by paying their bills late. About one of every six families in the lowest income quintile (the bottom 20 percent) pays at least one bill late in any given year. At the extreme end of this are “reconnect” fees. One study found that 18 percent of the poorest families have had their phone disconnected and 10 percent have had a utility shut off within a twelve-month period. Paying $40 to have your phone service reconnected after failing to pay the bill in time is similar to paying a $40 fee for a loan to avoid the disconnection in the first place. A 1997 study estimated that nearly 5 percent of the annual income of the poor was spent on reconnections and servicing and late fees, a number that we suspect has risen dramatically since then. Sandra Harris also “borrowed,” first by reducing her tax withholdings and then by falling behind on her tax payments. The poor around the world borrow, often from informal moneylenders who charge rates every bit as extreme as the payday lender (and sometimes more). And yet poor borrowers pay these rates, not once but continuously, setting in motion the same slippery slope of rolled-over debt.

This phenomenon is not unique to the poor. Busy people borrow time, often at similarly high rates. To make room for a project due soon, the busy borrow by putting off other work. And just like a payday loan, the bill comes due: the work that was postponed must now get done. And there is often a “fee” for borrowing time as well: putting off work can increase the time it takes to do it. Mailing your tax returns via certified mail would have taken minutes, but on the last day, there’s a line around the block at the post office. Because of an impending deadline, you put off typing up your handwritten notes from an interview. Later, you must decipher those notes, which takes longer than it would have when the interview was fresh in your mind. And just like the payday borrowers, the busy also roll over their debts. Something you were going to do today now needs to be put off because of something you postponed till today from yesterday. How many tasks are delayed time and time again before they finally get done? And for similar reasons—the next chance you get to do it, you find yourself with no more time than you had before.

Borrowing goes hand in hand with scarcity.

TUNNELING AND BORROWING

Why do we borrow when we face situations of scarcity? We borrow because we tunnel. And when we borrow, we dig ourselves deeper in the future. Scarcity today creates more scarcity tomorrow.

Take Sandra’s example. That initial bill she could not pay created scarcity. She then tunneled on making ends meet that month. Within that tunnel, the payday loan proved eminently attractive. Its benefits fell inside that tunnel: it helped her make it through the month. The costs of the loan—the repayment and the fees—all fell outside this tunnel. The loan seemed to offer a solution to the problem she was fixated on.

Our own qualitative fieldwork supports the view that tunneling makes the payday loan particularly attractive. Ask a borrower at the time of borrowing, “How do you plan to pay it back?” and you usually get cursory answers such as “Well, I get paid in a week.” Probe a bit—“But don’t you have other expenses?”—and you encounter exasperation, as if you just don’t get it. “Don’t you understand? I’ve got to make my rent payment this month!” The subtext being “I’m focusing on what needs to get done now!” Next month’s budgeting is an abstraction, something to turn to later. Like all the worthy goals that do not matter when you’re speeding to the hospital, the long-term economics of the payday loan do not matter at that moment. This is why payday loans are so attractive—people turn to them when they are tunneling on putting out a fire. And their best feature is that the loans put out this fire, quickly and effectively. Their worst feature—that the fire will return in the future, possibly enlarged—is obscured.

Of course, none of this is unique to payday loans or to money. Think about putting off answering an e-mail. When we take on this time debt, we focus on the benefits: “Right now I need to get other things done.” We do not spend much time asking ourselves, “How will I make time for this later?” It is not that we are blind to the costs; they just do not get much attention.

There is an important implicit assumption here about what we tunnel on. Sandra is short of cash today and still expects to be short of cash next month. The perpetually busy are busy this week and next. Those who experience scarcity experience it not only now but typically also later. Yet people tunnel on their immediate scarcity; knowing you will be hungry next month does not capture your attention the same way that being hungry today does. The bill that is due now generates threatening notices; the bill in two months’ time is nowhere to be seen. Even if you were to think carefully about tomorrow’s scarcity, you’d really only “know” it in the abstract; you wouldn’t feel it, and thus it wouldn’t capture your mind in the same way. One reason for this is the bandwidth tax. The present presses automatically on you. The future does not. To attend to the future requires bandwidth, which scarcity taxes. When scarcity taxes our bandwidth, we become even more focused on the here and now. We need cognitive resources to gauge future needs, and we need executive control to resist present temptations. As it taxes our bandwidth, scarcity focuses us on the present, and leads us to borrow.

We have already seen data that support this assumption. Recall the deadline study from chapter 1 in which one group of students had three weeks to finish an assignment while a second group faced a deadline every week. We attributed the second group’s boost in performance to the focus dividend. But, of course, the first group also faced a deadline, one that was three weeks away rather than one week. This tells us that the three-week deadline was not as pressing. In fact, initially, each one-week deadline may not have felt very pressing either. But we can guess what happened. The deadline only mattered once it got close. Until then, it was an abstraction; it failed to evoke the scarcity mindset. But that mindset arose three times for those who had one-week deadlines and only once for those who had three weeks. All this, incidentally, should be familiar. It is why we experience a rush of productivity shortly before a deadline that was always there.

Tunneling this way creates a bias toward borrowing. Because only the most immediate scarcity enters the tunnel, loans are particularly attractive.

Of course, taking a loan need not be a bad choice. When you really do have more time next week, putting off things is eminently sensible. Borrowing to pay rent if you are facing eviction can be sensible if you have a paycheck coming soon. When resources today—time or money—can truly provide greater benefit than they would in the future, a loan is a good idea. When we tunnel, though, we borrow above and beyond what is dictated by this cost-benefit calculus. When faced with scarcity, we borrow when it makes sense in the long run and when it does not.


LET’S PLAY THE FEUD

This explanation for borrowing is different from the usual ones. To explain why the poor borrow excessively, we do not need to appeal to a lack of financial education, the avarice of predatory lenders, or an oversized tendency for self-indulgence. To explain why the busy put off things and fall behind, we do not need to appeal to weak self-control, deficient understanding, or a lack of time-management skills. Instead, borrowing is a simple consequence of tunneling. To test this idea, we resort to one of our favorite tools: creating artificial scarcity in the lab.

This time we turn to Family Feud, an American TV game show that our colleague Anuj Shah was curiously familiar with (not what you’d expect from a time-pressed Princeton PhD student, which he was at the time). Contestants on Family Feud are asked to name items that belong to categories like “Things Barbie could auction off if she needed money fast.” Prior to the show, a hundred random Americans are presented with these categories, and they give their favorite answers. Contestants must then guess the most common answers, earning more points for those that are more popular. The answer “Barbie’s dream car” earns 35 points because 35 out of the 100 people gave that as an answer. (“Ken,” Barbie’s friend, earns 21 points.) Many quiz shows ask trivia questions that require esoteric knowledge, leaving the audience wondering whether the contestants read almanacs for fun. The questions in Family Feud, by contrast, are accessible and engrossing because there is no correct answer, only popular ones. It democratizes truth—you could call it the first postmodern game show.

Shah realized that Family Feud contestants experience scarcity: they must respond under time pressure, with very limited time to think. Regular trivia questions require that you recall an answer—either you know it or you don’t. On Family Feud, the questions require a different, more creative approach. When asked, “Name something Barbie would sell,” you sort through various candidate responses. You might think of things associated with Barbie and see if any of them might be sold. You could also think of things people typically sell and see if Barbie owns any of those. Each path leads to different answers, from “Ken” to “car.” These answers are mere guesses: the potential popularity of each must then be contemplated. Time pressure means fewer paths can be followed, and less time can be devoted to gauging each answer’s potential. Unlike busy people who measure scarcity in days or hours, Family Feud contestants measure it in seconds. Instead of deciding which project to work on first, they must quickly decide how to come up with the most popular answers.

We recruited Princeton undergraduates to play Family Feud in a controlled setting. Participants played several rounds in a fixed amount of time—the amount of time they were allocated determined their “wealth.” The “rich” had more time; the “poor” had less. In every round, they saw a new question. At the end of all the rounds, the total number of points they accumulated was converted to dollars.

Having created the rich and the poor, we added the element of real interest to us: we gave them the option to borrow, with interest. Each additional second they chose to use on a round cost them two seconds deducted from their total time. We also allowed them to “save”: if they finished a round early, the remaining time was “deposited” back into their total.

The poor focused. Per second, they were more effective than the rich; they made more guesses and earned more points. This was especially true in the later rounds, as they were running out of total time: the poor made 50 percent more guesses per second and earned more per guess. Had the rich stayed as intensely focused as the poor, they could have earned many more points. Since we gave the rich more than three times as many seconds, they could have played three times as many rounds and earned three times as many points. Instead, they only earned 1.5 times as much as the poor. Further analyses confirmed that none of the reasons that might come to mind—that the rich, who played longer, were getting bored, or that the best guesses come in early in each round—could explain these results.

The poor were more effective because they tunneled. As a result, they borrowed much more than the rich. Despite the high interest rate, loans looked extremely attractive in the tunnel, much more attractive than a view from the outside would warrant. So the poor resorted to borrowing often, to help themselves right now. But in the end they were hurt by it. When we took away the ability to borrow—you now played each round as best you could and then moved to the next one—the poor earned 60 percent more points; the rich were unaffected.

In another version of the experiment, we re-created a payday loan trap akin to Sandra’s experience. The Family Feud poor rolled over the loans just like payday borrowers. Their debt would start getting repaid on the next round, making it just a tiny bit shorter. As subsequent rounds got shorter and shorter, subjects felt the need to borrow more seconds. Early borrowing created a vicious cycle for the poor. Pressed for time, too rushed to make productive guesses, they borrowed more. Most of their time was just going to paying off early loans (plus interest). And as before, when they were permitted to borrow, the poor did much worse than when they were not allowed to borrow, an effect that was missing for the rich.

This study shows the intimate link between success and failure under scarcity. The contestants in Family Feud borrowed most when they were being most productive, when they were most engaged, when they really felt they needed more time. In a sense they were right to borrow: those extra seconds had a good chance of paying off. In another sense, they were wrong to borrow because that payoff did not compensate for the interest rate incurred. What they noticed in the tunnel—an extra second could really help right now—was accurate. Their mistake was to neglect what was outside the tunnel: how much would this extra second cost later in the game? It is worth noting that both the rich and the poor showed this pattern of borrowing when they were particularly productive and pressed. It’s just that the poor, with their fewer seconds, were in that state a lot more often.

So why did the poor borrow more? Are these results due to tunneling or to something else? Perhaps time pressure leads people to borrow in a panic. After all, it’s not every day that you find yourself having to answer questions in fifteen seconds. We have replicated these findings in numerous other contexts. In the Angry Blueberries study from chapter 1, we also allowed for borrowing. And we found that the blueberry-poor subjects—facing no time pressure—borrowed more blueberries and were hurt by the ability to borrow. Focus again played a role: those who took more time on each shot were more likely to borrow: the more engaged, the more they borrowed. We have tried this in many such games, and the results are consistent: scarcity, in whatever form, always leads to borrowing.

Or perhaps our results are due to a general myopia. For example, researchers have documented a bias toward the here and now, which they call hyperbolic discounting, or present bias. We overvalue immediate benefits at the expense of future ones: this is why it is hard to save, to go to the gym, or to do your taxes early. Of course, present bias would also generate borrowing. Perhaps the poor borrow simply because they are more present biased. In fact, some have tried to explain actual borrowing in the world using this argument. What is striking in our data is that subjects were randomly assigned to be poor: they were no different from the “rich” except for the flip of a coin. Clearly, both groups in this study, rich and poor, should show an equal amount of present bias. In fact, any attempt to analyze myopic thinking at the level of personal differences between rich and poor—whether differences in present bias or otherwise—would need to somehow explain how scarcity led to borrowing in our present contexts, where rich and poor were created at random and could not have been more alike.

These studies support our more general hypothesis about the world: the reason the poor borrow is poverty itself. No need to resort to myopia or to financial ineptitude for an explanation. Predatory lenders may certainly facilitate this type of borrowing, but they are not the source. The powerful impulse to borrow, the demand for high interest and potentially spiraling borrowing, the kind that creates a slippery slope and looks so ill advised, is a direct consequence of tunneling.

Scarcity leads us to borrow and pushes us deeper into scarcity.


NEGLECTING THE FUTURE

Imagine you are working under a tight deadline. Suddenly, after weeks of planning, your report is due tomorrow, and you are not quite there. You scramble all night, do all you can, but there are a couple of references you just can’t trace. Not in time for tomorrow, anyway. So you submit the report to your boss as is, hoping for the best. And you move on to other pressing matters. The following week, hours before an important trip, you receive a note from your boss: “There are missing references in the report—I need them immediately!” Like a boomerang, that quick fix has come back at you, at the worst moment. Like borrowing, behaviors such as these look attractive inside the tunnel but have potentially spiraling consequences outside it: they can dig you deeper into scarcity.

Two organizational researchers illustrate this with the story of a steel cord manufacturer.


Because machine uptime was important, the company encouraged maintenance engineers to respond to breakdowns as quickly as possible [emphasis added]. Even so, overall performance didn’t improve. Only after the company started keeping and analyzing records machine by machine instead of person by person did it realize [why]. Engineers … would make a quick fix and move on to the next machine. Each … breakdown [was] patched three times before it was finally solved.

 	

In a way the engineers were doing exactly as asked: they were solving problems quickly. Management, you might think, had committed a classic mistake. As organizational researchers would describe it, they were “paying for A while hoping for B.” They were asking for speed while hoping for speed and quality. However, this was not simply a case of misaligned incentives; the workers in this case would likely have taken this quick fix even if they were their own bosses. When working to finish things quickly, the engineers tunneled. Inside their tunnel, a quick fix was just the thing needed. Cutting corners was the perfect solution; the cost would only show up later. Much like an expensive loan, a hastily patched solution looks attractive within the tunnel. It saves us something today even as it creates greater expenses in the future. And we will then have more to do, more things to fix, more bills to pay. Patching is a lot like borrowing, a failure to invest and to commit the resources now so that the job is done correctly.

People short on money also patch together short-term solutions. You need a washer but are short on cash? Buy the cheapest appliance. It is, of course, less durable, but that problem falls outside the tunnel. When your tire goes flat, you may literally opt for a cheap patch rather than get a new tire. You know that a patched tire is less advisable, less safe, and less durable than a new tire. But that, too, is outside the tunnel. For now, inside the tunnel, the patch makes life a lot easier. Like a quick fix that saves time now, these are all quick fixes that economize on money today. And as the patches accumulate—for the engineers, the report writers, and the poor—so too do the long-term costs.

The author Steven Covey finds it helpful to classify tasks according to whether they are important and whether they are urgent. He notes that busy people spend their time on tasks that are both urgent and important. This is what it means to be working on a deadline. We get a burst of output working on the tasks that matter and that are due very soon. We would call this a focus dividend.

At the same time, he argues, busy people tend to neglect the important but not urgent tasks. These are tasks that can always be put off until later. And so we do. Nowhere do we see this more clearly than in the state of our offices or our homes. When we get very busy, our homes and offices become very messy. There is always something more pressing than keeping order, which is never truly urgent. Of course, we don’t make a conscious decision to have a messy life. Instead, the messy surroundings just “happen” while we attend to what’s urgent. The messy home or office is the result of a sequence of small choices, mostly passive, effortless, and unnoticed. Rushing to a meeting, you drop a stack of mail on top of another stack of papers. Getting to the phone, you leave the book you’re reading open on the sofa. Lots of little things, at the end of which there’s a mess. While not urgent, it is important. It is less productive and less pleasant to work and live in a messy space.

Putting off an important but not urgent activity is like borrowing. You gain time today by not doing it. But you incur a cost in the future: you will need to find time (possibly more time) to do it at some later point. In the meantime you may pay a cost for not having done it or lose the benefits that taking care of it could have brought. Having a messy office makes your work just that much less productive. You spend a whole lot of time trying to find those papers under the mail. Every day you incur a little cost. The cost is never big enough to make the thing urgent, as a deadline might. Instead, the neglected office bleeds you by a thousand little cuts.

Scarcity, and tunneling in particular, leads you to put off important but not urgent things—cleaning your office, getting a colonoscopy, writing a will—that are easy to neglect. Their costs are immediate, loom large, and are easy to defer, and their benefits fall outside the tunnel. So they await a time when all urgent things are done. You fail to make these small investments even when the future benefits can be substantial.

The tendency to put off important but not urgent choices shows up in money as well as time. Here is one example. Rag collectors in India travel around town looking for old clothes and cloth pieces being tossed away that can be sold for reuse. It is, as you might imagine, a low-income job: a typical collector earns less than a dollar a day. But it is also a low-investment job: besides labor, the only equipment is a pushcart, which might sell for $30. And yet most rag collectors do not own their pushcart; they rent it, for $5 to $10 a month. Most collectors would like to save up for a pushcart but never quite manage to do that.

Investing in a pushcart is an important but not urgent activity. Like keeping your office clean, it has benefits in the future, but it can always wait; it is not essential right now. The irony, of course, is that if a rag collector had the pushcart, he would have one less expense (the rent), and some of the other pressing expenses wouldn’t be as hard to deal with. Of course, that is true for your office as well—if it were better organized, you’d be saving time and end up less rushed. (And with more time to clean the office.) The pushcart is but one of many examples that poverty researchers can point to: even when returns are high, the poor, who need those returns more than anyone, fail to invest in ways that cannot be explained by weak financial institutions or a lack of skills.

If all this sounds vaguely familiar, it may be because you have heard it discussed in politics. A similar focus on the urgent at the expense of the important has long been observed in the workings of governments that, over decades of tight budgeting, have slashed spending on infrastructure. The upkeep of bridges, for example, is a critical investment. Yet it is one that is all too easy to put off when budgets are tight and cuts are needed. Decaying bridges are important but not urgent, and so, according to a 2009 report issued by the American Society of Civil Engineers, approximately one in four rural bridges and one in three urban bridges in the United States are deficient.


FAILING TO PLAN

These various behaviors share one obvious feature: people are behaving myopically. This leads to the most basic implication of tunneling. When we focus so intensely on making ends meet now, we plan less effectively for the future. Of course, studies have shown that planning is a problem for all people. But scarcity makes this problem a whole lot worse.

Think of it this way. On a good day, you might start by looking at your calendar, taking a moment to gauge what’s ahead of you today, maybe even getting a sense of what the week holds. Being aware of what is coming allows you to mentally prepare for it, to anticipate a challenging conversation or remind yourself of details so you don’t walk into a meeting cold. In contrast, on a busy day you dive right in. You do not step back and scope out the day. You are not quite sure who’s at the meeting or what it’s about. And it’s not only for lack of time. You may have a little time to work, but your mind is so focused on everything that needs to get done that your vision is obscured. You do not look past the first few meetings to what follows later.

Stepping back, detaching from the moment, and thinking ahead requires a wider perspective and some cognitive resources. Thinking about the bills due next month, the other income sources you might anticipate, the new time commitments that might arise, all require some leftover cognitive capacity. With the mind focused on present scarcity, looking ahead risks becoming yet another casualty of the tunneling tax.

Could we re-create this in Family Feud as well? As before, subjects were asked to play several rounds. Once again, some were rich (they had many seconds per round to play) and some were poor (they had only a few seconds). But now we gave subjects a chance to look ahead a little, to prepare for future rounds. Half were given a preview of the next round’s question. They could think about that question in parallel to thinking about the current one. They could look at it and decide to save or borrow because they think they ought to spend more or less time on it.

The previews helped. To be more accurate, they helped the rich, who looked ahead, took advantage of the information, and scored more points. The poor, on the other hand, did no better with the previews. They were so focused on the current round that they did not expend the mental resources required to look ahead. Scarcity kept them tied to the present, unable to benefit from a glimpse of what the future might hold.

A common theme stretches across many forms of the tunneling tax. Scarcity brings about behaviors that make us shortsighted. We ignore the (future) health cost of eating out when we are busy. We do not think about the implications of paying back payday loans (in the future) when we are tight on cash. We do not consider the (future) benefits of keeping our offices clean when working on a deadline. Of course, there will be exceptions, things that grab our minds no matter where we are. You may forget a meeting today while busy contemplating your wedding a year from now. That’s part of the beauty of the human mind. But by and large, the problems of scarcity press on us today. Tomorrow we may also be poor (in time or money), but that is another problem, left for another day. The scarcity that captures us is now, and it yields a tunneling tax and makes us act myopic.

But what is remarkable in this account is that myopia is not a personal failure. Tunneling is not a personal trait. It would be foolhardy, after all, to call Sandra myopic. She rose from a Head Start program to become employee of the year at UNC-W and a board member of Head Start. Similarly, we would not describe the busy people we know as myopic. And the students in our lab studies probably didn’t get to Princeton through shortsightedness. Many of the busiest people who borrow time are the same people who have invested years in demanding careers and planned carefully how to get ahead. In fact, as far as personality traits go these people are anything but myopic; rather, it is the context of scarcity that makes us all act that way.

Tunnels limit everyone’s vision.
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The Scarcity Trap


Everywhere is walking distance if you have the time.

—STEVEN WRIGHT



Koyambedu market in Chennai, India, is a spectacle. Sprawling over forty acres, it is crammed with 2,500 shops that sell everything from mangoes to marigolds. Tens of thousands of buyers flow through its colorful displays like one long rush hour on the subway. There is a lot to catch the eye. But perhaps the most interesting thing there is also the easiest to overlook.

In the hours before dawn, the street vendors arrive at the market. Anyone who has been to the world’s poorer cities has seen and probably bought from a street vendor. In Chennai, they sit on the roadside, sometimes with a small stall but more often with only a blanket, hawking vegetables, fruits, or fresh flowers. Their business model is simple. A typical vendor buys about 1,000 rupees ($20) of stock in the morning. She sells it throughout the day for about 1,100 rupees, turning a gross profit of 100 rupees (a little over $2). Her business uses two inputs: her own labor and the 1,000 rupees she needs to buy stock every day. Some vendors have 1,000 rupees of their own money, although most (in our data over 65 percent) borrow this money. And the loan does not come cheap: the median vendor pays 5 percent per day on what she borrows. In other words, at the end of the day, half of the 100 rupee gross profit goes to paying interest. This, the interest rate that the vendors pay on their loans, is perhaps the most fascinating story in Koyambedu.

You might think that only an economist could use the word fascinating in conjunction with the words interest rate, but consider this. Nearly every vendor has a small amount of slack in her budget, something she can cut back on. She may buy a cup of tea, a small food treat like a dosa, or some candy for a child or grandchild. Suppose that instead of spending, say, 5 rupees on these items every day, she used those 5 rupees to purchase her goods. This way, she borrows 5 rupees less each day. It might seem that it would require two hundred days for the vendor to become free of her 1,000 rupee debt this way. In fact, it would only take thirty days. This is the power of compounding (especially when the interest rate is high). Five percent a day compounds quickly.

The magnitude is striking. By cutting back a little, within thirty days the vendor becomes debt free. By becoming debt free, she doubles her income for the rest of her working days. A social program for the poor that doubled incomes in a month would be considered astonishing, too good to believe. And yet while every vendor has access to this “program,” they fail to use it. And persistently so. In our sample, the typical vendor has been borrowing for 9.6 years.

The vendor is trapped. But what is particularly interesting is how she is trapped. We are used to thinking about scarcity as a slice of reality that is handed out. And in some cases, this is true. The difference between someone who lives in the developing world on $1 a day and someone who lives in the developed world on $100 a day has little to do with behavior and everything to do with the geography of birth. But some scarcity—as with the vendors—is partly the result of human behavior. The vendor could be much less poor if she behaved differently.

The vendor’s condition is an example of what we will call a scarcity trap: a situation where a person’s behavior contributes to her scarcity. People in scarcity traps, like the vendor, may inherit components of scarcity that are beyond their control. Had the vendor been born in New York, she would be significantly richer. But we are particularly interested in that part of scarcity that follows from our behavior. And more than that we are interested in how scarcity generates that behavior, in how scarcity perpetuates and often amplifies itself through what we do when in a scarcity mindset.

Imagine two students, Felix and Oscar. Felix spends a good amount of time on work due at the end of each week and turns in his assignments on time. He is busy but relaxed. Oscar, on the other hand, who is equally talented and taking the same classes, is crunched for time. He is working more hours, feels harried, and rushes to turn in his assignments late every week. What makes Oscar so much busier? He is not taking more classes. He is not a less productive person. Instead, Oscar is simply one step behind: he is working on last week’s assignments. Unlike Felix, for whom the material is vivid because he just heard the lecture, Oscar takes extra time reminding himself what the class did last week and trying to keep it apart from (yet not forget) this morning’s lecture. Oscar works harder but gets no more work done. Oscar is one step behind.

You can also be one step behind with money. Imagine now that Felix and Oscar are farmers, planting the same crop season after season. Felix uses his own savings to buy seed, fertilizer, and to cover living expenses until harvest time. Oscar borrows money for the same purposes. Just as Felix the student looked more relaxed, Felix the farmer now looks richer. Oscar has less to spend. Although both Felix and Oscar earn the same income, some of Oscar’s goes to paying off the interest on his loan. Again the problem is that Oscar is one step behind. Felix’s income goes to investing for the next season; Oscar’s income pays off last season’s loan.

These scenarios illustrate how scarcity is not merely about physical resources. In both cases, Felix and Oscar have the same resources available, yet Oscar experiences scarcity whereas Felix does not. In the first case, Felix and Oscar have the same amount of work and time; in the second, they have the same amount of land and income. Their different outcomes come from how those resources are deployed.

This contrast between Felix and Oscar clarifies what we mean by a scarcity trap. Both face clear constraints, but Oscar is trapped into scarcity through his own behaviors. More generally, the scarcity trap is more than a shortage of physical resources. It is based on a misuse of those assets so that there is an effective shortage. It is constantly being one step behind, constantly paying off last month’s expenses. It is a way of managing and using what you have so that it looks and feels like you have even less. An initial scarcity is compounded by behaviors that magnify it.

We often observe scarcity in the world and overlook this feature. We might observe Oscar the farmer continuously borrowing, and we might think, “He spends too much. He cannot save.” We might see Oscar the student work long hours and miss deadlines, and we might think, “He works too much. He should slow down.” But once we understood the logic of the trap, we could then just as easily say, “Oscar spends too little (remember, he is spending less than Felix who has the same land)” or “Oscar doesn’t get enough work done (he works more, accomplishing no more than Felix).” The problem is not how much is being spent but how it is spent. The perpetual borrower is spending less on what he wants; a lot of his income is going to paying off loans. The person who is perpetually behind is spending less time on getting things done; a lot of his time is going to playing catch-up. More concretely, we might look at the vendors and think they have too little money to save. We might think they have too little income. This is of course true. But scarcity traps them for another reason as well.

In this chapter, we describe scarcity traps, how they operate and why we fall into them. And why, like the vendor who does not put aside her 5 rupees a day, we do not do the things that would get us out of the scarcity trap.

CAUGHT JUGGLING

To understand why we stay stuck, we must first understand an overlooked feature of scarcity traps. In our own work we first encountered it while doing a project with the economist Michael Faye on jewel loans in the rural villages of Tamil Nadu, India. These loans are the equivalent of pawning jewelry. We were working with a bank in a poor village that was offering jewel loans at 13 percent annual interest, and we were surprised to discover that customers routinely preferred to do business with the local moneylender, who charged a much higher rate, more than 70 percent interest. The prevailing wisdom in the village was that jewel loans were used in emergencies; they were a “last-minute” resort. And the moneylender was always there. He had flexible hours. You could knock on his door on weekends and get a loan, whereas the bank was only open during the week and part of Saturday. But, of course, in an emergency you might not be able to wait. It’s what you would do once you tunneled. It made sense, at least at first.

But then we saw the data on exactly what counted as an emergency. Number three on the list seemed reasonable: medical expenses. Numbers two and one were more puzzling: school fees and seed purchases. People presumably knew long in advance when school fees would be due and when they would need money for planting. How could that have been an emergency? In fact, when we dug deeper, even some of the medical expenses were not real emergencies; the money was being spent on planned surgeries such as cataracts or childbirth. Why were people reacting to these events only at the last minute? Why were they treating routine, scheduled events as if they were shocks?

Surely you must have experienced this before. When you are focused on making ends meet this week, you are not dealing with the details of what next week holds. And then, when next week arrives, some things it brings, which you should have anticipated, surprise you. You missed the one-week-prior-purchase discount on an airline ticket you long knew you needed, or you report to your spouse with embarrassment that there are no longer any tickets available for a show you enthusiastically agreed to go to long ago. At work, after frantically finishing one project, you are stunned to realize you have only two days left to work on another. Only recently that deadline was weeks away. What you always “knew” is now a rude surprise.

Play this out over time and it leads to what we call juggling: the constant move from one pressing task to the next. Juggling is a logical consequence of tunneling. When we tunnel, we “solve” problems locally and temporarily. We do what we can in the present, but this creates new problems in the future. The bill today generates a loan, which becomes another (slightly bigger) bill in the future. The cheap medical treatment works for a while, but we will need more expensive medical attention later. With many balls in the air, we focus on the ball that is about to drop when we tunnel. Sometimes we solve the problem for good. More often than not, we catch the ball just in time, only to toss it back in the air again.

Juggling is why predictable events are treated like shocks. When you juggle, you tunnel on the balls that are about to drop, and you neglect those high in the air. When those balls “suddenly” descend, they are news to the tunneled juggler, a shock if you will. An observer might see the ball coming down for quite some time. As disinterested parties, we can see school fees looming. To the poor juggling their finances, they only become real when they are imminent.

This way of managing scarcity leads to a messy balance sheet. As we reach repeatedly for the most proximate solution to the most immediate problem, over time these short-term fixes create a complex web of commitments. The result is a messy patchwork of assets and obligations. For the busy, this means burdened and contorted schedules of the kind we talked about in the opening chapter, with “near toppling” piles of to-dos and double-booked appointments. For the poor, it means complicated financial lives. Detailed research in the fascinating book Portfolios of the Poor shows that the poor use about ten distinct financial instruments on average. In Bangladesh one instrument—a short-term interest-free loan—was used more than three hundred times by forty-two households in one year. At any point in time, the poor in these surveys owed and were owed money from numerous sources, a patchwork that was created through months and even years of tunneling on the moment’s most pressing problem.

Decisions—whether about a new purchase or a new investment—must now navigate this increasingly complex patchwork. The legacy of previous choices makes each new one even more challenging. By juggling we—through our own behavior—make the problem more complex. The messy balance sheet of the scarcity trap increases the complexity and challenge of making ends meet.

Juggling is not about being busy in time. In some places, the poor hold multiple jobs and are truly busy. But in other places, they have plenty of free time, and they still juggle. In farming the end of the harvest cycle is when there is the most juggling. This is the time when the income from the previous harvest has run out. This is when, in our studies, people showed lower fluid intelligence and diminished executive control. At the same time, this is when farmers have little to do other than wait for the crops to be ready. Time-use data suggest they work very few hours those days. And yet there is a lot of juggling happening. Juggling is not about being harried in time; it is about having a lot on one’s mind. Much of one’s bandwidth ends up being devoted to the balls in the air that are about to fall.

These two features—being one step behind and juggling—define the scarcity trap. Life in the scarcity trap is about having even less than you could have. It is about playing catch-up, dealing with each ball just before it lands and the messy patchwork that emerges as a result. And much of this is a consequence of behavior under scarcity, which raises an obvious question. Why? If there are several ways to manage a fixed resource, why do we get stuck with one that is so terribly inefficient? Why do we not get out of the trap?


GETTING OUT

We have already seen one primary reason we stay stuck in scarcity: tunneling leads us to borrow. And when interest rates are high—such as with the vendors—then this very basic impulse creates more scarcity. This is not just the story of the vendors; it is also the story of Sandra and her payday loans from chapter 5. Though this mechanism is powerful, the psychology of scarcity makes it hard to get out of the trap for other reasons as well.

Getting out of a scarcity trap first requires formulating a plan, something the scarcity mindset does not easily accommodate. Making a plan is important but not urgent, exactly the sort of thing that tunneling leads us to neglect. Planning requires stepping back, yet juggling keeps us locked into the current situation. Focusing on the ball that is about to drop makes it terribly difficult to see the big picture. You would love to stop playing catch-up, but you have too much to do to figure out how. Right now you must make your rent payment. Right now you must meet that project deadline. Long-term planning clearly falls outside the tunnel.

And, of course, perhaps most important, future planning requires bandwidth, which scarcity taxes heavily. The Koyambedu vendor is preoccupied each day with a dozen considerations. How much of each vegetable and fruit should she buy and at what quality? What goods does she have left to sell, and can this stock keep overnight? Why has this been a slow day, and will it stay that way? Every business owner has these kinds of thoughts. The well-off business owner, who can afford the occasional mishap, makes these decisions and moves on. For the vendor, though, these thoughts linger. They burden her bandwidth, and as such her mind keeps going back to them even after she thought she had made a choice. Should she really stock up for next week’s festival? Is she taking a big risk? Thoughts like these tug at her mind. They create, as we have seen, a very real bandwidth tax. It is hard under those circumstances to focus on formulating a plan for escaping her scarcity trap.

To make matters a lot worse, the actual plan needed is significantly more complicated than the simple one we sketched. Is putting aside 5 rupees every day the right strategy? Should she put aside more on some days? What about days where she really needs the money? As always, this is not unique to the vendor. In the introduction, we described a simple “plan” for Sendhil and Shawn to get out of their predicaments: say no to all new commitments or new purchases. A real plan would be much more difficult to formulate. Should Shawn really not incur any new expenses? What about expenses that might save money in the long run, like a dental checkup or new tires for the car? And which debts get paid down first? The most immediate? The oldest? The biggest? Juggling and the scarcity trap make for a messy patchwork of obligations. Unraveling the best way out is no trivial challenge.

Finally, even if a plan were formulated, implementation can prove difficult. As we have seen, the best of intentions often fail to be realized. In the moment, faced with a particularly appealing project or purchase, we often can’t resist saying yes. Following through on a plan requires bandwidth and cognitive control, and scarcity leaves us with less of both.

Juggling makes getting out even harder. The unexpected happens. You have finally made a plan to climb out, and suddenly you are hit with a ticket for an expired car registration. Reregistering had been put off, one of the many balls tossed back in the air. Now it has landed. One more obligation, and you are back into the scarcity trap.

All this is complicated by the lack of slack. Suppose the vendor judiciously avoids spending on almost everything, day in and day out. She is vigilant and controlled and is accumulating cash as described. Then one day, out of so many days, she slips and makes one impulse purchase. She gets distracted, she miscalculates, something looks so worthwhile; after all, the money is there. And now weeks of mental effort and physical restraint are all lost. Escaping the scarcity trap does not merely require an occasional act of vigilance. It requires constant, everlasting vigilance; almost all temptations must be resisted almost all the time.

Now, might not willpower build up with practice? Might not the poor, having to exercise it constantly, develop stronger willpower? There is little evidence to show that willpower capacity increases with use. (Think of how ironic this would be relative to common belief: the poor having greater willpower!) And even if poverty did increase willpower, there is reason to think that this still may not suffice to yield the near infallibility required. Be that as it may, there is instead fairly good evidence to the contrary.

Recent research shows that self-control may actually get depleted as we use it. One study, for example, put dieters in a room with some highly tempting snacks (Doritos, Skittles, M&Ms, salted peanuts) and gave them a computer task to perform. For some, the snacks were placed, highly visible, on the table right next to them. For others, the snacks were far away, out of mind. Having completed the computer task, subjects were given access to large containers of ice cream. Those who had been sitting next to the snacks, continuously resisting the urge, finally caved. They ate significantly more ice cream than those who were less tempted by the distant snacks. Researchers in this field have likened willpower to a muscle, which fatigues with use. By this account, a persistent need to resist temptation would deplete, making it all the more difficult to escape the scarcity trap.


THE ROOT OF THE PROBLEM

Scarcity traps are particularly poignant because there is a feeling that with just one infusion, having just once gotten rid of all debt, a person can break free of the cycle. “If only I had a bit more time,” bemoans the person who is perpetually behind, “I could get things done and then stay ahead.” For the vendor, if only she could get the cash to buy the fruit (rather than having to save it up in tiny installments), she would be out of the debt trap, and her income would double. In all these cases, a one-time infusion of resources would appear to solve the problem.

To see what happens, we decided to give the vendors at Koyambedu the cash they needed. Working with the economist Dean Karlan, we ran a study with hundreds of vendors. Half of them we simply followed for a year, recording their finances. We gave the other half a way out of the trap: we bought out all their debt. Overnight, we converted them from borrowers to potential savers. And their incomes effectively doubled.

We wanted to understand the how and why of scarcity traps. Consider, for example, some of the explanations usually given for why the vendors find themselves in a debt trap. One possible explanation is they would rather borrow than save because they have nowhere safe to put their savings. They may be unbanked and may worry about the safety of cash sitting around, easily to be stolen or expropriated by family members. If that were the case, then when we gave them the cash, they ought to have quickly bought something durable and safe with it, and then gone on borrowing. Which might have returned them to the scarcity trap eventually.

Another possible explanation is that the vendors are simply myopic: they are stuck in the debt trap because they do not think enough about the future. This view, it seems to us, cuts against the grain. The vendors wake up at 3 a.m. to ride in a crowded auto rickshaw for forty-five minutes to buy their wares; they spend all day in the hot sun. These hardly sound like the actions of a myopic person. Still, one might argue that at least in their finances the vendors focus too little on the future. If that were the case, then once we gave them the cash, the money would be squandered. You can imagine how quickly someone who is myopic would spend a large sum of money. The vendor would quickly find herself back in the debt trap.

For a third explanation, suppose the vendors simply failed to understand the power of compounding. After all, the fact that it would take only thirty days to become debt free—how quickly the interest payments add up—was a surprise to us; perhaps it would also be a surprise to the vendor. To a vendor who would rather borrow and who does not appreciate the cumulative cost of her borrowing, the daily loan appears cheaper than it is. Since giving her the cash will not have altered her perception of compounding, she should continue to find the loan cheap and will soon fall back in the debt trap.

We thought there was quite a bit to be learned by simply giving the vendors the one-time infusion needed to break free of the debt trap. We then tracked the behavior of the now debt-free vendors over the following year.

During the first few months, the deft-free vendors did not fall back into the debt trap. They did not blow the cash on unwise expenses. They did not decide to store it in some other format for safety. They did not start borrowing again. It looked as if they now saw the hazards in the debt trap and persisted in staying out of it. This largely accords with the qualitative data: the vendors seemed to fully understand that being one step behind was costly. Like the busy person behind on his obligations, they seemed to be fully aware that they were paying a steep price for living in the scarcity trap.

But that was not the full story. In the ensuing months they fell back, bit by bit. Or, rather, we should say one by one. By the end of the year, they all had accumulated as much debt as those whose debt we had left alone. So while the standard explanations are not supported by the data—the vendors do not fall back right away—neither is the view that those in a scarcity trap just need a one-time infusion to rid them of the debt.

How are we to explain this behavior? Why do the vendors eventually fall back? What is it about the scarcity trap that operates so dramatically to alter their lives again, even after they have been given enough money to double their incomes?

SHOCKS

The core of the problem is a lack of slack. Even after our cash infusion, the vendor is still living on less than two dollars a day. After all, her income must feed more than just herself. When packed so tightly, suppose she hits a bump in the road—a relative’s wedding comes up and she has to buy a gift. In a place like India, social custom dictates buying a big-enough gift, so how this bump is managed partly depends on whether the vendor is in a debt cycle or a savings cycle.

In a debt cycle, the vendor faces a difficult challenge. She must make trade-offs: what to give up to buy the gift? Or perhaps she’ll simply buy a smaller gift. She tunnels, but credit is not much of an option; she is already using the moneylender to buy fruits and vegetables. She weathers the storm by sacrificing what little she can. She may feel the pain of what she has to sacrifice to buy the gift and may feel ashamed at the meager gift she is able to afford.

Now picture the vendor in a savings cycle, after we’ve absolved her of the debt. When she faces the sudden need to buy a gift, she also tunnels. She must address this pressing need. And for her there’s an “easy” solution at hand: she has cash sitting around. Of course, it is for emergency needs only, but this is one. She can borrow her working capital and use the available cash to handle the wedding gift. How will she exit another debt cycle? What are the costs? By now we know the answer to those questions: “I can’t worry about that now.” Those concerns fall strictly outside the tunnel.

In this view, the vendor falls back into the scarcity trap because she did not have enough slack in her budget to weather the shocks she faces. Shocks bigger than her slack push her right back into the psychology of scarcity. And once there, one of the first casualties is savings. Though such evidence is never direct, the data from the vendors support this interpretation. The vendors do not fall back immediately but gradually, one by one, as if being picked off, exactly what you would expect as shocks hit them sporadically. In many cases the vendors reported a shock as the trigger for their renewed borrowing and eventual decline.

All this should be very familiar, when you think of it in the context of time. Imagine we give someone who is very busy and perpetually behind a gift of time: overdue obligations disappeared, all outstanding time commitments resolved. This formerly overwhelmed but now just very busy person might stay ahead for a while. But eventually she, too, will likely slip up: an unexpected glitch on a large project, a medical setback at home, just plain lethargy and a momentary loss in productivity—and she suddenly finds herself behind again.

Any slight instability is a threat hovering over a life lived at the edge of a scarcity trap, because with little slack to absorb it, instability is almost certain to be felt. In Portfolios of the Poor, the authors observe that the lives of the poor are full of instability and shocks; that those living on $2 a day are not able to come by $2 every day. They have some $3 days and some $1 days. Life at the bottom is volatile. In the United States and other developed nations, that volatility may be lower, but it is still pronounced. The poor face variable income from many sources. They often have multiple jobs, all potentially intermittent. Many of their jobs are by the hour, and hours vary quite a bit. And, of course, job loss is always a serious possibility. Sudden expenses—a broken-down car or illness—also pose a problem. Consider the following account, drawn from interviews at a community college in New Mexico:


[Automotive] repairs themselves are unexpected expenses. These respondents describe repair bills in the hundreds of dollars, which represent a significant percentage of their reported monthly incomes. To pay for these repairs, respondents borrow money from friends and relatives, seek financial assistance … or wait for anticipated, lump-sum financial windfalls, like academic financial assistance.



What matters most is the slack available to weather each new shock. This is why instability can have such an impact. Without enough slack, where do you get the money to fix your car when it breaks down? If you had liquid savings, you would use those. If you were well off, you would just cut back on other consumption, perhaps forgo that expensive dinner you’d been planning for the weekend. If you had a second car, you would perhaps delay making the repair until you carefully secured the money to fix this one. These are all easy or cheap options. But when you lack savings or a second car, and have no dinners to cancel, this becomes a serious challenge: where will you get the money? At that moment, you tunnel. You borrow. You start on a path back into a scarcity trap.

All this suggests that we should deepen our notion of scarcity. Scarcity is not merely the gap between resources and desires on average. Even if, as in the case of the vendor, there are many days with slack, it is the days of scarcity that matter. To be free from a scarcity trap, it is not enough to have more resources than desires on average. It is as important to have enough slack (or some other mechanism) for handling the big shocks that may come one’s way at any moment. Social scientists—and especially economists—have understood for quite some time the importance of uncertainty in affecting outcomes. We know that uncertain returns can reduce investments, that uncertain income streams can create anxiety and reluctance. The present discussion, however, places a different perspective on uncertainty and instability in the context of scarcity. It says that periods of scarcity can elicit behaviors that end up pulling us into a scarcity trap. And with scarcity traps, what would otherwise be periods of abundance punctuated by moments of scarcity can quickly become perpetual scarcity.

This, incidentally, does not mean that the only way to avoid scarcity traps is to have wealth large enough to weather all shocks. It does not mean that the only way to solve the vendor’s problem is to give her even more money. Rather, this discussion highlights the need for instruments for buffering against shocks. If the vendor had a low-cost loan or a liquid savings account—to be accessed solely for emergencies—that would give her the slack she needs in those critical moments of no slack. Similarly, insurance against some of these shocks would also solve the problem. Of course, many have realized the benefits of such buffers. But the benefits appear to be far larger than we had anticipated. These become buffers not merely for managing risk. They are also bulwarks against slipping back into the scarcity trap.


FEAST AND FAMINE

We can blame the vendor’s relapse into a scarcity trap on the shocks that befell her, but we can also look to the lack of a buffer. Since she knows she faces a volatile environment, why not put money aside as a precaution during better times? Of course, vendors in India are not the only ones guilty of this mistake. The poor around the world have far too little liquid savings. As we mentioned earlier, studies report that half of all Americans say that they cannot get $2,000 in thirty days if they faced an emergency. And the data show that the poor, who are exposed to more shocks, tend to have even less liquid savings.

Looked at this way, the vendor’s problems began well before the shock. The seeds of the scarcity trap were sown during a period of at least relative abundance. And the same dynamic appears to happen with time as well. You work feverishly to finish a project; you are behind, and life is miserable, and you vow never to do this again. When the deadline passes, you finally come up for air. The next deadline is weeks away. Thank goodness, you can now relax. A few weeks later, you wonder where the time went. You are once again frantically working against the clock. Like the vendor’s scarcity, your scarcity originates with mistakes made during periods of relative abundance.

During periods of abundance, we waste time or money. We are too lax. In the harvest study from chapter 2, the farmers were poor before harvest, but they didn’t have to be. Had they managed their money better after the harvest, they would not have found themselves lacking toward the end of the harvest cycle. They were poor right before this harvest only because they had mismanaged their finances when they were still flush. This is different from the problem of borrowing while poor. This is about waste when money is abundant. The result is an avoidable cycle punctuated by recurring periods of abundance followed by threatened periods of scarcity.

We have so far focused on problems caused by the scarcity mindset. We tunnel and we neglect. Our bandwidth is taxed, and we are less farsighted and more impulsive. All this might inadvertently suggest that during periods of abundance we are perfectly calculating and farsighted. Of course we are not. Decades of research have shown that even—no, especially—at the best of times we are prone to procrastination, an exaggerated focus on the present, and bouts of fuzzy optimism. We put off work that needs to be done. We squander money that should have been saved. We misallocate our abundance, saving and accomplishing too little sufficiently to insulate from scarcity that might come. Of course, both the rich and the poor do this. But the rich, because they have slack, come out fine, whereas the poor and the busy, carrying on with too little slack, are one shock away from falling into a scarcity trap.

Staying clear of the scarcity trap requires more than abundance. It requires enough abundance so that, even after overspending or procrastinating, we still leave enough slack to manage most shocks. Enough abundance so that even after extensive procrastination, we still have enough time left to manage an unexpected deadline. Staying out of the scarcity trap requires enough slack to deal with the shocks the world brings and the troubles we impose on ourselves.

Tying all this together, we see that scarcity traps emerge for several interconnected reasons, stretching back to the core scarcity mindset. Tunneling leads us to borrow so that we are using the same physical resources less effectively, placing us one step behind. Because we tunnel, we neglect, and then we find ourselves needing to juggle. The scarcity trap becomes a complicated affair, a patchwork of delayed commitments and costly short-term solutions that need to be constantly revisited and revised. We do not have the bandwidth to plan a way out of this trap. And when we make a plan, we lack the bandwidth needed to resist temptations and persist. Moreover, the lack of slack means that we have no capacity to absorb shocks. And all this is compounded by our failure to use the precious moments of abundance to create future buffers.


A DIFFERENT KIND OF SCARCITY TRAP

Picture someone in a new city. In his old town he has many friends, but in this new town he knows no one. After a few days, the solitary existence begins to weigh on him. He talks on the phone with his friends back home, but it’s not the same. He dines in front of the TV, feeling sheepish about going out to eat alone. How does one go about meeting people? He decides to try a dating website, and after a few e-mail exchanges he sets up a date. But as the day approaches, he finds himself increasingly nervous, more nervous than he has ever been before about a date. The date starts badly. He tries to make jokes, but his delivery is strained, and the evening falls flat. He is so preoccupied with what he will say next that he finds it hard to pay attention to what his date says. He realizes he is just trying too hard. The date is a disaster.

This person, you might say, is trapped by social scarcity. His loneliness is making it hard for him to meet new friends and creating behaviors that perpetuate his loneliness. But this scarcity trap is different from what we have considered so far. There is no borrowing; there is no failure to save for shocks. Instead the problems—ruining a punch line or failing to listen—come from trying too hard to be liked, from focusing too much on scarcity.

Studies have shown that the lonely overfocus. In one study, researchers asked people who rated themselves as lonely to talk into a recorder. They had no specific task. They were simply to describe themselves and be interesting. All they knew was that someone else would listen to them later and rate them. Predictably, when raters listened to what the lonely had to say, they were not impressed. They rated the lonely as significantly less interesting than those who were not lonely. This is hardly surprising. You might say, “That is probably why they are lonely.”

Another version of the experiment shows that this interpretation misses something important. In this version, the lonely participants talked into a recorder with one important difference. This time they did not expect anyone to listen and to judge them. They were just talking, being themselves. In these recordings, independent judges now rated the lonely to be just as interesting as the nonlonely. The problem of the lonely was not that they were boring or otherwise unappealing. Their problem was that they performed badly when they thought it mattered. It was not a lack of knowledge, either. Remember the study mentioned in the introduction: the lonely were better at deciphering others’ emotions—that was their focus dividend. But when the stakes are high, they do not use these skills well. You could say the lonely choke. Think back to the situations where you have felt tongue-tied or particularly inept. If you are like us, you probably still remember some of those social situations that you botched exactly because you wanted them to go particularly well.

Of course, choking is not unique to the lonely. Nowhere is choking more transparent than in sports. In basketball, the free throw is among the easiest shots to make. It is not far from the basket and you get to attempt it at your own pace, with no one guarding you. The name itself suggests how easy a free throw is. The world record was once held by a seventy-two-year-old man who made 2,750 free throws in a row. Shooting over 90 percent in principle should not be hard for anyone with enough practice. Yet some players find it inordinately difficult. In the 2002–3 season, the professional basketball player Bruce Bowen typified the problem. That year, he made only 40 percent of his free throws. The problem for Bowen was not a lack of skill, as he was able to make much harder shots. That same season he led the league in three-point shooting, making 44 percent of those shots. A three-point shot is from much farther away and often from a weird angle. It must be shot quickly and often you have another player in your face or running toward you. Yet that season Bowen shot these shots better than free throws.

Any sports fan knows endless stories of the choking player. The basketball player who fails to sink a simple free throw that would have won the game. The golfer whose simple putt somehow goes errant at the time when it is most important. No matter how stellar the play to date, there is always trepidation in those moments. The drama is high exactly because we fear, or perhaps even anticipate, choking.

Researchers now better understand the psychology of choking. Many actions in sports can be done either consciously or automatically. You can think about your arm’s movement while shooting a free throw. You can focus on the follow-through motion of a golf swing. Or you can just do it automatically, with your mind blank. For professional athletes, these activities are so routine that they are remarkably good at doing them automatically. In fact, they are better at doing them automatically. (Next time you run down the stairs, think about the movement of your feet. But please do not hold us accountable if you come close to tripping. Though you are a professional stair user, thinking about the task will make you much less effective at it.) For a beginner, remembering to pull the elbow in on a free throw (or to follow through on a tennis shot) improves performance. The conscious attention helps. For a professional, these are all actions to be done automatically. At this level of skill, extra focus prevents muscle coordination from happening in the quickest, most natural way. Athletes choke because they focus.

Choking is the tip of a much broader phenomenon. Psychologists have found across a wide variety of tasks that performance and attention, or arousal, are linked by an inverted U-curve. Too little attention and performance is weak. Too much attention and the excessive arousal worsens performance again.

[image: image]


For tasks where we are far to the left of the peak, more attention is good. For other tasks—free-throw shooting, if you’re a pro—we can find ourselves on the other side of the curve, giving too much attention. Free throws are hard for some good players because they focus too much. Bruce Bowen did not have time to think about his three-point shots. But free throws gave him far too much time to think. To make matters worse, the more you try not to think about it, the more you do. Psychologists call this an ironic process. When asked to not think of a white bear, people can think of little else.

Returning to the lonely, we now see why they do so badly. They choke exactly because scarcity focuses them. There is an inverted U-shaped curve for conversation as well. Someone who is distracted and unfocused on a conversation is uninteresting. Someone who is far too focused can seem clingy or needy. The lonely do badly exactly because they cannot think about anything besides managing their loneliness. They do badly because they are past the peak of the inverted U. Instead of listening to their partner and making small talk, they are attentively focused on “Do they like me?” or “Will this be the funniest story?” Just as expert free throw shooters do better when focusing less on the free throw, the lonely could do better by focusing less on their social need. Yet scarcity prevents that. It draws the mind of the lonely to just the place they need to avoid.

Dieters face a similar problem. One of the biggest challenges of dieting is self-control. The easiest way to resist an impulse is if you never have the impulse in the first place. If a particular treat does not cross your mind, it is easier to avoid. If it does cross your mind, the sooner you can get it out of your mind the easier it is to resist. Thinking about that delicious dessert only makes things harder. Dieting creates a scarcity of calories, and that scarcity in turn places the dessert firmly top of mind. Studies have shown that food ends up top of mind of dieters and not just because they are hungry but because of the scarcity they face. In one study, the preoccupation with food grew only more intense among dieters who had just eaten a chocolate bar. Physiologically, they had more calories; psychologically, they had now exacerbated the trade-offs they needed to make. Diets prove difficult precisely because they focus us on that which we are trying to avoid.

In both of these cases, the key feature of scarcity—that it grabs attention—turns into a hindrance. Dieters and the lonely struggle with their scarcity precisely because scarcity makes them focus on every detail.


THE SILVER LINING

The poor stay poor, the lonely stay lonely, the busy stay busy, and diets fail. Scarcity creates a mindset that perpetuates scarcity. If all this seems bleak, consider the alternative viewpoint: the poor are poor because they lack skills. The lonely are lonely because they are unlikable; dieters lack willpower; and the busy are busy because they lack the capacity to organize their lives. In this alternative view, scarcity is the consequence of deep personal problems, very difficult to change.

The scarcity mindset, in contrast, is a contextual outcome, more open to remedies. Rather than a personal trait, it is the outcome of environmental conditions brought on by scarcity itself, conditions that can often be managed. The more we understand the dynamics of how scarcity works upon the human mind, the more likely we can find ways to avoid or at least alleviate the scarcity trap.









7

Poverty


Before you criticize someone, you

should walk a mile in their shoes. That

way, when you criticize them, you’re a mile

away and you have their shoes.

—JACK HANDEY, SATURDAY NIGHT LIVE WRITER



Poverty is surely the most widespread and important example of scarcity. The breadth and depth of poverty in the modern world is striking. UNICEF estimates that 22,000 children die each day due to poverty. Nearly one billion people are so illiterate that they cannot even sign their names. Half the children in the world live below the global poverty line. Roughly 1.6 billion people live without electricity. Even in a country like the United States, poverty is stark. Nearly 50 percent of all children in the United States will at some point be on food stamps. About 15 percent of American households had trouble finding food for the family at some point during the year.

We have thus far treated the varieties of scarcity as if they were interchangeable. We have bounced from dieting to deep poverty to time pressure with little concern for the differences. This, after all, is our thesis. If scarcity evokes a unique psychology irrespective of its source, then we are free to treat the varieties of scarcity all the same. If there is a common psychology of scarcity, shouldn’t everything we observe about the poor also hold for the busy or for dieters?

Just because the different forms of scarcity share common ingredients does not mean they will have similar outcomes. In chemistry, the same basic elements can produce different compounds, depending on the proportions. Carbon and oxygen can form carbon dioxide—an essential ingredient for the cycle of life—or they can form carbon monoxide, a deadly pollutant. Same ingredients, very different outcomes. Our analysis of scarcity follows a similar logic. There are the common ingredients: tunneling, borrowing, a lack of slack, the bandwidth tax. But these play themselves out in different ways, depending on the context. In the case of money scarcity, borrowing is an obvious feature. In the case of loneliness, however, it is unclear what borrowing even means. That particular ingredient, like that additional atom of oxygen, is simply missing in the case of the lonely. The ingredients of poverty create circumstances that are particularly hostile to the scarcity mindset.

A well-to-do professional who is very busy is in that situation because he has taken on many projects. He would be less busy if he simply took on fewer. He could, in effect, choose to have less scarcity. The extent of his scarcity is, to some extent, discretionary.

This discretion provides a critical safety valve that can limit scarcity’s stress and damage. The tourist frantically trying to see Italy in a week can only get so worked up about her scarcity of time. At some point, she may simply say, “Forget this, I’ll just see the Colosseum on another visit,” or, “I’ll stay another day in Rome and see less of the south.” This safety valve limits the damage and depth of the scarcity trap. For those who have some discretion, the scarcity trap threatens but only so much. The overcommitted can miss a few deadlines. Dieters can take a break from their diet. The busy can take vacations.

One cannot take a vacation from poverty. Simply deciding not to be poor—even for a bit—is never an option. There is no equivalent in the world of poverty to the dieter deciding to live with being overweight or the busy person giving up on some of his ambitions. It would be silly to suggest that the rural poor in India should cope with money scarcity by simply moderating their desires. Basic desires, for clothing, freedom from disease, even modest toys to bring joy to one’s children, are significantly harder to cast off. The poor are not alone in having mandated scarcity. The dieter who faces a serious medical condition, the profoundly lonely, and those who are busy because they must work two jobs to pay the rent all have little choice. A lack of discretion makes for a particularly extreme form of scarcity.

This discussion clarifies what we mean by poverty. We mean cases of economic scarcity where changing what you want, or think you need, is simply not viable. Some of these hard-to-change needs are biological, such as hunger for the subsistence farmer, and some are socially constructed. What we feel we need depends on what others have and on what we’ve gotten used to. Indoor plumbing, for example, would hardly make anyone in the developed world feel terribly lucky these days, yet it was pretty much inconceivable until the last quarter of the nineteenth century, and it is still a dream in many places today. To the subsistence farmer, it is a luxury; to someone living in New Jersey, it is a necessity. Driving a car was a status symbol in the fifties and remains so in many parts of the world. In other parts of the world today, it is a necessity. A deep and complicated question is: How exactly do these needs compare? Does the poor American who cannot afford adequate plumbing really feel a lot like the poor farmer who cannot afford a shirt or the poor European who cannot afford a car? There is too little evidence to know how comparable these two forms of poverty—absolute versus relative—are psychologically. For our purposes, they are all examples of poverty.

Poverty is extreme in another way. Consider the parents of a newborn, who are suddenly time scarce. They also do not have the option to “want less”; the baby needs to be taken to the doctor, and fed, and changed, and cuddled, and bathed, and rocked (forever) to sleep. There are just so many nondiscretionary activities to juggle. But if you are a parent with money, your time scarcity can be alleviated in another way. You can hire a nanny or a maid, order in food rather than cook, use an accountant, employ a gardener, all of which will free up time. Similarly, if you are on a diet, with plenty of money, you can buy tasty but healthy food. Money, because it is fungible, can be used to compensate for other forms of scarcity.

The reverse—trying to alleviate the scarcity of money—is much harder. Sure, you can try to work a few more hours, but in most cases you don’t have much to give, and it will bring limited extra wealth and leave you even busier and more exhausted. Less money means less time. Less money means it is harder to socialize. Less money means lower quality and less healthy food. Poverty means scarcity in the very commodity that underpins almost all other aspects of life.

We have used the psychology of scarcity to create an empathy bridge. We have used experience with one form of scarcity (say, time) to connect to another form (money). Having known what it’s like to badly need a little more time, we might start to imagine what it’s like to desperately need a little more money or even more friends. We used this bridge to draw a connection between a busy manager fretting about insufficient time before a deadline and a person short on cash fretting about insufficient funds to pay rent.

This empathy bridge, though, only goes so far. After all, the manager can say, “Forget it. I’ll just strive less and alter my work–life balance,” whereas the person stressed for cash can’t simply say, “Forget it. I don’t need the apartment after all.” So while both time and money can tax bandwidth, the magnitude of those taxes—their gravity—can be very different.

THE ELEPHANT IN THE ROOM

Most conversations about poverty feature an elephant in the room.

Take the case of diabetes, which affects 285 million people worldwide. It is a serious disease with consequences that include coma, blindness, limb amputations, and death. Luckily, it is now a manageable disease. Drugs taken regularly—sometimes in pill form, sometimes with an injection—can prevent diabetes from doing too much damage. Yet diabetes remains a major problem. Part of the problem is pharmacology: medicine has not fully cured the disease. But a bigger part of the problem is psychology. For any medicine to work, people must take it. Yet diabetics take their medication only 50 to 75 percent of the time, greatly reducing its efficacy.

Think of how striking this is. Decades of medical research transform a debilitating, deadly disease into a manageable one. But we trip up on the last mile, on the most trivial step: taking a pill or shot. This last mile plagues much of medicine. Twenty years ago, we would have been ecstatic to have the antiretroviral drugs for the treatment of HIV that we have today. Yet millions have died because they did not take the medications consistently. For tuberculosis, the problem is so large that the standard delivery protocol in developing countries, DOTS (directly observed therapy), is designed just to address this problem: someone comes every day to watch you take the pill. In some countries, we cannot afford to provide tuberculosis medication. Not because the pills are expensive—they are cheap antibiotics—but because the cost of DOTS is too high. One remarkable medical achievement after another stumbles on nonadherence, this vagary of human behavior.

Nonadherence affects many people, but it is particularly concentrated in one group: the poor. While people at every income level may fail to take their medications, the poor do so most often. Disease after disease—HIV, diabetes, tuberculosis—the same pattern repeats itself. No matter the location, the kind of medication, or the side effects, one thing stays the same: the poor take their medication least consistently.

Moving to a very different context, consider the case of agricultural yields. The amount of crop that can be grown on a plot of land affects all of society. It determines food prices, world trade, environmental impacts, and even the feasible population of the planet. It matters perhaps most of all to the farmer: his entire income depends on his yield. As with medicine, technology has made terrific strides in improving yields and sustainability: better seeds, farming techniques, and organic farming methods. Yet like the doctors above, agricultural scientists who work on these issues are continuously vexed by one thing: farmer behavior.

For thousands of years, farmers have known that weeding dramatically improves crop yields. Weeds suck away nutrients and water from the main crop. Weeding requires little skill or machinery, merely some tedious work. Yet farmers in the poorest parts of the world fail to weed. Some estimate that losses from not weeding in parts of Africa are more than 28 percent of total yield. In Asia, uncontrolled weed growth has been estimated to cost up to 50 percent of total rice output. It’s possible that these estimates are too large. But even a 10 percent increase in yield would be a fantastic return for a couple of days of tedious work. Besides, since weeding increases output without using more money or land, a 10 percent increase in yield means a 20 to 30 percent increase in earnings, a pretty hefty sum. Nonetheless, many farmers leave this money on the table by failing to weed regularly or enough. And even within these areas, the biggest offenders are again the poorest farmers.

To move to yet another example, take parenting. Researchers have now spent a great deal of time studying how people raise their children. Do parents raise their voices needlessly? Do they show love and support in times of need? Are they consistent in their application of rules, or do they make demands that are haphazard and arbitrary? Do they give positive feedback when the child does well? How much do they engage with the child as opposed to plopping her in front of the TV? Do they help with homework?

One broad theme emerges from decades of this research: the poor are worse parents. They are harsher with their kids, they are less consistent, more disconnected, and thus appear less loving. They are more likely to take out their own anger on the child; one day they will admonish the child for one thing and the next day they will admonish her for the opposite; they fail to engage with their children in substantive ways; they assist less often with the homework; they will have the kid watch television rather than read to her. We now know more about what makes for a good home environment, and poor parents are less likely to provide it.

The poor fall short in many ways. The poor in the United States are more obese. In most of the developing world, the poor are less likely to send their children to school. The poor do not save enough. The poor are less likely to get their children vaccinated. The poorest in a village are the ones least likely to wash their hands or treat their water before drinking it. When they are pregnant, poor women are less likely to eat properly or engage in prenatal care. We could go on. And on.

These facts follow like a tedious argument of insidious intent (to butcher T. S. Eliot). The overwhelming question in this case is an old, almost tired one. Why do the poor fail so badly and in so many ways?

This is the elephant in the room.


CONFRONTING THE ELEPHANT

When we do confront the disturbing facts, it is natural first to question their interpretation. Perhaps the poor are not “failing” to take their medication; perhaps these pills are simply too expensive. Why do they not weed? Because they are too busy. Why do they not parent better? Because they grew up in similar circumstances and have not been taught other parenting skills. Surely, all these issues of access and cost and skills play some role. But time after time, when you look at the data, these factors alone cannot explain the failures. For example, the poor in the United States who are on Medicaid pay nothing for their medications, yet they fail to take them regularly. The poor in rural areas report that their time is abundant between harvests, yet they do not weed. These failings cannot be dismissed as merely circumstantial: at the core there is a problem of behavior.

Another instinctive response is to question the facts themselves. Whether the poor fail or not is really in the eye of the beholder. Perhaps they are not failing. Perhaps those who created the data are biased. There is plenty of compelling psychology to back up such assertions. In one study, for example, subjects watch a video of a young girl, Hannah, taking a test. Her performance is ambiguous: she gets some hard questions right and some easy ones wrong. One group of subjects sees Hannah against a background that suggests she comes from a poor family; another sees a background suggestive of an upper-middle-class family. Both groups watch her take the test and then gauge her performance and abilities. Those who observed “poor” Hannah saw more errors, judged that she did worse, and guessed she was at a lower grade level than those who observed “rich” Hannah.

It seems easy to be biased in our interpretation of the data about the poor. Given that we hold highly negative stereotypes about the poor, essentially defined by a failure (they are poor!), it is natural to attribute personal failure to them. Is it a surprise then that researchers “see” the disadvantaged failing? Unfortunately, when you look closer, the elephant cannot be taken out of the room so easily. Most of these data are genuine correlations, not just biased perceptions.

Nor can the data be dismissed as the result of researchers’ political bias. The data are often collected by researchers without an agenda, and when they have one, it is often contrary to what they find. Other times, the findings are incidental to their research, not something they were looking for. Agronomists and medical researchers collect large data sets where income is but one variable; they report this among many other correlations. They neither went looking for findings about the poor nor do they trumpet them. Moreover, when researchers finally do focus on poverty, they often come to the subject with a pro-poor bias. Scholars working on families or obesity or any number of other domains that focus on poverty tend to have a natural affinity for their subjects, and they report discomfort with what they find. Perhaps most compelling is the sheer breadth and depth of this evidence. It comes not from an isolated study or polemic piece of research. Many efforts have accumulated quite a bit of data. And together they present quite a large elephant.

If we cannot dismiss the elephant, how can we make sense of it? One way is to assume that the causality runs from failure to poverty; that the poor are poor precisely because they are less capable. If your earnings depend on making good choices, then it follows naturally that those who fail end up poor. There are obvious complications to this view. Accidents of birth—such as what continent you are born on—have a large effect on your chance of being poor. Still, one prevailing view explains the strong correlation between poverty and failure by saying failure causes poverty.

Our data suggest causality runs at least as strongly in the other direction: that poverty—the scarcity mindset—causes failure.


PARENTING

One study on parenting focused on air traffic controllers. What made air traffic controllers interesting is that their jobs change daily and can be intense. Some days there are many planes in the air, weather conditions are bad, and there are congestion and delays. On those days the cognitive load—tunneling for long hours on landing all planes safely—is very high. Other days are more relaxed, with not many planes in the air or on the mind. What the researchers found was that the number of planes in the air on a particular day predicted the quality of parenting that night. More planes made for worse parents. Or, if you don’t mind a more vulgar framing, think of it this way. The same air traffic controller acted “middle class” after an easy day at work and acted “poor” after a hard day’s work.

Of course you know this yourself. You come home from work after a long, frustrating day. All you want is some peace and quiet, but your kids are enthusiastically watching cartoons. The TV is not terribly loud but certainly enough to grate on your nerves. You implore your kids to turn the thing off, happy you managed not to be brusque. They respond that this is their television time, that you had explicitly promised that they could watch TV at this hour if they had finished their homework, which they have done. You hesitate for a second but the noise is too much. “Just turn the damn thing off!” you bark. Later you feel bad. It is not how you’d like to be with your wonderful children, but you couldn’t stop yourself.

And you would have good reason to be upset. While research on child rearing is murky, there are a few things that emerge as clearly good, and they are pretty intuitive. Consistency is near the top of the list. It is tough and anxiety-producing for children to learn things—discipline, rules of conduct, a sense of comfort—if parents are inconsistent in their statement and application. Yet this is easier said than done. Being a good parent, even when you know what to do, is hard. Consistency requires constant attention, effort, and steadfastness.

Good parenting generally requires bandwidth. It requires complex decisions and sacrifice. Children need to be motivated to do things they dislike, appointments have to be kept, activities planned, teachers met and their feedback processed, tutoring or extra help provided or procured and then monitored. This is hard for anyone, whatever his resources. It is doubly hard when your bandwidth is reduced. At that moment, you do not have the freedom of mind needed to exercise patience, to do the things you know to be right. A crowded airspace during the day leaves a crowded mind that night. A difficult day as an air traffic controller at work makes for a worse parent at home.

The poor have their own planes in the air. They are juggling rent, loans, late bills, and counting days till the next paycheck. Their bandwidth is used up in managing scarcity. Just as air traffic controllers might have their heads buzzing, so do the poor. An outside observer in their living room who didn’t know about all those planes in the air would indeed conclude that these parents lacked skills.

A recent study showed some evidence of this. As we have seen, poor parents receive food stamps once a month, but by the end of each month they are running short. The end of the month is when their bandwidth is most taxed, the time when parenting is likely to be toughest. The economist Lisa Gennetian and her colleagues showed that these are also the times when children of parents who receive food stamps were most likely to be acting out and end up being disciplined in school.

Being a good parent requires many things. But most of all it requires freedom of mind. That is one luxury the poor do not have.


POOR IN MORE THAN ONE WAY

The poor are not just short on cash. They are also short on bandwidth. This is exactly what we saw in the mall studies and in the harvest studies. The same person when experiencing poverty—or primed to think about his monetary troubles—did significantly worse on several tests. He showed less flexible intelligence. He showed less executive control. With scarcity on his mind, he simply had less mind for everything else.

This is important because so many of our behaviors, not just parenting, rely on bandwidth. For example, an overtaxed bandwidth means a greater propensity to forget. Not so much the things you know (what psychologists call declarative memory), like the make of your first car, but things that fall under what psychologists call prospective memory—memory for things that you had planned to remember, like calling the doctor or paying a bill by the due date. These tasks must be maintained alive in your head, and they get neglected when your bandwidth is reduced. Is it any surprise then that the poor fail to take their medications? Some may find this hard to believe: how can you forget something so important? But memory doesn’t work that way. You don’t remember as a function of long-term value. Certainly no one forgets to take painkillers: the pain is a constant reminder. Diseases such as diabetes, though, are “silent”; their consequences are not immediately felt. There is nothing to remind a person with an overburdened bandwidth to take those medications.

Another consequence is reduced productivity at work. Nearly every task—from processing drive-thru orders to arranging grocery shelves—requires working memory, the capacity to hold several pieces of information active in our minds, until we use them. By taxing working memory, poverty leads us to perform less well. It makes us less productive because our mental processor is occupied with other concerns. This creates a tragic situation where the poor, who most need the wages of their labor, also have their productivity most heavily taxed.

An overtaxed bandwidth means a reduced ability to process new information. How much of a lecture will you absorb if your mind constantly gets pulled away? Now think of a low-income college student whose mind keeps going back to making rent. How much will she absorb? Our data above suggest that much of the correlation between income and classroom performance may be explained by the bandwidth tax. And learning is impeded not only in the classroom. Many public health programs rely on the poor to absorb new information. Campaigns try to educate the public about the importance of eating healthier, smoking less, obtaining prenatal care, getting screened for HIV, and so on. In poor countries, extension workers reach out to farmers to educate them about the latest crops or the latest pests. It should not come as a surprise that these efforts are less successful with the poor, largely failing to get them to smoke less, eat healthier, or adopt the latest farm practices. Absorbing new information requires working memory.

The bandwidth tax also means that you have fewer mental resources to exert self-control. After a long day hard at work, are you likely to floss? Or will you say, “Never mind, I’ll do it tomorrow.” To make matters worse, we have seen how the constant struggle with poverty (and scarcity generally) further depletes self-control. When you can afford so little, so many more things need to be resisted, and your self-control ends up being run down. Now picture yourself as a farmer preoccupied by thoughts of how you will make ends meet this week. You go to sleep preoccupied by how you’ll afford the dentist for your son who’s been complaining of toothache. You may need to forgo the night out with friends that you’ve been looking forward to. And you need to weed soon. You wake up, tired and still anxious. Like failing to floss, it is all too easy to imagine how you might decide, “I’ll just weed tomorrow.”

We see this in the data on smoking: smokers with financial stress are less likely to follow through on an attempt to quit. The poor will end up fatter too; eating well is a substantial self-control endeavor. One study found that when low-income women were moved to higher-income neighborhoods, rates of extreme obesity and diabetes dropped tremendously; other factors may have played a role, but a reduction in stress is almost certainly part of the story. Being a good parent requires self-control. Showing up at work even when you are sick requires self-control. Not snapping at your boss or at a customer requires self-control. Regularly attending a job-training program requires self-control. When you live in a rural village, ensuring that your kid gets to school every day requires self-control. So many of the “failures” surrounding poverty can be understood through the bandwidth tax.

Finally, think about the following. You have a big presentation tomorrow, for which you have prepared intensively. You know the value of rest, so you make sure to finish work by 5 p.m. You go home, have a good dinner with the family, and turn in early. But your mind is buzzing with thoughts of the presentation. So despite the need to sleep, you do not sleep well. Sleep research shows you are not alone. In one study, thirty-eight good sleepers were instructed to go to sleep as quickly as possible. Some of them were told that after the nap they would be giving a speech. Most people really do not like to give speeches. Indeed, this group had far more trouble falling asleep and slept less well when they did. Other data on insomniacs show that they are more likely to be worriers. Put simply, it is hard to sleep well when you have things on your mind.

This is perhaps the most pernicious, long-term detrimental way in which scarcity may tax bandwidth: thoughts of scarcity erode sleep. Studies of the lonely show that they sleep less well and get fewer hours. These effects are quite strong for the poor: they too have lower-quality sleep. And not sleeping enough can be disastrous. The U.S. Army has shown how lack of sleep can lead soldiers to fire on their own troops. The oil tanker Exxon Valdez crashed in Alaska in 1989 arguably in part because of the crew’s sleep deprivation and sleep debt. These effects cumulate. Studies show that sleeping four to six hours a night for two weeks leads to a decay in performance comparable to going without sleep for two nights in a row. Insufficient sleep further compromises bandwidth.

One of the things the poor lack most is bandwidth. The very struggle of making ends meet leaves them with less of this vital resource. This shortfall is not of the standard physiological variety, having to do with a lack of nutrition or stress from early childhood hindering brain development. Nor is bandwidth permanently compromised by poverty. It is the present-day cognitive load of making ends meet: when income rises, so, too, does cognitive capacity. The bandwidth of the farmers was restored as soon as crop payments were received. Poverty at its very core taxes bandwidth and diminishes capacity.

Bandwidth underpins nearly every aspect of our behavior. We use it to calculate our odds of winning in poker, to judge other people’s facial expressions, to control our emotions, to resist our impulses, to read a book, or to think creatively. Nearly every advanced cognitive function relies on bandwidth. Yet a tax on bandwidth is easy to overlook. Perhaps the best analogy is this: Think of talking to someone who is clearly doing something else, say surfing the web, while talking to you. If you did not know what they were doing, how would they seem to you? Daft? Confused? Uninterested? Not all there? A bandwidth tax can create the same perception.

So if you want to understand the poor, imagine yourself with your mind elsewhere. You did not sleep much the night before. You find it hard to think clearly. Self-control feels like a challenge. You are distracted and easily perturbed. And this happens every day. On top of the other material challenges poverty brings, it also brings a mental one.

In this light, the elephant in the room no longer seems so puzzling. The failures of the poor are part and parcel of the misfortune of being poor in the first place. Under these conditions, we all would have (and have!) failed.


IS BANDWIDTH TAX THE CULPRIT?

We began with a small sample of observations all pointing at the elephant in the room. In a great variety of circumstances, poverty appears to correlate with failure. We have given one explanation for these findings: the bandwidth tax. But how do we know that this, in fact, is the explanation? You might wonder, for example, whether the bandwidth tax is large enough to explain everything from failed adherence to forgotten weeding. We think it is. In the mall study from chapter 2, where the low-income group would not even qualify as truly poor, the bandwidth tax was sizable: roughly thirteen to fourteen IQ points, with an equally large effect on executive control. In the harvest study in India, we found an eight-to-nine-point effect on IQ and an even larger effect on executive control. These are, as we have pointed out, very large effects on cognitive function. In terms of the standard IQ classification, they can take you from “normal” to “superior” intelligence, or from “normal” to “dull,” or even “borderline deficient.” Not only is the bandwidth tax large, but the fact that we find it in two very different contexts is powerful confirmation. The poor in rural India are quite different from low-income shoppers at a New Jersey mall, yet they exhibit broadly similar bandwidth taxes. It is therefore not unreasonable to expect that the bandwidth tax plays a similarly large role in the lives of the poor everywhere.

The bandwidth tax is an appealing explanation because it accounts for a diverse set of phenomena. Explanations of the poor’s failure are normally piecemeal. Perhaps farmers do not weed for cultural reasons; perhaps diabetics do not take their medications because of side effects; perhaps poor parents just lack the knowledge. These explanations are scattered because the circumstances of the poor are so very different. What people don’t know in Trenton they might know in Nairobi. And what is a norm in Nairobi might not be so in the rural Philippines. In contrast, a single, fundamental mechanism—bandwidth—can make sense of this diverse set of empirical facts across behaviors, time, and place. Surely the specific circumstances also matter for understanding the lives of the poor, but bandwidth is fundamentally important and applies across all of them.

Understanding the role of bandwidth also helps us to better understand the specific circumstances of the poor. Disease, noise, and malnutrition are no longer simply sources of misery but also additional forms of bandwidth taxation. Take the idea that the poor lack certain basic skills. Rather than viewing this as an established fact, we may consider how a bandwidth tax can be one reason for this skill shortfall. Any form of skill acquisition, whether it be learning social skills or developing good spending habits, requires bandwidth. If the poor lack bandwidth, they will be disadvantaged at acquiring useful skills.

All this proposes a new lens through which to understand poverty. We need to look at data that have already been collected—on drug adherence, weeding, parenting, and other behaviors—with a cognitive lens, informed by scarcity considerations. Rather than isolated behaviors, each requiring its own account, these ought to be viewed as predictable consequences of overtaxed bandwidth. This perspective also suggests a new focus for collecting data. When we study poverty, we tend to focus on material conditions, but we also ought to look at psychological conditions—at bandwidth. In this way, existing puzzles may become less puzzling. To understand the poor, we must recognize that they focus and they tunnel and they make mistakes; that they lack not only money but also bandwidth.
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Improving the Lives of the Poor

During World War II, the United States military was troubled by the recurrence of “wheels-up” crashes: after landing, pilots would retract the wheels instead of the flaps. And, as you can imagine, retracting a plane’s wheels while on the ground is not a good idea. To solve the problem, they brought in an expert. Lieutenant Alphonse Chapanis was a psychologist by training, ideally suited to get inside these pilots’ heads. Why were they so careless? Were they fatigued? Were they relaxing too soon, thinking they could “let go” after a stressful mission? Was it a problem of training?

One clue quickly surfaced: the problem was limited to bomber pilots, those flying B-17s and B-25s. Transport pilots did not make this mistake. This clue helped Chapanis break free of his own biases. He decided not to look inside the pilots’ heads but instead inside their cockpits. In these bombers, the wheel controls and the flap controls were side by side and looked nearly identical. Transport planes, by comparison, had very different controls. What separated the bomber pilots from the transport pilots were the cockpits. One type of cockpit made it too easy to make a mistake.

This experience transformed how cockpits are designed. Chapanis and others came to realize that many pilot errors were really cockpit errors. Until then, the focus had been on training pilots and ensuring alertness, on producing “excellent pilots” who make few mistakes. But Chapanis’s conclusions changed this. Of course pilots must be trained; of course you must select for the best. But no matter how well you train them or pick them, they will make mistakes, especially if put in confounding contexts.

Error is inevitable, but accidents are not. A good cockpit design should not facilitate mistakes and, more important, should prevent errors from becoming tragedies. Chapanis solved the bombers’ problem by placing a small rubber wheel on the end of the landing gear lever so the pilots could tell which lever they were touching. A good cockpit provides feedback in case one might make a mistake. A low-altitude alarm next to the altimeter helps to ensure that a low-flying pilot actually intends to fly low. Planes are much safer today not just because we have built better wings or engines but also because we have gotten better at handling human error.

POOR BEHAVIOR

Chapanis started off stymied by the pilots’ behavior. Many analysts are similarly stymied by the behavior of the poor. Low-income training programs in the United States, for example, suffer from absenteeism, dropouts, and a failure by the intended recipients to sign up. Microfinance programs in the developing world bemoan the fact that their clients do not invest enough in high-return activities: instead, loans are used to pay off other debts, to fight “fires” (like school fees that have come due), or simply to buy consumer durables. And vaccination programs suffer when people fail to show up to get vaccinated, with the result that debilitating but preventable illnesses still rage through much of the developing world.

We have seen this in our own work. We once served as advisers to a welfare-to-work program in the United States that sought to help men and women on public assistance find jobs. One of the biggest challenges were the clients themselves. Despite repeatedly being advised to report to the worksite in professional clothes, they would often show up not wearing the right clothing. Many had substandard résumés, badly formatted and with typos. While sometimes this was due to lack of knowledge or skill, much of it was a failure to follow through, to execute as planned. Even after receiving instructions, few would avail themselves of the computers on site to format their résumés or of the offers to procure more appropriate clothing. When interviews were finally scheduled, clients would arrive without résumés and would not bring their “A” game. In many cases they simply failed to show up.

But the designers of these social programs rarely take the perspective that Chapanis took. Rather than look inside the cockpit, they have assumed that the problem lies with the person. They assume the problem is a lack of understanding or of motivation. So they follow up with attempts to educate or to sharpen incentives. In developed countries, this leads to a discussion of a “culture of welfare.” One solution has been to place a lifetime limit on the number of years that a person can receive welfare. This is driven by a simple impulse: to motivate the unemployed to look for work. It has also led to the chastising of aid programs, and it has occasionally motivated public officials to move away from simple transfers—for example, by charging people for clean water rather than giving it to them for free. It has also occasionally led to programs with strong incentives, such as conditional cash transfer programs, where the amount of aid one receives depends on performing assorted “good” behaviors.

But why not look at the design of the cockpit rather than the workings of the pilot? Why not look at the structure of the programs rather than the failings of the clients? If we accept that pilots can fail and that cockpits need to be wisely structured so as to inhibit those failures, why can we not do the same with the poor? Why not design programs structured to be more fault tolerant?

We could ask the same question of anti-poverty programs. Consider the training programs, where absenteeism is common and dropout rates are high. What happens when, loaded and depleted, a client misses a class? What happens when her mind wanders in class? The next class becomes a lot harder. Miss one or two more classes and dropping out becomes the natural outcome, perhaps even the best option, as she really no longer understands much of what is being discussed in the class. A rigid curriculum—each class building on the previous—is not a forgiving setting for students whose bandwidth is overloaded. Miss a class here and there and our student has started a slide from which she is unlikely to recover. The programs’ design presumes that if people are motivated enough, they will make no mistakes. Those who cannot be bothered to get to class on time, goes the implicit argument, must not care: they do not “deserve” the training.

But the psychology of scarcity predicts that errors like this will be all too common, perhaps even unavoidable, no matter how motivated the person. Imagine you come home from a day at work, worried about where you will find the money to make this month’s rent, cover all the bills, and pay for your daughter’s birthday party. You have not been sleeping well. A few weeks ago, you signed up for a training program in computer skills that one day could help you move up to a better job. But this evening the benefits of such training are abstract and distant. You’re exhausted and weighed down by things more proximal, and you know that even if you go you won’t absorb a thing. Now roll forward a few more weeks. By now you’ve missed another class. And when you go, you understand less than before. Eventually you decide it’s just too much right now; you’ll drop out and sign up another time, when your financial life is more together. The program you tried was not designed to be fault tolerant. It magnified your mistakes, which were predictable, and essentially pushed you out the door.

But it need not be that way. Instead of insisting on no mistakes or for behavior to change, we can redesign the cockpit. Curricula can be altered, for example, so that there are modules, staggered to start at different times and to proceed in parallel. You missed a class and fell behind? Move to a parallel session running a week or two “behind” this one. Miss a module and you can get back on track on the next round. Sure, it will take you a bit longer to finish, but at least you will get there. As it is, training programs are built with no mistakes in mind, as if the participants are not expected or allowed to stumble. But the poor—even, or perhaps especially, when they are unemployed—have a lot going on. And much of it does not sit so well with being a student. Skipping class in a training program while you’re dealing with scarcity is not the same as playing hooky in middle school. Linear classes that must not be missed can work well for the full-time student; they do not make sense for the juggling poor.

It is important to emphasize that fault tolerance is not a substitute for personal responsibility. On the contrary: fault tolerance is a way to ensure that when the poor do take it on themselves, they can improve—as so many do. Fault tolerance allows the opportunities people receive to match the effort they put in and the circumstances they face. It does not take away the need for hard work; rather, it allows hard work to yield better returns for those who are up for the challenge, just as improved levers in the cockpit allow the dedicated pilot to excel. It is a way to ensure that small slipups—an inevitable consequence of the bandwidth tax—do not undo hard work.

INEFFECTIVE INCENTIVES

Remember the lifetime limits on welfare payments discussed earlier? They were based on a belief that cycling in and out of welfare was due to a lack of motivation on the part of the poor. People went on and off of welfare, it was said, because the system made it too easy not to work. To fix this, in the United States a lifetime cap was imposed for the primary welfare program (now renamed Temporary Assistance for Needy Families). A person could now only be in the program for a total of five years over her lifetime.

A lifetime limit may not be foolish. Limits create scarcity, the logic goes, which might lead to better management of how the resource is “used.” This almost relies on the psychology of scarcity. But it is flawed. We have seen that deadlines work when they are pressing, when they are top of mind. A long-term limit, like a distant deadline, becomes pressing only as it approaches, toward the end. To those who are currently juggling and tunneling, the limit, years away, will reside outside the tunnel, until it is very near. Until the limit becomes a pressing threat, it will be neglected and will rarely cross the person’s mind. And by then it will be too late. This is almost certainly not what was intended by those who devised the plan—years of neglecting the deadline, followed by last-minute panic and eventual failure to receive further aid. In a way, it is the worst of all possible arrangements: it penalizes but fails to motivate.

Limits can be made more effective once we understand tunneling. For a limit to affect behavior it must enter the tunnel. One way would be to send a salient reminder of the months that are remaining. By calling attention to it we can try to force this distant problem into the tunnel. Another way is to change the structure of the limit. We have seen that frequent interim deadlines have a greater impact than a single distant deadline. So a better solution would be to create smaller but more frequent limits. (Perhaps, instead of so many years in a lifetime, only so many months in a given few-year period.) And to make the consequences of going over the limit smaller but immediate, easy to detect and to survive—perhaps a drop in payments rather than cutting off welfare altogether.

There is a general lesson here for how (and how not) to structure incentives. Incentives that fall outside the tunnel are unlikely to work. Imagine you are trying to encourage the vaccination of children whose parents are struggling to make ends meet this month. Which is more attractive to them, a payout in a month or two or a payout now? In one study in rural Rajasthan, India, a mere kilogram of lentils proved particularly effective in getting people to come in and get vaccinated. Rewards and penalties in some distant future are less effective for those who tunnel. A hefty subsidy in a savings program that pays out years from now is nice, but it renders those savings an “important but not urgent” matter, one that falls outside the tunnel and can be neglected indefinitely. For an incentive to work, people must see it. And most incentives, unless designed well, risk falling outside the tunnel, rendering them invisible and ineffective.

BANDWIDTH COMES AT A PRICE

Conditional cash transfers are an increasingly popular way to transfer money to the poor: the amount of cash a person receives depends on the good behaviors she exhibits. Studies show that these programs work; clients respond to the cash incentives. But that’s only one side of the coin. The other side is that many potential clients fail to respond. Here again, the incentives often fall outside the tunnel; the payments come in the future and the desired behaviors are not what is tunneled on now. But this raises another question: Even if we could bring those incentives into the tunnel, should we? Each additional incentive taxes bandwidth. To capitalize on a bonus payment for a child’s medical checkup, a parent must set up the appointment, remember to keep it, find the time to get there and back, and coerce the child to go (no child likes the doctor!). Each of these steps requires some bandwidth. And this is just one behavior. Conditional cash transfer programs seek to encourage dozens, if not hundreds, of these good behaviors. Just understanding those incentives and making the necessary trade-offs—deciding which are worth it for you and which are not, and when—requires bandwidth.

We never ask, Is this how we want poor people to use their bandwidth? We never factor in this cost in deciding which behaviors are most worth promoting. When we design poverty programs, we recognize that the poor are short on cash, so we are careful to conserve on that. But we do not think of bandwidth as being scarce as well. Nowhere is this clearer than in our impulse to educate. Our first response to many problems is to teach people the skills they lack. Faced with parenting problems, we give parenting skills programs. Faced with financial mistakes—too much borrowing at too-high rates—we provide financial education classes. Faced with employees whose social skills are lacking, we offer “soft skills” classes. We treat education as if it were the least invasive solution, an unadulterated good. But with limited bandwidth, this is just not true. While education is undoubtedly a good thing, we treat it as if it comes with no price tag for the poor. But in fact, bandwidth comes at a high cost: either the person will not focus, and our effort will have been in vain, or he will focus, but then there is a bandwidth tax to pay. When the person actually focuses on the training or the incentives, what is he not focusing on? Is that added class really worth what little quality time he managed to spend reading or with his children? There are hidden costs to taxing bandwidth.

And even when we do decide that educating is the right thing, there can be ways to do so and still economize on bandwidth, as illustrated in a study by the economist Antoinette Schoar and her coauthors. They had been working with a microfinance institution in the Dominican Republic called ADOPEM, whose clients run small enterprises—general stores, beauty salons, food services—usually with no employees. ADOPEM felt that its clients were making mistakes in their accounting books and generally didn’t understand finance as well as they should. The solution seemed simple: financial literacy education. So Schoar procured a standard financial literacy training module, of the kind typically given to microentrepreneurs worldwide. Her reaction upon seeing the material: Wow, how tedious! (And she’s a finance professor at MIT.) The course was several weeks long and focused on traditional accounting techniques, teaching daily recordkeeping of cash and expenses, inventory management, accounts receivable and payable, and calculating profits and investment.

In a world of unlimited bandwidth, all this would be worth knowing. But in the real world, Schoar believed that she could do better for her clients. She gathered together a group of the best local entrepreneurs to look at how they managed their finances. They, too, were not engaged in complex accounting, but they did what the less successful entrepreneurs did not do: they followed good rules of thumb. For example, several would put the cash from their store in one register and pay themselves a fixed salary. This prevented the commingling of home money and business money that makes it difficult to determine how much they were spending at home versus how much the business was earning. (Some of the women kept one wad of cash in their bra’s left cup, and the other in the right cup.) This is not quite double-entry bookkeeping, but it was effective and simple. It economized on bandwidth and preserved most of the benefits.

Schoar collected the best rules of thumb and designed a different “financial education” class based on them. Her class was shorter and much easier to grasp. It used a lot less bandwidth, and this showed up in the data. Attendance was much higher, and at the end of the rules-of-thumb class, clients were ecstatic and asking for more; many even said they would pay for another class themselves. Normally, you have to cajole people to come back to a class on financial education.

The reduced bandwidth also made the class easier to absorb and more effective. In follow-up surveys, students were more likely to implement the rules of thumb than the complex rules of accounting. And this showed up in the bottom line. Revenues—actual business sales—went up for the rules-of-thumb graduates, especially in bad weeks when improved practices can matter most: they had 25 percent higher revenues in those bad weeks. Traditional financial literacy training, in contrast, had no impact. The lesson is clear: economizing on bandwidth can yield high returns.

Whether it is in the trade-offs that people are led to make, the way education is structured, the incentives that are created, or how we handle failure, understanding the psychology of scarcity can dramatically alter the way social programs are designed. Of course, none of this provides a magic bullet to end poverty. The problems are deep. But an awareness of the psychology of scarcity and the behavioral challenges it yields can go some way toward improving the modest returns of anti-poverty interventions.

BANDWIDTH CAN BE BUILT

You are a working single mother who holds down two jobs. You have a lot to juggle. Besides the financial juggling we talked about already, you must also juggle daycare for your kids, which is expensive. You know of one program that is highly subsidized, but it will accept only one of your kids, and it closes much too early to help with your second job. So you use a patchwork of solutions. You arrange for your younger child to stay with your grandmother. You must also arrange transportation from school to your grandmother’s for one child and from daycare for the other. And because you work in the service sector, your child care needs depend on the hours your staff supervisor gives you. She is nice and tries to help, but there is inevitable volatility.

Now imagine that we offer you a highly subsidized daycare program. What exactly are you getting for it? Surely we are saving you time shuttling your kids back and forth. We might be saving you money as well, either explicitly (this program is cheaper than your previous one) or implicitly (if we account for your grandmother’s time). But we would be giving you something else, even more precious. Something you could spend on many things. We would be giving you back all that mental bandwidth that you currently use to fret, worry, and juggle these arrangements. We’d be taking a cognitive load off. As we’ve seen, this would help your executive control, your self-control more broadly, even your parenting. It would increase your general cognitive capacity, your ability to focus, the quality of your work, or whatever else you chose to turn your mind to. From this perspective, help with child care is much more than that. It is a way to build human capital of the deepest kind: it creates bandwidth.

Typically, when experts evaluate this child-care program, they will look at narrow outcomes: Was the mother able to work more hours; was she less tardy? This, however, may be far too narrow a perspective. What the program produces is freedom of mind, greater bandwidth, not something that’s easy to measure. If the program is successful, its benefits should show up in many contexts. All else being equal, one ought to be able to look directly and see the mental impact of this program. Does working memory improve? Do impulse control and self-control improve? Some of our pessimism about existing programs might come from a failure to appreciate and therefore measure such impact. If we look too narrowly at this childcare program, we will miss many of its broader benefits. Taken together, a successful intervention may yield much more than a modest return. But if we fail to look where the deepest needs are and where the benefits accrue, we are bound to underestimate its impact.

There are, besides child care, many examples from around the world of how bandwidth might be built. The first comes from finance. Recall that a great deal of juggling among the poor comes from fighting everyday fires. If we can help people fight these fires, we will create new bandwidth. What is inherent to these fires is that they are acute—there is an immediate need for cash. The need is not for big investments; it is for small amounts—to buy a school uniform, for example. Put differently, the poor most want what the moneylender can easily offer: a small amount of money, provided quickly and repaid quickly to help out with an urgent need. Instead, the kind of finance that is offered to the poor is often built on the opposite principle: modest to large amounts of money provided judiciously and slowly. Such loans can be helpful for investing. But if people are busy fighting fires, they will not have the bandwidth for investments. Is it any surprise then that despite the presence of respectable microfinance institutions, people still prefer to go to moneylenders? In India, we tested one very short-term small loan product with KGFS, a full-service financial institution that serves the rural poor. And we were amazed by the high demand for loans that averaged less than $10. The product does not help build wealth; it does not turn people into entrepreneurs. On the surface, it does not look like the kind of sum that can transform a life. Yet it might do just that. The scarcity trap begins with firefighting and with tunneling, doing things that have tremendous costs lurking outside the tunnel. Change that and we can change the very logic of poverty.

We can also go back to the source. Income flows are often lumpy and volatile in the developing world, because workers lack formal, steady employment. Even in developed nations, many low-income individuals who are employed face a great deal of volatility in incomes and earnings. As we saw earlier, income volatility is a major source of the eventual need to juggle. Why not try to mitigate it? A greater focus on the creation of dependable jobs and stable incomes for the poor across the world could be psychologically transformative.

But we can go further. We tend to focus on big shocks, such as medical emergencies or rainfall insurance. Surely these are important. Yet when one is juggling, small shocks can have equally large effects. For a poor farmer, a sick cow can reduce daily income enough to cause a slide into a scarcity trap. We should therefore look to insure the poor against these apparently “small” shocks. In the United States, something as simple as inconsistent work hours (this week you work fifty hours, but next week you get only thirty) can cause juggling and perpetuate scarcity. A solution would be to create the equivalent of unemployment insurance against such fluctuations in work hours, which to the poor can be even more pernicious than job loss.

We have seen how most of the shocks that come from juggling and induce tunneling are generally quite predictable. On the one hand, suddenly needing money for fertilizer counts as a shock. On the other hand, it is entirely predictable. It happens every year, but when you are busy juggling, you do not see it coming. This points to the great potential value in finding ways to buffer against such shocks. One way is to create financial products that help the poor build savings slack. We could do that using some of the techniques for managing scarcity we discussed earlier. For example, we can use tunneling to our advantage. Offer high-fee loans to deal with current fires. These loans will be attractive in the tunnel, and we can use the high fees to build a savings account.

Better yet, create products that prevent the firefighting. We saw how scarcity traps and juggling often follow lax management during times of relative abundance. Why not help then? Build a financial product that takes a farmer’s harvest payment and smooths it out, effectively yielding a monthly income. This is but one example. More broadly, we spend enormous resources on financial planning for retirement. Helping the poor escape a continuous life of juggling and firefighting could be similarly transformative.

All this reflects a deeper, and somewhat different, perspective on poverty. It focuses not just on the poor’s obvious scarce resource, income, but on that other, less palpable but equally critical resource, bandwidth. Considerations of bandwidth suggest that something as simple as giving cash at the right time can have big benefits. If done correctly, giving someone $100 can serve to purchase peace of mind. And that peace of mind allows the person to do many more things well and to avoid costly mistakes. One cash transfer program in Malawi showed a 40 percent reduction in the psychological distress of low-income participants. Understanding how to provide transfers at the right time and measuring these broader impacts are more ways to move toward bandwidth-sensitive policies.

All this is a radical reconceptualization of poverty policy. It forces us to recognize the many ways in which different behaviors are linked. We understand that rent and food and school fees all form part of a household’s budget. Now, rather than looking at education, health, finance, and child care as separate problems, we must recognize that they all form part of a person’s bandwidth capacity. And just as a financial tax can wreak havoc in one’s budget, so can a bandwidth tax create failure in any of several domains to which a person must attend. Conversely, fixing some of those bottlenecks can have far-reaching consequences. Child care provides more than just child care, and the right financial product does much more than just create savings for a rainy day. Each of these can liberate bandwidth, boost IQ, firm up self-control, enhance clarity of thinking, and even improve sleep. Far-fetched? The data suggest not.

A PERSISTENT PROBLEM

The fight against poverty has been an uphill struggle. Program after program has proved either unsuccessful or at best modestly successful. Social safety nets tend to be sticky. In the United States, once a person has fallen into the social safety net, she is bound to return to it again and again. And training programs appear to be only moderately effective. Researchers who have sought to estimate their impact have found some benefits: they are worth the investment, but they are not able to alter the course of poverty. Changing neighborhoods also only helps a bit. One experiment in the United States moved thousands of families from low-income to higher-income neighborhoods, and found modest impacts, primarily on stress and quality of life, but the underlying patterns of poverty did not change.

Internationally, the results are similar. Microfinance—providing small loans to help start small businesses—has been touted as highly transformative. While the impact of microfinance is likely positive, several studies now suggest that it is unlikely to change the fundamental logic of poverty. Feeding programs show some impact on children’s learning. Education has a robust but quite limited return. For years, nonprofit organizations have tried to provide a variety of holistic packages to address the varied needs of the poor. Surely they are doing good work. But they, too, have observed only modest returns.

This is certainly not intended as a critique of current programs. Poverty is a difficult problem. Even modest returns can make for worthy social investments. This is, however, a suggestion for how we might do better. When we encounter programs that have had limited success, we may be tempted to infer that they deliver something people do not want or do not consider important. But perhaps the problem is not in what these programs are trying to deliver but with the actual delivery. Like the bomber cockpits of World War II, these programs might achieve greater success through better design. And a better design will have to incorporate fundamental insights about focusing and bandwidth that emerge from the psychology of scarcity.
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Managing Scarcity in Organizations

St. John’s Regional Health Center, an acute care hospital in Missouri, had a problem with its operating rooms. Some thirty thousand surgical procedures were performed annually in thirty-two operating rooms, and scheduling the rooms was proving difficult; they were always fully booked. In 2002, the hospital’s operating rooms were at 100 percent capacity. So when emergency cases arose—and they were often 20 percent of the full load—the hospital was forced to bump long-scheduled surgeries. “As a result, hospital staff sometimes performed surgery at 2 a.m., physicians often waited several hours to perform two-hour procedures, and staff members regularly worked unplanned overtime,” according to a study summarizing the remarkable events that happened next.

This was a classic case of scarcity: more surgeries than operating rooms. St. John’s was stuck in a scarcity trap. The hospital was constantly behind, and because it was behind, it had to reshuffle surgeries, struggled with sleep and work regulations, and became even less efficient. Rearranging in circumstances like this can be costly. And, at least in the short run, these efforts can exacerbate scarcity because a portion of the already insufficient budget is “wasted” on the rearranging. The hospital was like the overcommitted person who finds that tasks take too long, in part because the person is overcommitted and cannot imagine taking on the additional—and time-consuming—task of stepping back and reorganizing.

But St. John’s had to figure out what to do. The hospital administration brought in an adviser from the Institute for Healthcare Improvement who studied the problem analytically, with the luxury of not having to tunnel on the hospital’s daily pressures. He came up with a rather surprising solution: leave one room unused. Dr. Kenneth Larson, a general and trauma surgeon at St. John’s, responded as you might expect: “We are already too busy, and they want to take something away from us. This is crazy,” he remembered thinking.

Yet there was a profound logic to this recommendation, a logic that is instructive for the management of scarcity. On the surface, what St. John’s was lacking were operating rooms. No amount of reshuffling could solve that problem. But if you looked deeper, the lack was of a slightly different sort. Surgeries come in two varieties: planned and unplanned. Right now the planned surgeries took up all the rooms. Unplanned surgeries, when they showed up (and they did!), required rearranging the schedule. Having to move a planned surgery to accommodate an emergency came at a cost. Some of it was financial—overtime—and some may have been medical—more errors. But part of it was a cost in efficiency. Having people work unexpectedly late is less efficient. They are less proficient at their tasks, and each surgery takes longer.

Without the reshuffling imposed by emergencies—with everybody working the scheduled hours and taking less time—there were enough operating rooms to handle all the cases. The scarcity in rooms was not really a lack of surgery space; it was an inability to accommodate emergencies. There is a close analogy here to the indebted poor, whose money might often suffice to live a bit better if it were spent smoothly and without shocks. But much of that money goes to paying off debts. It is not just the tight budget. It is that a chunk of the money goes toward financing the need to catch up. In the St. John’s case, it was not that the hospital was too “poor” in operating rooms. It’s that when emergencies arrived, the tight space went toward accommodating them and then catching up again.

“Everyone assumed that because the flow of unscheduled surgeries can’t be predicted, setting aside an OR just for ‘add-ons’ would be a very inefficient use of the space,” said Christy Dempsey, vice president of the Emergency Trauma Center, who led the initiative. As it turns out, the terms “unplanned” or “unanticipated” surgery are a bit misleading: they imply that these emergency surgeries are unpredictable. Of course, while each individual surgery is not known in advance, the fact that there will be such surgeries, much like the shocks that hit the poor or the busy, is quite predictable. There is always a steady flow of “unanticipated” cases. Why not set aside an operating room to be used specifically for unscheduled cases? That way, all the other operating rooms could be packed well and proceed unencumbered by surprises, and all the unplanned surgeries would go into the one specially designated room.

It worked. Once one operating room was dedicated to emergency surgeries alone, the hospital was able to accommodate 5.1 percent more surgical cases. The number of surgeries performed after 3 p.m. fell by 45 percent, and revenue increased. The trial had lasted only a month before the hospital made the change permanent. In the two years that followed, the hospital experienced a 7 to 11 percent increase in surgical volume each year.

In fact, once the hospital began to appreciate the benefits of change, other insights followed. Surgeons had tended to schedule surgeries earlier in the week to ensure that postoperative rounds would not fall on weekends, a practice that had led to an uneven distribution of elective surgeries. This imbalance became transparent once there weren’t emergency surgeries to hide it. Before long, St. John’s started scheduling elective surgeries evenly over the entire week, and further improvement followed.

UNDERAPPRECIATED SLACK

The St. John’s case illustrates something fundamental to the scarcity trap. The lack of rooms the hospital had experienced was really a lack of slack. Many systems require slack in order to work well. Old reel-to-reel tape recorders needed an extra bit of tape fed into the mechanism to ensure that the tape wouldn’t rip. Your coffee grinder won’t grind if you overstuff it. Roadways operate best below 70 percent capacity; traffic jams are caused by lack of slack. In principle, if a road is 85 percent full and everybody goes at the same speed, all cars can easily fit with some room between them. But if one driver speeds up just a bit and then needs to brake, those behind her must brake as well. Now they’ve slowed down too much, and, as it turns out, it’s easier to reduce a car’s speed than to increase it again. This small shock—someone lightly deviating from the right speed and then touching her brakes—has caused the traffic to slow substantially. A few more shocks, and traffic grinds to a halt. At 85 percent there is enough road but not enough slack to absorb the small shocks.

And yet, even those who should know better routinely undervalue slack.

You used to have an amazing assistant always ready to do the tasks you needed, on short notice, happily, and well. But then a management consultant discovered that your assistant had a lot of free time on his hands. The department was reorganized, and now you share the assistant with two other people. The office’s time-use data show that this is much more efficient; now the assistant’s schedule is packed as tight as yours. But now your last-minute short-notice requests can no longer be handled immediately. This means that, with your heavy schedule, even the smallest shock sets you behind. And as you fall behind, you start to juggle and fall behind further and further. The assistant was an important source of slack. He allowed for the handling of “emergencies” when all your regular venues were fully scheduled. The very fact that the assistant was “underused,” like that room at St. John’s, is what made the assistant valuable.

A standard impulse when there is a lot to do is to pack tightly—as tightly as possible, to fit everything in. And when you are not tightly packed, there’s a feeling that perhaps you are not doing enough. In fact, when efficiency experts find workers with “unused” time on their hands, they often embark on making those workers use their time “more efficiently.” But the result is that slack will have been lost. When you are tightly packed, getting stuck in the occasional traffic jam, which for others is only mildly annoying, throws your schedule into total disarray. You are late to meeting number one, and with no time in between, that pushes into meeting number two, which pushes into obligation number three. You finally have no choice but to defer one of today’s tightly packed obligations to the next day, except, of course, that tomorrow’s schedule is “efficiently” packed, too, and the cost of that deferral ends up being high. Sounds familiar? Of course it does. You have undervalued slack. The slightest glitch imposes an obligation you can no longer afford, and borrowing from tomorrow’s budget comes at high interest.

We fail to build slack because we focus on what must be done now and do not think enough about all the things that can arise in the future. The present is imminently clear whereas future contingences are less pressing and harder to imagine. When the intangible future comes face to face with the palpable present, slack feels like a luxury. It is, after all, exactly what you do not feel you have enough to spare. What should you do? Should you leave spaces open in your schedule, say, 3–4 p.m. Monday and Wednesday, just in case something unexpected comes up, despite the fact that there is so much you’d like to do for which you have so little time? In effect, yes. That’s what you do when you allocate forty minutes to drive somewhere a half hour away, or when you salt away some money from your monthly household budget to save for a rainy day. When you face scarcity, slack is a necessity. And yet we so often fail to plan for it. Largely, of course, because scarcity makes it hard to do.

SLACK VERSUS FAT

The mishandling of slack is not only about individuals; it applies to organizations as well. During the 1970s and the early 1980s, there was a perception that many corporations were “bloated.” Some industries were so awash with cash that the executives spent carelessly. They would overpay for real estate and business acquisitions, fail to bargain, and be unconcerned with the bottom line. Cash was spent so badly that some oil companies were worth less than the value of the oil they owned; the market anticipated they would simply waste their assets. The leveraged buyout wave in the 1980s was an attempt to solve this problem. The logic was simple: buy these companies and impose pressure by placing them in debt. Move them from abundance to scarcity. The discipline of debt—in our parlance, the focus that comes from scarcity—would improve performance. The executives would start paying attention, spend more prudently, and produce greater profits.

In fact, a raft of empirical studies showed that, whatever their other consequences, leveraged buyouts did improve corporate performance. One reason is that the “corporate fat” exacerbates the incentive problem of managers. They spend poorly because they are spending someone else’s money. Fat, which is effectively free money, is spent on luxuries that management enjoys but are useless from the shareholders’ perspective. By increasing leverage and reducing fat, managers spend more wisely.

Leverage also had an effect because of the psychology of scarcity. Companies became “lean and mean” in part for the same reason deadlines produce greater productivity, and low-income passengers know the price of cabs. Being a hypervigilant manager who keeps costs low can require a great deal of cognitive effort. You must negotiate diligently with suppliers and scrutinize every line item to decide if an expense is necessary. This kind of focus is easier to come by under scarcity and harder to come by under abundance. Even private companies, where managers are spending their own money, start acting “fat” when awash in cash.

But as we have seen, slack is both wasteful and beneficial. When cutting, it can be hard to separate out true waste from useful slack, and indeed, many of the leveraged companies were left at the brink of bankruptcy. Faced with that reality, they tunneled. If the 1980s were a lesson in the power of cutting fat, the 2000s were a lesson in the danger of managerial myopia. Perhaps these two were related. Cut too much fat, remove too much slack, and you are left with managers who will mortgage the future to make ends meet today.

MARS ORBITER

In December 1998, NASA launched the Mars Orbiter. Missions to Mars are fueled by centuries of human fascination with a planet so close, so similar in size to Earth (it even has a similar length of day) and with a tiny but tantalizing possibility of life. Orbiter was unlikely to make major findings by itself. But it was a spearhead. It would provide valuable data for future missions, perhaps even a manned landing on Mars. Its launch was the culmination of a $125 million project involving tens of thousands of hours of effort. As per its name, Orbiter was designed to enter a stable orbit close to Mars from which it would collect data.

Entering a stable orbit around a planet is tricky business. As the satellite approaches, gravity pulls it in. If the satellite approaches too slowly, gravity’s pull is strong enough to crash it on the surface. If the satellite is traveling too fast, gravity does too little: the satellite skates by the planet and proceeds in a different direction. At just the right speed (and the right angle, of course) the pull of gravity is just enough to pull the satellite into a stable orbit. Needless to say, determining the proper speed requires complex and precise calculation. As Orbiter approached Mars, it would have to fire its reverse thrusters to slow down just enough to get caught in Mars’s orbit. Since it takes about ten minutes for a signal to reach from Earth, this was all pre-programmed. All ground control could do was sit and listen (with a delay). Luckily, there are not too many surprises in the dead of space. Astrophysical calculations can be made with a precision that is the envy of earthbound engineers.

Nine and a half months after launch, on September 23, 1999, Orbiter reached Mars and began to execute its entry procedure. This would take it behind Mars, preventing any contact for several minutes. But then came the sign of trouble: no transmissions from the spacecraft at all, even though Orbiter was to have reemerged. With every tense second, a bit of hope dissipated. Eventually, the ground crew gave up. Orbiter was presumed to have crashed.

In the aftermath of such a public failure, scrutiny would follow. What happened? Why a crash? What could have been done to prevent it? Who was to blame? Failures, especially of complex systems, typically have many causes. In this case, however, the culprit was both newsworthy and obvious. The reverse thrusters had fired too strongly. But what was particularly intriguing was the degree to which the firing was off. NASA calculated that the ratio of desired firing to actual firing was a curiously familiar number, 4.45. This is the number used to convert between the metric and British measures of force. The embarrassing error quickly became apparent.

Satellites like Orbiter are built piecemeal by several subcontractors. The thrusters, built by one firm, were interpreting the input they were receiving in pounds, the English system measurement of force. The central processor, built by a different firm, was providing the input in newtons, the metric system measurement. Every time the processor said “X,” the thrusters heard “4.45 times X.” (When the processor said “10,” that meant 10 newtons, but the thrusters heard “10 pounds,” the equivalent of 44.5 newtons.) The result: Orbiter slowed down too much and got caught in the gravitational pull of Mars. For a project of this significance, this was a comical, if highly consequential, blunder.

Errors are inevitable. NASA engineers know this. This is why endless checks and tests are put in place. So what happened? In the months leading up to the launch, the entire team at the Jet Propulsion Laboratory was running behind schedule. They were understaffed and had failed to turn their attention fully to all the project details until it was late. Everyone falls behind, and it has been observed that organizations that are firefighting tend to allocate smaller teams to new projects, since much of the staff is still helping fight the last fire. Unlike workers in other industries, however, these engineers did not have access to the universal fallback of the tardy—an extension of the deadline. Celestial orbits drive the launch date: the locations of Mars and other bodies determine a narrow launch window. It is hard to negotiate with the astronomical calendar.

The tight deadline created long hours. But it also created tunneling. The focus was on making the launch date. Things directly unrelated to that goal were put off, and as it turned out, they were never returned to. The 4.45 mistake was one such casualty. The engineers’ own data showed there was something wrong well before the launch. They noticed the inconsistencies. But figuring out the source of the inconsistencies was one more task on the to-do list, and with so much left to do, not everything can be done. Following up on apparent inconsistencies was one casualty. Another casualty was a joint simulation of thruster and processor, which would have revealed the problem directly. The usual checks and balances were sacrificed, potential signs of trouble were overlooked, all in order to make the deadline. By now you will recognize this as a logical consequence of tunneling.

This is not hindsight. A NASA report to the Jet Propulsion Laboratory prior to the crash highlighted the problem. Initial project delays (perhaps because of understaffing), it argued, were leading to shortcuts and workarounds. Staff were working long hours and making mistakes. The initial delay was generating more inefficiency. Worse, crucial checks—those that seemed less pressing—were being overlooked. The report essentially foretold the pattern that led to the mix-up and eventual crash.

This is more than a symptom of falling behind. Once they established the technical autopsy, the investigators of the Orbiter crash looked to organizational reasons for the failure. One reason, they concluded, was the “Faster, Better, Cheaper” paradigm that NASA had adopted. This paradigm put an emphasis on cost savings and schedule reduction. Teams started to run short on time and tunneled. And then they neglected. In this case crucial checks were neglected because they were important but not urgent; they were not crucial to the task at hand—to make the launch happen, on time.

THE FIREFIGHTING TRAP

Both St. John’s and NASA had fallen into a firefighting trap. As the organizational researchers Roger Bohn and Ramchandran Jaikumar describe it, firefighting organizations have several features in common. First, they have “too many problems, not enough time.” Second, they solve the urgent problems but put off the nonurgent ones, no matter how important. Third, this leads to a cascade so that the amount of work to be done grows. Put simply, time is spent on fighting the immediate fire, with new fires constantly popping up because nothing is being done to prevent them. At St. John’s the surgeons were so busy dealing with patients right now that they could not step back and look at the overall patient mix. At NASA the engineers were so busy trying to make the deadline for each component that they did not look at how the components fit together. The firefighting trap is a special case of the scarcity trap.

A thorough five-year study of four top manufacturing firms in the United States documented multiple instances of firefighting. As one manager puts it: “If you look at our resource allocation on traditional projects, we always start late and don’t put people on the projects soon enough … then we load as many people on as it takes … the resource allocation peaks when we launch the project.” Based on their years of study, the researchers conclude, “There are few images more common in current discussions of R&D management than that of the overworked engineering team putting in long hours to complete a project in its last days before launch.”

Firefighting does not just lead to errors; it leads to a very predictable kind of error: important but nonurgent tasks are neglected. Just as the name implies, you are busy fighting the urgent problem (the fire); other problems, no matter how important, are drowned by the most urgent (seatbelts on the way to the fire). As a result, structural problems—important, but they can wait—never get fixed. When Microsoft shipped its Windows 2000 software, it went out with 28,000 known bugs. The project team knew they were shipping a product with lots of problems, but they were already behind the deadline. As a result, they immediately began working on a first patch, which was to fix all the bugs they knew they had shipped out. Not a good place to be when reports of new bugs start coming in.

Firefighting traps involve a great deal of juggling. You are so focused on the looming deadline that when you finish you realize the next project is suddenly due. Most of us have found ourselves doing this at one point or another, and we know intuitively that firefighting is a trap for all the reasons scarcity is a trap. Once you start firefighting, it is hard to emerge unscathed. When teams are frantically working on a project that should have already been done, they start late on the next project, which ensures they will firefight there as well and stay perpetually behind.

Understanding the logic of scarcity and slack can reduce the chance that we enter a firefighting trap. Yet we know that tunneling makes it easy to overlook other considerations. One solution, at least in organizations, is to explicitly manage and ensure the availability of slack. There is a lesson in how banks have tried to manage risk. Banks have long recognized that managers, tunneling on the bottom line, do not sufficiently take risk into account. As the 2008 financial crisis demonstrated, this is an understatement. More recently, many banks have introduced “chief risk officers,” who sit apart from the rest of the management team and report directly to the CEO. They must approve financial products, loans, and other transactions, viewing them through the lens of risk. Unlike the managers who focus (tunnel!) on the most appealing transactions and on making the big profits and the sales targets, these executives’ sole goal is to monitor risk.

Similarly, as fat continues to be cut, and slack goes with it, organizations may want someone in-house who is not tunneled on stretching resources. Someone, removed from the daily tunneling, whose job is to ensure that the organization has enough slack and who focuses not on what needs to be done today but on what possible shocks may upset tight plans tomorrow. Someone must ensure that those who are focused on meeting immediate project targets are not borrowing from future projects, thereby exhausting any slack and digging the organization deeper into a bandwidth hole in the future. It is not a coincidence that the adviser that St. John’s hired was clearly removed from the struggle for the next operating room.

MANAGE THE RIGHT SCARCE RESOURCE


The truly efficient laborer will be found not to crowd his day with work, but will saunter to his task surrounded by a wide halo of ease and leisure.

—HENRY DAVID THOREAU



There is another lesson to draw from the NASA experience. When the Jet Propulsion Laboratory crew started to fall behind, management did what most managers would do. They increased hours. They saw a scarcity of time—Orbiter must launch soon—and they deployed more time to address it. This is a common response to time scarcity. A project is running behind schedule? Put in more people on the problem to get caught up. And if an organization is stretched for employees—time is pressing, and hiring and training new people will take time—simply work your people more hours, at least until new employees can be brought in. On the surface this seems like an obvious solution and the easiest way to do more with a fixed amount of resources. Yet this response may not be as sensible as it seems. It recognizes one form of scarcity—time left to finish the project—but it ignores another form of scarcity—bandwidth. It neglects the consequences of reduced bandwidth on performance.

Consider the use of cell phones. Ten states now ban the use of handheld cell phones while driving. This makes some sense, and other states are sure to follow. After all, with only one hand on the wheel, you are bound to be a less efficient, less responsive driver. But this also makes a major, if hidden, assumption. As it turns out, drivers holding a cell phone are significantly more likely to get into an accident, but so are drivers using a headset. The hands are not the problem—the mind is. In one simulation study, drivers using hands-free phones missed twice as many traffic signals compared to those who were not on the phone. We naturally think of driving as an activity requiring physical resources, but safe driving requires more than two hands; it requires bandwidth as well.

Similarly, we often overlook bandwidth when arranging our time. What we naturally think of is the time it will take to complete our to-do list, not the bandwidth it will require or receive. Think of how the Jet Propulsion Laboratory engineers responded to the problem of the impending celestial deadline. They poured more engineer hours into the problem. But that did not necessarily provide more bandwidth, and one can argue that the overworked engineers may have given their work less total bandwidth despite the longer hours.

Nearly a century ago, Henry Ford recognized the distinction between hours and bandwidth. His decision to institute a forty-hour workweek for his factory workers was clearly motivated by profits as much as by humanitarian concerns. As one commentator observes:


When Henry Ford famously adopted a 40-hour workweek in 1926, he was bitterly criticized by members of the National Association of Manufacturers. But his experiments, which he’d been conducting for at least 12 years, showed him clearly that cutting the workday from ten hours to eight hours—and the workweek from six days to five days—increased total worker output and reduced production cost. Ford spoke glowingly of the social benefits of a shorter workweek, couched firmly in terms of how increased time for consumption was good for everyone. But the core of his argument was that reduced shift length meant more output.



Finding the data on Ford’s original experiments is difficult. But several similar studies have been run in almost a century since Ford’s experiments. One study, on construction projects, found that “where a work schedule of 60 or more hours per week is continued longer than about two months, the cumulative effect of decreased productivity will cause a delay in the completion date beyond that which could have been realized with the same crew size on a 40-hour week.” In a very different industry, a software developer notes that when his staff began putting in sixty-hour weeks, the first few weeks would see much more work getting done. But by week five, the employees were getting less done than when they had been working forty-hour weeks.

Another study looked at what happened in a cardiothoracic surgery department when the number of patients per medical service worker increased. Again, there was an increase in productivity in the short run. Patients were dealt with more quickly. But this came at a cost. There was neglect. Dealing with more patients quickly lowered quality: patients were more likely to die. In fact, even the benefits did not persist. A sustained increase in workload eventually led to an increase in the time it took to manage each patient.

The impact on productivity can also show up in other ways. Here is one researcher discussing innovation in the workplace:


At the end of each interview I asked the interviewees what they would do first to encourage innovation in their organization if they were suddenly omnipotent. By far the most common answer was time. But respondents often qualified this—they didn’t want more of the same kind of time, they wanted more unstructured time that did not have specific outputs or procedures attached to it. The managing director … put this very well when she yearned for “time to play … time to gaze out the window … time to let things settle … time to read and react.”



In a way, none of this should be surprising. Just as we get physically exhausted and need to rest, we also get mentally depleted and need to recover. Instead, with prolonged scarcity, bandwidth taxes tend to accumulate. To understand the mechanism, consider something as simple as sleep. People with time scarcity who are working more hours will try to squeeze more into the remainder of each day; they will neglect and patch things. Sleep is one obvious candidate. When you run out of time, you sleep a little less and squeeze in a few more hours of work. Yet the effects of sleep on productivity are striking. Studies have repeatedly shown that when workers sleep less they become less motivated, make more errors, and zone out more often. One clever study demonstrated this by looking at the start and end of daylight savings time, nights on which, because of the time change, people lose sleep. It found that people spent 20 percent more time cyberloafing—searching the web for unrelated content—for every hour of lost sleep on those evenings. And that is just one night of sleep. Research shows that the cumulative effects are far worse. As work hours accumulate and sleep time diminishes, productivity eventually goes down.

Yet most firms still manage hours, not bandwidth. One group of researchers describes a thirty-seven-year-old partner at a large accounting firm, married with four children:


When we met him a year ago, he was working 12- to 14-hour days, felt perpetually exhausted, and found it difficult to fully engage with his family in the evenings, which left him feeling guilty and dissatisfied. He slept poorly, made no time to exercise, and seldom ate healthy meals, instead grabbing a bite to eat on the run or while working at his desk. [His] experience is not uncommon. Most of us respond to rising demands in the workplace by putting in longer hours, which inevitably take a toll on us physically, mentally, and emotionally. That leads to declining levels of engagement, increasing levels of distraction, high turnover rates, and soaring medical costs among employees.



These same researchers tried a pilot “energy management” program. This included breaks for walks and focusing on key factors such as sleep. In the pilot study, they found that 106 employees at twelve banks showed increased performance on several metrics. Perhaps this sounds far-fetched. But how different is this from how we manage our bodies? To prevent repetitive strain injury, frequent computer users take mandated breaks. To help with computer vision syndrome, people are advised to look away from the screen every twenty minutes or so for about twenty seconds to rest the eyes. Why is it counterintuitive that our cognitive system should be so different from our physical one?

The deeper lesson is the need to focus on managing and cultivating bandwidth, despite pressures to the contrary brought on by scarcity. Increasing work hours, working people harder, forgoing vacations, and so on are all tunneling responses, like borrowing at high interest. They ignore the long-term consequences. Psychiatrists report an increasing number of patients who show symptoms of acute stress “stretched to their limits and beyond with no margin, no room in their lives for rest, relaxation, and reflection.” There is nothing magical about working forty or fifty or sixty hours a week. But there is something important about letting your mind out for a jog—to maximize effective bandwidth rather than hours worked.

Of course, all of these mistakes—from firefighting to failing to cultivate bandwidth—are individual problems, to which any person can fall prey. But organizations can magnify the problem. When one member of a team begins to fall behind or enters a firefighting mode, this can contribute to the scarcity felt by others. When one person’s bandwidth is taxed, especially at the top, a sequence of bad decisions can lead to further scarcity and to taxes on others’ bandwidth. Organizations can create a domino effect, with each individual member pulling the team toward firefighting and reduced bandwidth. But organizations can also be insightful, creating environments conducive to the successful management of scarcity’s challenges.

BENIHANA

Like many American entrepreneurs, Hiroaki (“Rocky”) Aoki had a wild youth. As a rambunctious teenager in Japan in the 1950s, he sold pornography in school and started a rock band called Rowdy Sounds. He also showed discipline: as a flyweight wrestler his hard work earned him a spot in the 1960 Summer Olympics, an athletic scholarship to an American university, and eventually the U.S. flyweight title and a spot in the wrestling Hall of Fame. As he matured, his creativity, energy, and diligence increasingly turned to business. While competing as a wrestler, he studied for an associate’s degree in restaurant management, and in his free time he ran an ice cream truck in Harlem.

Aoki’s most successful venture started small. With $10,000 from his ice cream truck, he started a four-table Japanese steakhouse called Benihana, on West 56th Street in New York. The first few years were bumpy, but the restaurant began to draw buzz for its food and atmosphere, eventually becoming a hotspot for celebrities. (Muhammad Ali and the Beatles dined there.) Aoki capitalized on this success by expanding the restaurant into a chain, first throughout New York City and eventually to the rest of the country and the world. Today Benihana is in seventeen countries. At the time of Aoki’s death in 2008, his empire was thought to be worth over $100 million. So thorough is his stereotype that it borders on parody, complete with his name, the paternity suits, intrafamily lawsuits, a collection of antique cars, an array of eccentric hobbies, and an ethnically flavored semi-mystical back story for the chain’s name (after a single red flower—benihana in Japanese—that Aoki’s father saw amid the rubble after a U.S. bombing of Tokyo in World War II).

Anyone who has been to a Benihana restaurant knows why it’s unique: The chef cooks the meal right in front of you; in fact, “cooking” does not do justice to the performance. The chef is a virtuoso: he juggles his knives, tosses food from the spatula directly onto your plate, and creates onion ring volcanoes! Only at Benihana do meals end with a round of applause. Search for “Benihana” (or, better yet, “hibachi chef”) on YouTube and you’ll see hundreds of videos, with tens of thousands of hits, showing the theatrics. All this contributes to Benihana’s success in a roundabout way. Aoki did more than create a bit of entertainment. He understood at a deep level the scarcity restaurants faced. And he solved it.

People think restaurants are about food, décor, and service. After all, this is what we experience as customers. Yet we all know wonderful restaurants that have shut down. Getting customers in the door does not ensure success in the restaurant business. Dry logistical and operational decisions drive profitability. The problem restaurants face is that much of their costs are fixed. Sure, they spend money on the food, but the ingredients do not cost as much as the overhead: salaries, rent, electricity, insurance, and so on. Whether you serve many customers or only a few, most of these costs must still be covered. As a result the business is all about “cream.” After your revenues rise to a level that covers the fixed costs, a large percentage of the remainder goes directly to profits. This creates interesting math. Three seatings on a busy Saturday night is not just 50 percent more profitable than two seatings. If the first two cover your fixed costs and leave you with a small profit, then the third is “cream,” mostly all profits.

What Aoki (and others) recognized is that the restaurant business is really about seating scarcity. How many seatings can you fit in? You get more seatings if you can squeeze in more tables. You get more seatings if you fit more people per table. You get more seatings if you can turn tables over faster, if you get four sets of customers out of a table each evening rather than three.

What appears to be theater at Benihana was really a very clever solution to scarcity. The chef’s production involves people sitting at communal tables. And communal tables of eight mean a much more efficient packing of customers. No more waiting for two tables of two to open up side by side so you can seat a party of four. At communal tables you simply fill up the tables as people come in. A table of four merely means four chairs at the table. But even better, the tables turn over much faster. The chef cooks theatrically—and quickly—in front of you. You sit, the chef is there, the menu is small, and the time to order is limited. The chef then festively paces the meal for you. The food is tossed onto your plate, and you eat quickly because you can see the following course is about to be tossed next. Even the dessert—ice cream, which near the hibachi melts quickly—is designed for speed. And when the show ends, the chef bows and you applaud and it’s over. What are you going to do, sit around and chew on your chopstick? It is hard to loiter when the chef is standing there, all done, the table has been cleared, and others are leaving. All this means that Benihana earns much more per table per night; some estimates suggest Benihana earns ten cents more in profit per dollar of revenue than other restaurants, making it far more profitable.

PACKING IN BUSINESS

Besides well-orchestrated meals, Benihana provides an important lesson for many organizations. Even when businesses are insightful enough to identify their true scarce resource, they often underappreciate the complexity of managing scarcity and the benefits that come from doing it just a little bit better.

Sheryl Kimes, an operations researcher at Cornell University, discovered this when she was hired by Chevys, a Mexican restaurant chain, to see if she could improve its profits. She started by talking to the staff to get a better feel for the challenges, and one problem was clear: long lines. In a way, this had to be good—the restaurant was popular. But it can also be a bad thing. Long lines can make you proud, but they bring in no money. You need people inside and eating, not outside and waiting. Customers can get disgruntled and not come back. You don’t want it said of you, “Nobody goes there anymore; it’s too crowded,” as Yogi Berra put it. To understand what might be done—raise prices? expand?—Kimes conducted a thorough statistical analysis, which gave her a snapshot more precise than the staff’s impressions: What was the income per table? Which tables were most occupied? What was the turnover? And so on.

What she found surprised her. The visuals showed long waits; the data showed low usage. Only during five hours each week were more than half the seats occupied. But there were many more hours with lines outside. What was going on? Two clues in the data helped crack the problem. First, there was enormous variability in usage time, and the biggest variation occurred after one meal ended and before the next one began. Even in busy times, there were long lulls between consecutive parties at a table. Second, even though restaurants like Chevys are considered places for friends and coworkers, the data told another story: 70 percent of parties were just one or two people. The restaurant didn’t seem to have the right tables for the parties it was hosting. To see if this was right, Kimes took the data on parties coming to eat and ran it through an algorithm to look for efficient packing for Chevys, particularly for what tables ought to be used. This yielded a clear suggestion: more tables for two. Management implemented it, and the result was a financial windfall—a more than 5 percent increase in sales, approximately $120,000 a year in just one branch. Of course, purchasing new tables, remodeling the restaurant, and making other changes were not without cost, but after all the accounting, the profits exceeded the costs in the first year and turned into pure profits in the ensuing years. The investment on managing scarcity earned a high rate of return.

Until Kimes showed up, Chevys was failing to manage its scarcity because it was undervaluing scarcity’s challenges. And those challenges were not trivial: serious computer analyses were needed for just one restaurant’s problem. And restaurants are not alone. Businesses often succeed and fail as a function of how they manage scarcity.









10

Scarcity in Everyday Life

Doctors and the cable guy have one thing in common. An appointment scheduled for three o’clock rarely happens at three o’clock. Staying on schedule can be hard. A slipup early on—perhaps a bit of procrastinating or something that has run unexpectedly long—gets magnified when there is no slack to absorb this shock. What first seemed like manageable tightness becomes a cascade of lateness. Every appointment becomes rushed. You tunnel on getting through this appointment. Predictably, you borrow from future ones. A time-debt trap forms. A tight calendar leaves you on the edge of being late to every meeting. And on most days you go over that edge early. (Why customers put up with it is another question.)

A colleague of ours—the president of a foundation—is no stranger to tight calendars. He has the distinct pleasure of spending most of his days in back-to-back meetings. He could easily fall perpetually behind like the doctor or the cable guy, every meeting more delayed than the previous one. And since people are coming to ask him for money, they would put up with it! But he does not run late. About five minutes before a meeting is scheduled to end, his assistant shows up and announces, “Five minutes left.” And at the end of the meeting, his assistant shows up again. This fairly obvious intervention—used by many executives lucky enough to have a skilled and dedicated assistant—prevents the cascade and the scarcity trap.

The assistant knocking at the door is not a particularly innovative intervention, but it illustrates something profound. Small changes to one’s circumstances can short-circuit the consequences of scarcity. The psychology of scarcity is primitive, and changing it “from within” can be hard. But you don’t need to change the psychology in order to get the right outcome. The foundation president is not tunneling any less. His trick is to change the environment to counteract the psychology. And not even drastically: the assistant does not create additional slack. Meetings are still scheduled back to back, and the president still tunnels during these meetings. All the assistant does is stand in the way, preventing the psychology of scarcity from doing harm. You can think of it as akin to a rumble strip on the side of a highway. It’s a small change, yet it protects drivers against their wandering minds and fatigue; it’s much easier than getting them to focus or to sleep more.

In the same way, we can “scarcity-proof” our environment. We can introduce the equivalent of rumble strips and helpful assistants, using our insights into why things go badly to build better outcomes. What matters is the logic of the enterprise—the appreciation of how understanding scarcity can help us think differently and manage enduring problems.

WHAT IS IN THE TUNNEL?

A simple yet often underappreciated tool for managing scarcity is to influence what’s in the tunnel. This is one thing the assistant does well: she forcefully brings in the next meeting while the executive is still tunneling on this one. In work with the economists Dean Karlan, Margaret McConnell, and Jonathan Zinman, we tried to bring savings into the tunnel for poor individuals in Bolivia, Peru, and the Philippines. We built upon the insight that the poor fail to save partly because of tunneling. Saving is an important but not urgent task, the kind that nearly always falls outside the tunnel. At any point in time, there are more pressing things to do than save. So we brought savings back into the tunnel for a moment by making it top of mind. Having asked people what they were saving for and how much, we would send them, at the end of each month, a quick reminder—a text message or a letter. This benign reminder alone increased savings by 6 percent, a strikingly large effect given how infrequent and nonintrusive this was. (Messages, after all, are much less salient or vivid than an assistant standing in your doorway.) We were able to increase savings not through education or by steeling people’s willpower but merely by reminding them of something important that they tend to overlook when they tunnel.

Tunneling gives us a new way to think about financial products. Some financial decisions naturally appear in the tunnel. Someone has an incentive to ensure that you repay your loan or pay your rent. That person or institution, like the assistant, will bring it into your tunnel no matter how tunneled you are. Savings, on the other hand, has no dedicated assistants to care for it, and—absent a behaviorally informed intervention like ours—will end up outside the tunnel most of the time.

Of course, insights about tunneling can also be used to exploit. You might set high late fees and then not remind people of the impending charges. Many of these effects, from reminders to the impact of late fees, will disproportionately affect the poor, since they are the ones who are tunneling—and suffering the consequences—the most.

Reminders, of course, are not limited to money. A busy person will too readily neglect the gym, which is important but never urgent. Signing up for a personal trainer reduces this problem. Now the trainer’s calls bring fitness back into the tunnel. Now going to the gym becomes something that cannot be neglected: a trainer, intruding into your tunnel, is asking when you would like to come work out this week. The trainer is a constant presence, ensuring that the gym is top of mind.

Impulses, rather than reminders, are also easy to bring to the tunnel. Supermarkets have long understood this. They saw an easy way to make money: place candy bars at checkout counters. The candy intrudes into the tunnel in the form of an immediate urge: I want chocolate. Many urges are like this; however important or desirable they may be, they may be out of mind when they are out of sight because they are not pressing. But when they’re in sight, they assert themselves, pushing other impulses—in this case your weight-watching impulses—out of the tunnel.

Given this observation, why not do the same for savings? We did this in another project, with a product we call “impulse savings.” Much like candy bars, impulse savings cards are left to hang at prominent locations, such as next to cash registers. They have pictures on them that portray people’s savings goals—such as college, a home, or a car—designed, like a candy bar, to create an urge. Except that when they “buy” these cards, people are actually saving: the dollars they pay get transferred into their savings accounts.

The cards not only combat tunneling by bringing a person’s latent goal to the forefront; they also provide an easy way to act on it—“buy this card”—before the goal fades. In a small pilot program with IFMR Trust (a large provider of financial services to the poor), we found a surprising number of people eager to save in this way. A photo of one’s family occasionally emerging on a busy person’s desktop (irregularly enough to capture attention rather than becoming part of the background) may also work: make something top of mind that might otherwise be neglected.

Reminders can be powerful, yet they are often underappreciated, perhaps because they are so obvious. In 2008, the Massachusetts Registry of Motor Vehicles thought of a way to reduce costs. All the letters they were sending to remind people about their soon-to-expire car registrations were costly. So they got rid of these reminders. In a way this made perfect sense, but in light of our analysis, you can see why it might be foolish. Registrations expire at a fairly random time, solely a function of the last time you registered. Without a reminder, it is hard to remember the date. For the poorest and the most hurried, these reminders were likely the only thing that kept the registration from expiring and risking a ticket for the car owner. In effect, with this simple policy change the state had (inadvertently?) imposed a regressive tax.

Reminders are deceptively simple yet are often overlooked. Policy makers can spend millions of dollars in shaping attitudes toward savings but then fail to incorporate reminders urging people to save. We can spend hefty sums on gym membership yet never stop to consider what to do to ensure that the gym stays within the confines of our tunnel.

NEGLECT

Last year, we neglected our savings. In fact, it has been quite some time since either of us has thought about it. What causes this reckless behavior? (One of us even has kids!) Well, it’s actually not terribly reckless. Our savings accounts—from retirement savings to college savings for the kids—have been growing quite comfortably. How did we save without actively saving? The same way most people do. Each of us enrolled a long time ago in a plan that automatically deducts 10 percent from our paycheck. Our savings balances show that we saved a lot, even though our daily behavior suggests total neglect: we spend our paychecks without ever thinking about saving. Automatic deduction allows us to save with full neglect.

This example highlights a simple insight. When there’s neglect, it is often more effective to alter the outcome it leads to rather than fight it. Here is an example with retirement savings. When people in the United States start a new job, they need to fill out a form regarding their participation in a 401(k) plan. Typically, if they fail to fill out the form, they are not enrolled, which can be a recipe for disaster later in life. But when you have just been hired, with all the turmoil and anxiety that brings, you will often tunnel, and the form will get neglected. In one insightful study, researchers changed the consequences of neglecting the form. New employees received a revised form that said something along the lines of: “You are enrolled in a 401(k) at 3 percent. Turn this form in if you prefer not to enroll or to enroll at a different level.” Now, when people neglected the form, they were saving. And better yet, for all those who thought about it and wanted to save, everything was set—there was nothing at risk by forgetting. The results were striking. Even three years later, there was a dramatic difference in enrollment rates. At those companies where new employees had to opt out, more than 80 percent had enrolled in the 401(k) plan. At those companies where new employees had to opt in, only 45 percent had enrolled. Changing the default—what happens when a decision is neglected—can have strikingly large effects.

Of course, there are a lot of tricky policy issues with someone else setting your defaults. But in many cases you can set the defaults on your own. Automatic bill pay is a prime example. A busy person who enrolls for automatic bill pay no longer runs the risk—in the tunnel of work—of forgetting to pay her bills. Or, rather, she is free to ignore her bills, but when she does, those bills still get paid. As a result, some of the most persistent tunneling problems for the busy these days—at least for those who have access to modern technology—are those tasks that cannot be automated, like a car registration, a driver’s license renewal, or taxes. Worse yet are those that are not automated and do not have a natural deadline or reminder, like writing a will or getting a medical checkup.

This thinking applies more broadly, to things that are repetitive and predictable. Picture someone working at home and tunneled on a deadline. We know that they will neglect the quality of their eating; they will eat whatever they can find near at hand. In fact, distracted and depleted, they will tend to prefer the less healthy options, those most immediately tempting. With a pantry full of assorted options, this busy person will end up gaining a few pounds. In contrast, a pantry stocked with only healthy options can insulate the waistline from the deadline.

A recent Bank of America program called Keep the Change illustrates a constructive use of turning neglect to good purposes. As the bank explains:


With the Keep the Change program, you can grow your savings automatically. After your enrollment, we’ll round up all your Bank of America debit card purchases to the nearest dollar amount and transfer the difference from your checking account to your savings account. Every cup of coffee, tank of gas, and bag of groceries you buy adds up to more savings for you. What could be easier?

 	

Keep the Change (which has been criticized on other grounds, including low interest and high fees) does one thing very well: it gets people to save not by trying to curb their impulses to spend but by harnessing these impulses. People do neglect to save, so this program gets them to save while doing what comes most naturally, namely, consuming.

VIGILANCE

For a busy professional, going to the gym with some regularity is much harder than signing up for a gym membership. One reason for this is obvious. The pain of signing up does not compare to the pain of stomach crunches or a half hour on the elliptical machine. But there is another reason. You only need to sign up for the gym once, whereas going regularly requires vigilance—doing the right thing again and again. We can think of choices as coming in one of two varieties: vigilance and one-off. Vigilance choices require that we continuously repeat the choice, like going to the gym, saving for a rainy day, eating the right foods, or spending quality time with our family. Some even require hypervigilance. Miss a visit to the gym and you undo only a tiny bit of your hard work, but skip a dose of certain medications, and things quickly get a lot more serious. Slipping up just once and using your savings to buy a leather jacket can also undo many months of hard work. One-off choices only need to be done once (or at least very infrequently) to get the desired outcome: enroll in automatic bill payment and you are done with worrying about paying bills, buy a washer/dryer and you save a trip to the laundromat for years, enroll in some discount feature with your telephone provider and you take advantage of the savings until further notice.

Especially when you tunnel, it is much easier to do the right thing once than to have to repeat it. Yet so many good behaviors require vigilance: being a good parent, saving money, or eating right. To make matters worse, so many bad behaviors need be done just once to cause the pain: borrowing, taking on an ill-advised commitment, making an unwise purchase. You splurge or take a loan just once, and you have dug yourself a hole for the extended future, a hole that will require vigilance to climb out of.

This suggests a recipe: whenever possible, convert vigilant behaviors into one-time actions. Rather than having to be vigilant every time you grab a snack from the pantry, just be vigilant at the grocery store. Many banal tasks have this structure. Keeping your house clean requires vigilance, or (assuming you can afford it) just set up a maid service once. Paying your bills every month requires vigilance. Setting up automatic bill payment only needs to be done once. Remembering to have sufficient cash for tolls while you drive requires vigilance; signing up for E-ZPass, an automatic form of toll payment, is done once. More broadly, because tunneling induces neglect, converting those things that tend to get neglected into one-time solutions can be very powerful. Spending time with your kids invariably suffers when it depends on your vigilance, but if you sign up for a weekly activity together, that one-time action ensures that you will have a minimum amount of quality time together each week.

The other direction also works. Convert questionable one-time behaviors into the kind that demands vigilance. Some policy makers have proposed “cooling off periods” for car purchases, and similar arrangements may be wise for loans of every variety (money, time, calories, and so forth). Essentially, you are setting up a system that requires you to confirm the decision several times before you actually commit to it. (Imagine that any time you receive a tempting invitation, your e-mail is set up to send the following response: “Thank you. I may be able to do this. I will let you know in a week.”)

Occasionally, you may also want to turn automatic renewals into acts of vigilance. When was the last time you checked if there might now be more affordable car insurance than the one you so meticulously chose years ago? Options change, and some one-off choices may also have been misguided. When we signed up for a movie-rental service, we thought we’d be watching several movies a month and returning them promptly. As it stands, it scares us to think of how much we must be paying per movie. Instead of automatically renewing, it might be wise occasionally to confirm the ongoing wisdom of that old one-off choice.

So what about loans? Should we ban quick loans, one-time choices with potentially bad consequences? In the Family Feud experiment from chapter 5, we saw how removing poor participants’ option to borrow improved overall performance. But, of course, this is where life gets more complicated than the lab. Some loans are bad, but some are good. How do we decide which are which? Even within our own theory, some loans provide needed slack. When your car breaks down and you need cash to fix it, a loan (even an expensive one) may prevent a worse cascade—arriving late to work, risking job loss, and so on. Paradoxically, scarcity increases the chance you’ll need a quick fix, as well as the chance that some such fixes will hurt you.

One insight of the psychology of scarcity is the need to prepare for tunneling and to insulate against neglect: navigate so that bad choices are harder to make in a single moment of tunneling, and arrange it so that good behaviors require little vigilance yet are occasionally reevaluated.


LINKING AND THE TIMING OF DECISIONS

In a world of tunneling and neglect, a lot depends on timing. Some of our biggest mistakes happen when deciding for the future, when things far removed from any tunnel look distant and fuzzy. Things we’d never agree to today (“Too busy today!”), we readily commit to a month from now (“Sure! Calendar looks wide open!”). Our needs today are pressing; those a month away are abstract and unrealized. This, as we have seen, is how we end up overcommitted. It’s how those strapped for cash end up buying items they eventually cannot afford. The washing machine that was so appealing six months ago, when it came with 180 days of no payments, now has become a major weight.

But once we understand the psychology, we can use it for some good. There is no reason that the very same feature—a lack of appreciation of scarcity in the future—cannot be harnessed to help. A willingness to commit to a less scarce future underlies the well-known Save More Tomorrow program, through which people who felt they were not currently able to save agreed to increase their savings deductions whenever their salary increased. There would be no new sacrifices now; only later, in that fuzzy future. The results have been stunning. In one firm, more than 75 percent of those offered the plan chose it over trying to save on their own, and only a minority ever opted back out. By the third pay raise, individuals had more than tripled their savings rates.

What’s particularly clever here is the linkage between something you expect to happen (the salary raise) and something you would like to happen (the increased savings). This arrangement automatically links the two. You can do something similar with borrowing. Consider the following thought experiment. In an attempt to curb predatory lending, one state forces payday lenders to charge lower fees—say, $25 instead of $50 on a $200 loan. Assume the industry remains profitable and survives. In another state, a different program is created: fees remain at $50, but only $25 goes to the lender; the remaining $25 goes into an account in the borrower’s name. Once $200 has been accumulated in this account—in this case, after eight loans—the person no longer needs to borrow. When she needs a loan, she can use these savings instead. In effect, by saving $25 of every $50 they would have paid for fees, the borrowers can quickly become “lenders to themselves.”

Put simply, the truth about all those good decisions you plan to make sometime in the future, when things are easier, is that you probably won’t make them once that future rolls around and things are tough again. So preempt and link wisely. At a moment of focus on the importance of exercise, buy a membership, hire a personal trainer, bet a friend, do what you can for this motivation to linger once you’re tunneled elsewhere. If you’re focused enough on healthy foods while shopping, make sure to fill the pantry with the right stuff, for those times when your mind is no longer food conscious. And when something—a book, a commercial—happens to focus you for a moment on life in old age, take action. Arrange for an automatic deduction into savings; call your lawyer to arrange a meeting to write a will. Otherwise, you’ll plan to do it sometime soon, but you’ll be in another tunnel then.


ECONOMIZE ON BANDWIDTH

Because scarcity taxes bandwidth, a key concern in the management of scarcity is to economize on bandwidth. Just as the busy are concerned with every minute of the day, and the poor focus on money, everybody under scarcity is profoundly influenced by how their bandwidth is distributed and spent.

Bandwidth is about allocating our limited information-processing abilities. In that sense, decisions that demand more information processing have immediate bandwidth implications. Every manager stretched for time values assistants who are good at synthesizing decisions, who can distill choices into their essential components and present them clearly. A subordinate who delivers large amounts of unprocessed data is far less useful. Clear and simple syntheses are a terrific way to economize on cognitive capacity.

Yet we often fail to appreciate this when presenting information. This was illustrated in a study of payday loans conducted by economists Marianne Bertrand and Adair Morse. The researchers divided customers who were about to take a payday loan into two groups. One group was shown a table that listed the annual effective interest rate they would be paying (443 percent) compared to comparable loans (16 percent on a credit card). Another group was presented with similar data, but instead of interest rates, they were shown how many dollars they would pay on the loan if they were to repay in two weeks ($45), one month ($90), and so on, as compared to how many dollars they would pay if the same amount were borrowed on a credit card ($2.50 for two weeks, $5 for a month, and so forth). In other words, similar data were presented in slightly different ways: In one case, interest rate, an abstract measure of something, the precise implications of which may be hard to gauge. In the other, dollars paid, familiar units that you need to take out of your pocket. What Bertrand and Morse found was that far fewer customers took the payday loan when they were shown the cost in dollars. Those who come for payday loans are accustomed to seeing, thinking about, and needing dollars. Interest rates, by contrast, are exotic financial instruments that few of us use in daily life and which require substantial intellectual effort to turn into something more palpable. When your bandwidth is taxed, a concrete sum carries a lot more meaning than some abstract term.

Nutrition labels present a similar problem. They inundate people with a great deal of exotic information. Consumers now get not just calorie information but also information on calories from fat, good fats versus bad fats, essential nutrients (are you getting your omega-3 fatty acids?), percentage daily allowance of several vitamins and minerals, and so on. All this makes for serious information-processing demand, and without an easy way to process the information, it’s hard to know how to act. How bad is a bagel? It is hard to tell.

Simply making trade-offs can be taxing. Picture yourself with a lot of work to get done. A good friend is leaving town and there is a going-away party that you really should attend, despite all the work. You decide to squeeze it in by going but not for very long. You will decide how long to stay when you get there, depending on the atmosphere and on what feels right. You arrive at the party, and after an hour you start wondering, “Should I go?” The party is fun and your departure could be misinterpreted, but work calls. Is an hour enough time? Will you look rude? You vacillate. You stay a bit longer, but really your mind is no longer at the party. The trade-off—what you are giving up for being at the party—makes it hard to be truly present. You thought you were helping yourself by remaining flexible, but what that really meant is giving way to lingering and distracting trade-offs.

The busy are desperate for time to devote to family and friends. Squeezing this time into a busy schedule is challenging—it ends up a predictable victim of neglect—and even when it is squeezed in, the pleasure is often gone, while the mind is elsewhere, contemplating what could be done instead. One of the wisest interventions we know of for dealing with scarcity’s trade-offs is the Jewish Sabbath. The Sabbath is an old concept. You do not work on the Sabbath, or e-mail, or write, or cook, or even drive. It is a day of tranquility, serenity, rejuvenation of the kind that many of us might not experience for years. And it’s ingenious for at least two reasons. One is that there are no options, no dilemmas; it’s a day of nothing but time off, no trade-offs. And the other is that it happens at the same time every week, right when Friday exits, no matter how busy you might be, no questions asked, no need to plan. The Judaic scholar Abraham Joshua Heschel wrote a book about the Sabbath, which he considered God’s gift of time.

The Atkins diet is reminiscent of the Jewish Sabbath. Most diets encourage trade-offs. They allot a certain number of calories, a certain number of grams of carbs, and other assorted constraints. Dieters are then asked to pick the mix of foods that they prefer, while satisfying the overall restrictions. It gives them the “flexibility” to contemplate their own preferences. But, like the partygoer above, this only condemns the bandwidth-taxed dieter to prolonged bouts of trade-off thinking. And trade-off thinking is both distracting and particularly bad for dieting since focusing on food makes it harder to resist. One study randomly assigned participants to diets that differed in their rule complexity and concluded, “Perceived rule complexity was the strongest factor associated with increased risk of quitting the cognitively demanding weight management program.”

The Atkins diet (in its many incarnations) helps resolve this problem. Instead of constant trade-offs, it imposes a very small budget for carbohydrates. This makes some choices quite easy: some foods are so low in carbs that you can eat them without trade-offs. It makes other choices—a very big dessert—a virtual impossibility because they simply have too many carbohydrates. This leaves some room for trade-offs—a small dessert or a few slices of bread—but far less than in a standard diet. Now, there are those who are not convinced the Atkins diet is particularly good for you. But psychologically, it has one distinct advantage. Instead of having to ration your caloric intake and calculate at every meal what you would do, the Atkins diet is closer to the Sabbath, with its simple prohibitions and very few trade-offs.


BANDWIDTH VARIES

Another important thing about bandwidth is that it doesn’t remain constant over time. Recall the sugar cane farmers we studied in chapter 2. Right before harvest they were poorer and right after harvest they were richer. But more important, right before harvest they had less bandwidth and right after harvest they had more. In a similar way, because of the failure to smooth their consumption, low-income workers who are paid monthly, as well as food stamps recipients, will likely have the least bandwidth near the end of the month and more bandwidth right at the beginning. And it would be wise to exploit this timing in implementing policy and program design. If you had a program trying to teach almost anything where some bandwidth is required, from health practices to business accounting, when would it be most effective? Right before or right after harvest, if you are teaching farmers? Right before Christmas, when the poor are scraping together money for gifts, or right after? Once you understand the bandwidth timeline, you can mark the calendar for those weeks in which you will find people listening and absorbing and those in which you’ll encounter mind wandering.

The importance of timing bandwidth is that it also allows you to link events to better bandwidth moments, as illustrated by the following telling study. Fertilizer has been shown to have high economic returns for farmers—over 75 percent, for example, for maize farmers in Kenya. And yet many Kenyan farmers do not use it. The problem does not appear to be a lack of knowledge; most farmers report that they plan to buy fertilizer, yet fewer than a third actually do. They often cite that they have run out of money. What they really mean is that they did not have the money when they needed it. They get paid right after harvest, and the fertilizer needs to be purchased many months later, at a time when they are cash-poor and bandwidth taxed.

To bridge the gap between when there’s money and when fertilizer is needed, some researchers created a simple and clever intervention. They had the farmers prepurchase the fertilizer, buying it during harvest, when they were flush with cash, for delivery at planting time. With this simple change, the percentage of Kenyan farmers who bought and used fertilizer rose to 45 percent from 29 percent—a dramatic increase. Failure was averted by relocating an important decision from a time when the farmers were cash-poor and, more important, bandwidth-poor to a time when they were cash-rich and bandwidth-rich.

Being aware of the natural variation in bandwidth can also help those with busy lives. The busy often schedule their activities based on time available—a task requires a certain amount of time, and I have that kind of time right here, Wednesday at 11 a.m. But beyond time, tasks also use bandwidth, some more, some less. Monitoring a conference call to make sure all goes as planned requires a lot less bandwidth than a tense in-person meeting with a boss or a client. Yet we often focus on available time slots without this recognition. Clearly, our bandwidth varies throughout the day. Are we allocating our tasks wisely, ensuring that high-bandwidth tasks get assigned high-bandwidth slots?

Exploiting bandwidth might include not only timing tasks and events but also setting the best order. For the longest time, as we struggled to write this book, we would put aside a block of time every morning. And we protected it ferociously, sometimes even when it was painful to do so—for example, when you’re the only one holding up the scheduling of a six-person meeting. We were not simply protecting time; we were protecting high-bandwidth time. But this did not work very well; our writing sessions were not particularly effective. And then we realized what we had done wrong. Before sitting down for our ferociously protected writing time, we quickly looked over e-mail, to take care of any urgent business before we withdrew. By nine o’clock we would force ourselves to quit even if sometimes this required extreme action, like turning off the wireless router! But, as it turned out, we hadn’t fully quit. One message about a delayed project highlighted how seriously behind we really were. Another would remind us about the urgent need to raise some money. We weren’t sitting down to write so quietly. We had begun a series of mental, and noisy, trains of thought. We had acted like dieters exposing themselves to donuts every morning just before sitting down to think about other things.


SNAGS

Many low-income high school graduates do not go to college. And many generous financial aid programs, driven by the assumption that the reason is a lack of money, are geared toward helping low-income individuals. Yet these programs are severely underutilized; few applicants show up. This is surprising, so a group of researchers set out to find out why. They divided eligible high school graduates (and their families), who had come for help with their tax filing, into three groups and gave them all the forms needed to apply for financial aid to college. For the first group, they simply observed the tendency to apply. For the second, they tried to bridge the information gap. Perhaps eligible high school graduates didn’t know about the money they were eligible for, so the tax professionals told them. For the third group, the researchers did something inspired. Tax professionals not only told the eligible graduates what they were eligible for, but they also actually filled out the forms with them. Simply telling people the exact benefits they were eligible for had no noticeable effect. But the help filling out the forms did have a remarkable effect: not only were they more likely to apply for financial aid, they were also 29 percent more likely to enroll in college.

Having to fill out forms is a potential snag for anyone, a chance to procrastinate and to forget. But with their bandwidth taxed, and with perhaps a bit of stigma attached, it is a bigger snag for low-income people. Families with no college experience tripled their submission rate if they received help in filling out the forms.

There is a deeper insight here about how to manage scarcity. Misplanning, procrastination, and forgetting can turn seemingly minor steps into major stumbling blocks. Yet we overlook these snags when structuring our lives or crafting policies for others. Give someone a form to take home and she may forget it; have her fill it out on site and enrollment goes way up. Of course, filling out a form is a “minor” step, but it is also one that is too easy to stumble on, like having to compute interest or remembering to renew the registration. When our bandwidth is taxed, the simplest snags can do a lot of damage.

Those on public benefits, for example, often are required to “recertify”—to complete a series of forms—every year to show that they are still eligible. As you might imagine, it is during these periods of recertification that people drop out of the program. And this requirement appears often to screen out the most needy: those who are most taxed are also those most likely to delay in recertifying and, unfortunately, the ones in greatest need of the benefit.

To see the logic of taxing bandwidth, think about it this way. Imagine we imposed a hefty financial charge to filling out applications for financial aid. We would quickly realize that this is a silly fee to impose; a program aimed at the cash stretched should not charge them much cash. Yet we frequently design programs aimed at people who are bandwidth-stretched that charge a lot in bandwidth. To use another vivid metaphor, it’s like going to a juggler who is in need of help and tossing one more ball in the air for him to juggle.

This, incidentally, is not an argument for removing all snags. Sometimes there is a reason for their existence. Financial aid forms are complex because a lot of information is needed. Recertification happens because circumstances change, and programs need to target those who are eligible. But there are alternatives: for one, many forms could be automatically filled using tax data. The mistake we make in managing scarcity is that we focus on one side of the calculus—removing snags can be costly—while we underestimate the other—the bandwidth tax. But the data suggest that this tax can be unreasonably large. Small snags can be the difference between a successful program and an unsuccessful program, between receiving benefits or not, between being and not being a college graduate.


THE PROBLEM OF ABUNDANCE

As we contemplate the better management of scarcity, we should remember that scarcity often begins with abundance. The crunch just before a deadline often originates with ample time used ineffectively in the weeks preceding it. The months just before harvest are particularly cash tight because money was not spent well in the easy months following last harvest.

Remember the study from chapter 1, where participants did better at proofreading essays when they were given tighter deadlines? Although most people realize that deadlines can help them work better, deadlines are often underappreciated. In another version of that experiment, some participants were allowed to choose their own binding deadlines. The option to pick a deadline helped: participants voluntarily imposed strict deadlines that helped them earn more than the no-deadline group. But their freely chosen deadlines were not as aggressive as they should have been. They earned 25 percent less than the group that had no choice, whose deadlines were imposed on them. We have seen this with our own students. In one of our classes, we let students pick their deadlines for the final paper. Some wisely chose deadlines much earlier than the end of the semester. But many did not, causing themselves to cram for this paper right when all their other papers were due.

In a world of scarcity, long deadlines are a recipe for trouble. Early abundance encourages waste, and by the time the deadline approaches, tunneling and neglect settle in. Breaking a long deadline into progressively earlier chunks can cut this arc. The same thing happens with money. A farmer paid in one lump sum is being set up on a similar cycle of early abundance followed by eventual scarcity. And as with time, dividing a payment into incremental pieces can help. What if the farmer were to get paid not in one lump sum but more regularly? The same is true of food stamps. Recall that food stamps recipients were not able to smooth out their income over the month. Lots of bandwidth must now be used to plan, remember, control, and make trade-offs. Why not pay the benefits weekly? Or, if needed, some combination: a large initial payment to take care of big monthly expenses and then smaller payments for week-to-week expenses. A way to fight the abundance-then-scarcity cycle is to even it out—to create long periods of moderation rather than spurts of abundance followed by heightened periods of scarcity.


THE NEED FOR SLACK

The reason why the abundance-then-scarcity cycle is so bad is that, as we have seen, scarcity can get us trapped. It is not merely that we fail to smooth our activities under abundance; it is that we fail to leave slack for the future. We saw with the Koyambedu vendors in chapter 6 what having too little slack can do. When hit with a shock, they got themselves right back into a debt trap, one that could have been avoided given earlier abundance. This is the danger of not leaving enough slack, not enough buffer for potential shocks. It is not merely that the shocks hurt us but that they put us in a position for the psychology of scarcity to kick in. We begin to tunnel and to borrow, and soon we are one step behind and perpetually playing catch-up.

Yet despite this, it is striking how often we fail to build a buffer stock. While direct research on this question is scant, there are some good hints. For one, the data suggest that we tend to underappreciate the likelihood of many low-probability events. That’s why we underinsure for floods and earthquakes. When everything is going smoothly, we can, of course, imagine dark clouds, but we undervalue their possibility and thus do not prepare properly. And it’s a lot worse when any of many possible shocks can trip us. Technically, we are facing a disjunction of low-probability events. What could interfere with your plans are not just floods or earthquakes, but you may get sick, or a family member could get sick, or there could be a break-in, or a car theft, or a war, or the loss of a job, or a surprise wedding, or an unexpected birth. All of these, of course, are possible but highly unlikely. But the problem is that any one of these is enough to count as a shock, for which you should have built some buffer stock.

And that buffer stock needs to be built during times of abundance. If time is where you expect scarcity, this means leaving some extra room in your schedule, for “no good reason,” other than being able to move your many projects and obligations around at no cost. With money, it means having and building a rainy day account, even if you do not feel terribly flush. All this does not come easy, does not feel natural, because even when you know that shocks and scarcity can happen, it doesn’t feel that way when there’s abundance.

The tug of scarcity can be strong. But understanding its logic can minimize its negative consequences. We can go some way toward “scarcity proofing” our environment. Like investing in a smoke alarm or setting up a college savings account for your new baby, a singular moment of insight can have lasting benefits.









Conclusion


As our island of knowledge grows, so does the shore of our ignorance.

—JOHN A. WHEELER



This book offered an invitation to read about a science in the making. We hope that this first glimpse of the science of scarcity has helped to change the way you think about many things, from the occasional bouts of feeling overworked to persistent problems like loneliness and poverty.

Looking at the familiar in a new light can lead to unexpected observations, sometimes in unexpected places. The two of us often play a game on our phones called Scramble. It’s a break from work, a way to fill time, and, yes, a tool for procrastination. The game is simple, and brief, and we got pretty good at it. But while working on the book, we noticed that our Scramble scores took a precipitous drop. Tense days of writing under deadline led to remarkably weak scores. This was a vivid illustration of how pervasive the bandwidth tax can be. Even though we had conducted the studies and had seen the data, the magnitude of the drop was surprising. We had the vague sense of being “cognitively tired,” but the 30 or 40 percent drop in scores was more than we would have anticipated. And the game was a simple and fun task. We suspected that our minds were not operating at full capacity, but we did not appreciate how taxed we were.
You might try to think of comparable moments in your experience. What activities in your life might create a large bandwidth tax? And where would these have a noticeable impact? Are you a worse driver then? You know to avoid driving when sleepy, but did it ever occur to you not to drive after a day of hard thinking at work? Are your jokes less funny then? Are you less friendly? Are you making worse decisions? Have you ever said, “I don’t want to make this important decision now; my bandwidth is taxed?”

People overlook bandwidth. When you’re busy and must decide what to do next, you might take into account the time you have and how long it will take you, but you rarely consider your bandwidth. You might say, “I only have half an hour. I will do this small task.” You rarely say, “I have little bandwidth. I will do this easier-to-accomplish task.” Of course, you sometimes do this implicitly, such as when you switch to another task when you fail to make progress. But this just means you paid a tax on an already scarce resource.
We schedule and manage our time but not our bandwidth. And it is striking how little we notice or attend to our own fluctuating cognitive capacities. Contrast this with physical capacity, where we are attuned to the potential effects of eating, sleeping, exercise. Like most workers in modern society, we use our minds to make our living, yet we know remarkably little about our minds’ daily rhythms. If our job were to move boxes from one place to another, we’d have a better sense of how best to maximize our efficiency—when to exert more effort, when to rest. But for a job focused on moving ideas rather than boxes, we know little about how to maximize our limited cognitive capacity.

And just as we as individuals know little about our own fluctuating bandwidth, we as social scientists know little about the fluctuating bandwidth of society. Scientists tend to measure what their theories tell them to measure. Social scientists therefore measure the material dimensions of scarcity: how many people are unemployed, what was produced in a particular quarter, what earnings were, and so on.

Yet we know next to nothing about the cognitive side of the economy. Just as our own individual bandwidth appears to fluctuate, it is likely that society’s bandwidth fluctuates as well. Might we find that the economic recession in 2008 also produced a profound cognitive recession? Perhaps bandwidth dropped significantly. What if while unemployment was climbing, the quality of decisions was dropping? We do not have the data to answer these questions. And while it is too late to gauge this for 2008, it is not too late to collect these data for future booms and recessions. There has been an effort in recent years to measure societal well-being, to create a measure of Gross National Happiness to go along with Gross National Product. Why not also measure Gross National Bandwidth?

From this, we might learn not just about our country as a whole but also about how different subgroups in our country are doing. When the unemployment rate jumps from 5 percent to 10 percent, that means an additional one in twenty working-age people are now struggling financially. A look at bandwidth might suggest that the effects of this increase are more widely felt. It is possible that, in times like these, many more individuals have money on their mind as a result. Perhaps even those who have had only a small tightening of budgets have lost enough slack to be experiencing some scarcity. And perhaps those individuals who are close to the newly unemployed—friends, relatives, neighbors—are showing the effects, too. It is possible that the cognitive impact is more widespread than the financial one.

This is not just about recessions. Take productivity, a driver of economic growth. Productivity depends crucially on bandwidth. Workers must work effectively. Managers must make wise investment decisions. Students must learn in order to build human capital. All of this requires bandwidth, and it is possible that a drop in bandwidth today further reduces productivity in the future.

It is also not just about economics. Bandwidth is a core resource. We use it in parenting, studying, getting ourselves to the gym, and navigating our interpersonal relationships. It affects the way we think and the choices we make. When the economy enters a financial recession, we can buy fewer things. When we enter a cognitive recession, all aspects of our lives can potentially be affected, from parenting and exercise to savings and divorce.

Of course, bandwidth measurements need not be confined to countries. Companies could do bandwidth inventories: how are their employees doing? Individuals can conduct their own. Perhaps before a big decision, you would want to confirm that you are functioning at full bandwidth. We have seen several related tests already, and more can be drawn on and new ones developed. Some would be focused on scarcity. How best to measure slack? How most effectively to determine whether people are engaging in trade-off thinking? But we can go further, perhaps measure fluctuating cognitive capacity more generally.

One can also use these measures to better evaluate social programs and public policies. In a program for the unemployed, we focus on reemployment. Undoubtedly, that is important. But why not also gauge its impact on bandwidth? After all, if the unemployed have greater bandwidth, the benefits will be felt more broadly. The data show that the children of parents who are unemployed do significantly worse in school. If bandwidth is the culprit and we can do something to alleviate it, then these programs may have benefits far outside their initial scope.

A focus on bandwidth leads to more than just better measurement. Take the problem of the fast-food manager from chapter 2, the one lamenting the time he must spend managing his underperforming employees. What might he do? Should he spend his time and energy motivating them? Should he resort to threats of firing? Greater incentives? More training? Additional conversations? The manager’s problem is not unique. Many employers of low-wage workers face problems of productivity and absenteeism. And they invariably try these assorted interventions.

But a focus on the psychology of scarcity suggests that this manager may want to tackle a different problem. Rather than motivating or training, threatening or enticing, perhaps he can focus on increasing bandwidth. Low-wage workers have volatile financial lives. We have seen their effects. We have also seen that incentives can be less effective in circumstances like this. When you’re tunneling, many rewards can fall outside the tunnel. Why not instead think about financial products, logistical interventions, or working conditions that help workers deal with financial volatility and help clear some bandwidth?

Here is a stark example. Many workers, as we saw in chapter 5, resort to payday loans. Yet it’s worth observing that a payday loan is often simply a loan against work that has already been done. The worker who takes a payday loan halfway through the pay cycle has already earned half her paycheck. The need for a loan is largely due to the fact that payment happens with a delay. Why should an employer have workers taking these loans, potentially falling into scarcity traps, taxing bandwidth, and resulting in lower productivity, especially when the employer can himself give pay advances at low cost? How valuable would it be for employers to improve productivity by offering the right financial products and creating bandwidth?

The case of employers is just one example of how thinking about bandwidth may prompt us to ask different questions and solve problems in different ways. Take the simple example of adherence: the poor, more than others, fail to take their medication as prescribed. We could say, “This is a fact of life,” and move on, no longer trusting the poor to do what’s required. Or we could build a product like GlowCaps. This pill bottle kicks into action whenever it has not been opened the right number of times that day. It starts by glowing, and if it still hasn’t been opened, it beeps, eventually sending text messages to the user’s phone. Little by little, it makes its annoyance known, preventing the neglect that comes with tunneling. With GlowCaps the poor have been shown to adhere to their medication schedules at dramatically higher rates. Similar products and interventions can solve adherence and other problems through an understanding of the psychology of scarcity. GlowCaps illustrates how cheaply, unobtrusively, and effectively we can use technology to address problems created by bandwidth. Naturally, similar insights are bound to prove equally dramatic in other places.

When we think about increasing farm productivity around the world, perhaps we should focus not on new crops or farmer training. Perhaps we should be thinking about how to get the farmers to do those small activities, such as weeding, which they surely already know about but so often remain outside their tunnel. What should be the farmers’ GlowCaps, to remind them about weeding or about pest control?

ABUNDANCE

In thinking about scarcity, we have encountered several new puzzles. This book, for example, was not completed on time. Why? Besides all the obvious reasons, two stand out as we reflect on the last few years. First, some of the work was done when we were facing a sharp deadline. And when we wrote against a sharp deadline, we experienced scarcity. On many days we benefited from this, as our theory suggests. We were focused and more efficient.

But much of the time was not spent feeling as if we had a sharp deadline. During long periods, we worked with the feeling that we had plenty of time. And during those periods, predictably, time was frittered away. Not wasted exactly, but the per day productivity—say measured in words written—was far from where it could have been. You could say we were suffering from not having scarcity. But is that all? Or was it something about the psychology of abundance?

We have treated abundance as merely what happens when scarcity is absent, as if that’s the “standard” state, when all is fine. But introspection tells us that there have been periods when we felt real abundance and that those periods feel distinct, not only from scarcity but from other, less marked times. There are times when a psychology of abundance kicks in. And what makes the psychology of abundance so intriguing is that it seems to have in it the seeds of eventual scarcity.

Many of us end up tight for time right before a deadline because we wasted the preceding period of abundance. Our students inevitably write their papers in the two days (or in many cases one night) before the papers are due, and this is often preceded by weeks when time was abundant. This was not their intention going into the semester; their last-minute scrambling is a microcosm of the time-management problems experienced by executives who live the good life just before they end up firefighting or by vacationers who don’t know where the day went.

The experience of scarcity near the deadline often emerges because of how time was managed during abundance. This intimate link between scarcity and abundance repeats itself in many places. The farmer is strapped for cash before harvest because of how he spent his previous harvest’s proceeds. How he behaved during abundance contributes to his eventual scarcity. We fail to save when cash is plentiful. We loll around when the deadline is far away.

Consider the financial crisis of 2008. Many have speculated that one reason for this crisis was a cognitive blind spot. Housing prices were rising throughout the late 1990s and early 2000s. During these boom times, a sudden fall in house prices seemed a remote possibility, difficult to imagine, and hardly worth the concern. This belief affected a great many choices. If house prices were destined to keep going up (or at least not tank), highly leveraged transactions seemed sensible, mortgages with high loan-to-value ratios seemed safer. Of course, prices did fall—dramatically, in some cases. And all of the investment decisions predicated on the assumption that they would not fall led to a financial cascade that nearly brought down the global financial system. In this case as well, the acute scarcity of the financial crisis had its roots in the lax behavior that characterized those preceding years of abundance.

Of course, we could write off all of those as merely the usual behaviors. People waste time. They are overconfident. But the good times and the abundance before the financial crisis magnified these tendencies—they boosted overconfidence, and reinforced complacency.

Follow the thread of scarcity far enough and it leads back to abundance: the recession that is caused by our behavior during the boom; the last-minute cramming that can be blamed on our inaction in the weeks prior. While scarcity plays a starring role in many important problems, abundance sets the stage for it.

Just as with scarcity, could there also be a common logic to abundance, one that operates across these diverse problems?

We ought to answer this question. Now that this book is done, we have plenty of time not to.
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