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Introduction



Joy is such a human madness.

Zadie Smith




When was the last time you felt absolute joy?

I got married in the middle of a small wood outside of Cambridge during the summer of 2019, when I was 29. It was remarkably timed. One year later – when engagements among my 30-year-old friends had peaked – pandemic weddings were cancelled, postponed, attended by only the witnesses. But the night before my wedding, on an objectively smaller scale of disaster, it started to pour with rain. At two o’clock in the morning, the rain sounded like a biblical tempest. I moved myself into the spare bedroom and spent the night awake, sick to my stomach with anxiety, imagining the tables, chairs, hay bales and sofas we had set out in the woods that day getting soaked through, and my family and in-laws covered in mud, and rather unforgiving of our reckless choice to have our wedding outside in a British summer.

But in the woods at noon the next day, there was no sign of the storm. Sunlight floated through the leaves and landed on the heads of family members I thought for years might never attend my wedding. I looked over at my wife, and then for the next ten hours felt total consummate joy up until the moment I went to sleep (deep, unadulterated – I have no idea if it rained that night).



Joy feels ephemeral, impossibly to quantify. It is by its very nature rare and unexpected – out of the ordinary, leaps and bounds better than what we would predict from our day-to-day life. Many days do not consist of the singular experiences that bring joy. Most days have good elements and bad, predictable and unpredictable: a surprising success, an unforeseen loss. The Balanced Brain is about how our brain builds each person’s sense of their mental health by learning to predict the complex, changing information in the world around us.

Something more quotidian than joy is pleasure. We experience pleasure on average at least once per day.1 Some researchers think pleasure is a concrete way to think about our sense of ‘wellbeing’, a term that is usually defined in two basic categories: the first, feeling good at one moment in time; the second, feeling good about your life in general. These two components are often assigned Aristotle’s terms: Aristotle called the first category of feeling hedonia – feeling happy, a pleasurable feeling. This is the category psychologists tend to measure in their experiments, and also relates to two famous definitions of happiness: the ‘possession of pleasures with the absence of pains’ (Jeremy Bentham’s definition);2 and our record of moment-by-moment pleasure and pain across time (Daniel Kahneman’s definition).3 But social scientists who want to know how happy one country is versus another are more likely to measure the second category, eudaimonia : life satisfaction, and the realization of one’s potential. Their work can answer questions like: are richer people more satisfied with their lives? (The answer is: up to a point.4 See Chapter 10.)

Personally, I think these two traditional categories of wellbeing have more in common than not. Studies have found that people who experience more pleasure in everyday life also report better life satisfaction – the experience of eudaimonia is interwoven with hedonia.5 Perhaps unsurprisingly, because the two categories are so closely related within individuals, it may be impossible to measure them separately from one another. When measuring hedonia and eudaimonia using separate questionnaires on people from around the world, they were almost entirely correlated (0.96), casting doubt on whether they can be truly differentiated.6 Moreover, people’s responses to separate eudaimonia and hedonia questions were mathematically better accounted for by a single wellbeing measure than two separable wellbeing constructs,6 meaning perhaps pleasure and life satisfaction, while conceptually different, operationally reflect the same overarching wellbeing construct.

Improving mental wellbeing has been a quest for decades, centuries, millennia – but society and science are still urgently grappling with it today. In this book, we will explore what neuroscience reveals about what it means to feel better, momentarily or durably. This means diving into where someone’s feelings of mental wellbeing come from: what makes one person experience hedonia from a small, everyday pleasure of life? How do our own experiences of positive and negative events help us construct a general sense of our life as negative or positive? How can small shifts in the mechanics supporting these processes cause worse mental health, and how are the same processes adjusted by things we do to improve our mental health, such as drugs, exercise or psychotherapy?



What is mental health?

In my lab at the MRC Cognition and Brain Sciences Unit, a department at the University of Cambridge surrounded by rivers and cow fields, we run experiments to understand the brain processes that cause better and worse mental health, particularly in people with psychiatric disorders. Eventually, decoding these processes could help us invent or improve treatments. But mental health can mean very different things to different people. Neuroscientists have not agreed on a universal definition of ‘mental health’. Nor have psychologists, or philosophers or any other group that one might turn to for a definitive stance on the matter. You would think this would be problematic for scientists like me who study mental health. Actually, most neuroscientists do not let a philosophical quandary stand in the way of doing interesting experiments. Sometimes, better mental health is taken to mean lower scores on a clinical index (which itself might be measuring depression, anxiety, stress or any number of other factors). Other times, positive scores on wellbeing indices are used: life satisfaction, for example. Still other times, particular chemicals in the brain, behaviours performed by animals or humans, or regions of brain activity might be inferred to represent some aspect of mental health (pleasure, reward and so on). A full picture on mental health must incorporate all these aspects, from the experiential to the biological, and map the routes in-between.

In this book, I use terms like ‘mental health conditions’, ‘psychiatric disorders’ and ‘mental illness’ relatively interchangeably to refer to disorders such as major depression, schizophrenia, generalized anxiety disorder and so on. These more medical terms are used to indicate when experiences of poor mental health are severe enough to impair functioning and meet other specific diagnostic criteria. However, the way scientists refer to these conditions is constantly changing. In some cases, I use the more general phrase ‘mental health problems’ or ‘mental ill-health’ to signify that someone might experience problems without meeting the threshold for these traditional diagnostic criteria, or their problems might not fall clearly into a single diagnostic category. In any case, it is worth remembering that different people who experience poor mental health might choose to refer to their own experiences with the terms that are most meaningful for them (for example, as ‘experiences’ or ‘problems’ rather than ‘disorders’ or ‘illness’ or vice versa).

My view of mental health in the brain is that it is a sort of balance. In biology, living organisms survive by maintaining homeostasis: a relatively stable state inside the body, irrespective of changes elsewhere (the temperature outside, your blood sugar level, your hydration and so on.). To stay in balance requires change: your body sweats to decrease your temperature; you eat a doughnut to increase your blood sugar; you drink fluids after running a race. What we think of as ‘mental health’ also requires homeostasis. Like our body’s homeostasis, maintaining a ‘balanced brain’ requires flexibly responding to changes in your environment. This includes our internal environment – which might present challenges via emotional pain, or even infection – as well as our external environment, which challenges us daily with the various stressors of life. Inherent in this balance is the ability of your mental state to help, rather than hinder, your functioning, increasing your chances of survival. For people who have experienced poor mental health at points in their life, their mental state may sometimes impinge on their ability to do daily activities, enjoy time with loved ones, or other things that are vital to living well in the world.



Where does mental health come from?

Mental health is supported by many different brain processes, from those involved in pleasure and pain, to those supporting motivation and learning. Your brain’s biology, and its close relationship with your physical body, creates, sustains and protects your mental state. You may already use many different techniques to support or improve your mental health, and these techniques will each have particular effects on these brain processes. But you have probably already noticed that if a friend recommends whatever technique they use (‘try yoga!’), it might do absolutely nothing for you. That is because an intervention to improve mental health works or doesn’t in the context of a particular person’s brain (and bodily) processes. These ongoing biological processes in your brain are shaped by often-subtle differences in your genes, which affects your general propensity to particular thought, mood or behaviour patterns. Equally importantly, these processes are shaped by a whole gamut of earlier-life experiences. (I say earlier-life because often it is assumed that all formative experiences for mental health or illness happen in childhood, when risk is highest, but they can happen throughout life.) These are not independent but interactive factors, with the effect of some genetic predispositions altered by environmental experience, and (though more neglected in popular conception) exposure to specific environmental experiences affected by someone’s genetic makeup. Nothing about ‘biological’ implies a static cause, however: these factors (and their interactions) are dynamic, particularly crucial at certain developmental timepoints, but relevant throughout someone’s life.

This is because many elements of the nervous system are plastic, changeable, moulded by their environments. By ‘nervous system’ I mean the brain and spinal cord, but also their extensive and bidirectional path of communication with the rest of the body. The function of the nervous system is influenced by our genetic makeup, cultural factors, economic security, stressful life experiences, the social world we live in, our diet and the physical condition of our bodies (to name but a few), all of which affect our mental health via their effects on the nervous system. It may seem impossible to measure and quantify a phenomenon originating from such a widespread set of factors. It is certainly very tricky. But each factor causes better or worse mental health by changing a physiological process in the nervous system. Experience of poor mental health can originate from vastly different causes, inside and outside the body. As you will discover in this book, mental health can also be improved or treated via just as wide a variety of things inside and outside the body. But no matter its cause, the brain is the final common pathway for mental health: the eventual target of every risk factor and every treatment.

This may surprise you. Perhaps your intuition is that mental health works a bit differently to physical health conditions affecting particular organs or organ systems, such as heart disease or diabetes. Perhaps it even seems pejorative to claim that mental health conditions are physical, given that they are undoubtedly influenced by many important societal factors (although societal influence is not unique to mental health: diseases affecting other organ systems, such as the lungs or the heart, can have social causes such as unequal pollution or access to healthy food). But just like the endpoint of these other socially caused diseases is in their effect on our biology, the experience of all mental states is also a physical process. Mental wellbeing, and our susceptibility to mental ill-health at various points in our lives, is constructed via ongoing biological processes in our brain. These biological processes shape our perception of the world: our outside environment, and the body (our internal environment). Changes to these processes, or different calculations by the same brain processes, can cause your perceptions to become distorted, maladaptive and altogether unhelpful to life’s pursuits. This causes the symptoms we associate with ‘mental illness’ – when your feelings, thoughts or behaviours interfere substantially with your everyday life, to the degree that you experience, for example, chronically low mood and suicidal thoughts (as in conditions such as major depression and bipolar disorder), repetitive thoughts that stop you from doing other important aspects of life (as in disorders such as generalized anxiety disorder, social anxiety and obsessive-compulsive disorder), or a disrupted sense of reality (as in psychotic disorders such as schizophrenia).

One example of a general function of the brain that supports mental health, and can precipitate mental illness, is our brain’s ability to learn about and predict events in the world. This includes predictions about the outside (Is there a tiger nearby?) and internal environments (Am I hungry? Thirsty? Terrified?). What is most salient, most important, most attention-grabbing to our brain is when these predictions are incorrect, because the brain might need to update its representation of the world – it might need to learn. This process of predictions and learning is often unconscious, woven into the background experiences of every day of your life. For instance, your whole life you have learned that objects fall towards the earth, despite (likely) never having been taught this explicitly. In the context of mental health you have also learned about many other things that affect your mood, emotions and thought patterns: whether you expect you will experience positive or negative reception when you meet new people, whether you expect very much or very little pleasure from everyday activities, whether you are particularly sensitive to pain or other bodily signals (among other factors). And these expectations influence how likely you are to experience poor mental health.

For instance, a common principle across feelings of wellbeing, happiness, pleasure, mirth and other positive feelings is that positive feelings arise when an outcome is better than what your brain expected (but is still within the range of possibility for your brain’s predictions). That means it is helpful to expect good things, but it might be even more helpful to expect things that are slightly less good than they turn out to be – it is this positive surprise experience that might increase momentary wellbeing (see Chapter 3). Sometimes an experience in the world is vastly better than what you might have expected: a wedding that narrowly escaped being a mudslide is an overwhelmingly positive surprise causing an outsize effect on immediate wellbeing. In most cases, though, the surprises you experience happen in a less remarkable fashion, as repeated, everyday experiences – usually mundane, sometimes disappointing, occasionally extraordinary – that build up over time, cumulatively affecting your sense of mental health. This building of expectations happens via learning processes in the brain, triggered by surprise (both positive and negative) to subtly change the way you will experience the world tomorrow compared to today. This process of expectations, surprise and learning is one of the fundamental ingredients of mental health, including the science of what makes us resilient, what puts us at risk of mental health disorders and what aspects of mental health might be key targets of various treatments and interventions.

Because your brain’s representation of the world is unique to you, formed after years of experiences and your own genetic makeup, there is no one-size-fits-all recipe for mental health. Differences in the neurochemistry of your brain (among many other factors) might make some people abhor what others adore. Similarly, the individual makeup of your brain means that different ways of improving mental health tend to work only in a subgroup of people. When you encounter a popular article about X treatment or Y diet improving mental health or happiness, at best that means on average across a whole group (sometimes quite a small group). But only using the average can obscure the fact that the treatment may have worked brilliantly in some people – and terribly in others.

That is why when it comes to mental health, what works for someone else might not work for you at all. This also means that potential roads to better mental health, whether in a medical setting, or at-home diet or exercise remedies, can come with personalized risks – they might even be harmful for you because of their effect on your particular biology. Mental health is supported by a complex mosaic of factors. Neuroscience is racing fast to find ways of measuring these factors to predict which treatment works for which patient – but in most cases, these predictions have not yet been successful on a large scale.



Why bother understanding mental health?

Understanding the cause of poor mental health and how to improve it is one of the most crucial questions of our time. Mental health conditions are the world’s leading cause of disease burden. The most common mental health disorder, depression, affects over 250 million people worldwide. The global economic costs of mental health disorders were estimated at US$2.5 trillion in 2010, a number that is expected to double by 2030.7 Most importantly, experiencing a mental illness can have a devastating impact on an individual’s quality of life. The vast majority of people who take their own lives (about 90 per cent) suffer from a mental illness.8 Our mental health crisis is also global: 77 per cent of suicides occur in low- and middle-income countries.9 Suicide is also not the only, or even the largest, contributor to mortality in people with mental ill-health: people with severe mental health conditions, such as schizophrenia, bipolar disorder and depression, are estimated to lose around 25 years of life expectancy, mostly due to an increased risk of cardiovascular disease,10 underlining how inextricable physical health is from mental health and vice versa. Even in rich countries with well-funded mental healthcare, our best treatments – psychological therapy and antidepressant medication – only work in around 50 per cent of people, a mystery that motivates much of neuroscientific research into mental health as we try to uncover better routes to treatment.

Mental illness is also only one aspect of mental health. For people who are lucky to never experience life-changing illness, preserving good mental health is just as relevant for their wellbeing and quality of life. Simply feeling happier is associated with a longer and healthier life, even after accounting for other sources of longevity – physical and mental health conditions, age, sex and socioeconomic status.11 It is not clear why this is: it may be mediated by cardiovascular, hormonal and immune system changes associated with experiencing negative emotions.12,13 In contrast, experiencing positive emotions is associated with lower rates of stroke,14 heart disease15 and even cold symptoms.16 There is a world of difference between feeling down and having a mental illness – but there is some overlap in how these experiences affect the body and brain. Perhaps the best information we have about how the brain supports mental health comes from studying the brains of those who have experienced mental illness and examining what it tells us about the brain processes supporting wellbeing, happiness and other positive mental health phenomena.

What we know that leads to good mental health may surprise you. Things you might consider bad for your health – eating sugar, drinking beer, having a late night out – could have short- or even long-term positive effects on mental health. Each of these ‘bad for you’ things represent one of the myriad ways of tapping into your brain’s various systems supporting mental health. For instance, and I’m not exaggerating here, laughing at a television show with friends harnesses the same brain system as heroin (see Chapter 1).

This book is not going to tell you to deprive yourself of everything fun, from sugar to online games, to feel better. It’s not going to tell you that the solution is thrice-daily mindfulness practice or taking probiotics. No – it’s going to tell you what neuroscience reveals about how mental health works.

This book will take you from some of the first modern experiments on the neuroscience of pleasure to the cutting-edge trials exploring new drugs, therapies or totally different interventions that might improve mental health. Different chapters of this book explore different scientific ingredients for mental health, some obvious (the neurobiology of pleasure) and some less obvious (the neural processes supporting motivation), though just as essential. Along the way we will find out how particular chemicals in your brain, such as dopamine, serotonin and opioids, contribute to mental health. And while the experience of mental health arises from processes in the brain, the brain itself is closely linked with the rest of the body. I will describe fascinating new work on the link between our physical body and mental health, including the role our gut and immune system play in mental health. This body-brain link may be key to understanding how positive mental states like happiness can improve our physical health – and why improving physical health by activities like exercise might alter mental health.

We will explore humans’ vast quest to improve mental health, from the discovery of antidepressant drugs to modern experiments using magic mushrooms; from the effects of mindfulness on the brain, to lifestyle changes in sleep or exercise, to cutting-edge electrical treatments for depression. Across all these myriad paths we will find commonalities: common brain networks and processes that underpin mental health and support recovery from mental illness. These common pathways could be the key to new, personalized treatments for mental health disorders – the future of mental health neuroscience.

At some point, we will all experience mental and physical pain and distress, and many of us will seek some sort of treatment. Many will be disappointed by a much-lauded pill or lifestyle intervention: one person’s miracle cure is another’s snake oil. But there are many things we can try to improve mental health, including lifestyle changes that might preserve or protect mental health, a renewed focus on sleep, and openness to the arsenal of effective psychiatric medications and psychological therapies for more disabling conditions.

Every time a new treatment is discovered, every time a different lifestyle factor is found to be associated with greater happiness, the best-case scenario is that it works for some people. Ideally, many people. But not everyone. To grapple with this complexity requires a paradigm shift in mental health, away from the concept that something ‘works’ or ‘doesn’t work’ for mental health, and towards an understanding of which process it affects and which people it might help. My hope is that this book will be something of a guide toward this new paradigm, showing what lessons you can take from neuroscientific research to inform your own mental health, and what lessons you can ignore.







PART ONE
How the brain constructs your mental health








1.
Natural highs: pleasure, pain and the brain



Some people have dramatically different experiences of pain and pleasure: heightened pleasure, chronic pain or no pain at all. In fact, one way in which pleasure is interconnected with mental health is that a cardinal symptom of several mental-health disorders, including depression and schizophrenia, is anhedonia : a loss of interest or pleasure in normally pleasurable activities. ‘Normally pleasurable’ is subjective but is not judgmental: it could include eating delicious food, reading a favourite book, having an orgasm, or other more eccentric things someone enjoys. When experiencing anhedonia, the things one typically enjoys might feel comparatively dull, less valuable, not worth the effort of obtaining. A disruption in pleasure has a debilitating effect on mental health.

Pain is also closely coupled with mental health, but in different ways. People with depression report more subjective pain in their day-to-day lives, potentially because of lower thresholds for pain.17 This relationship runs in both directions: people with conditions that cause chronic pain, of which I am one, are more at risk for mental ill-health.18 In general, the more frequently you experience pain and unpleasant experiences, the more likely you are to experience worse mental health.17

Why is mental health so closely linked to pleasure and pain? In this chapter we will discuss how the links between pain and worse mental health occur in part because of shared brain changes across chronic pain and mental health conditions. We will discuss how the brain normally processes pleasant and unpleasant things, and how this relates to differences in your likes and dislikes. Your subjective experience of things as pleasant, disgusting or painful is one major ingredient for your mood, thoughts and behaviours – and therefore mental health. How pleasant or unpleasant you find things in the world also influences what your brain learns about (which we will discuss in Chapter 3), as well as what you are motivated to acquire or avoid in your surroundings (Chapter 4). Likewise, worse mental health can change how you experience the world, including blunting pleasure and enhancing pain. For this reason, changes to pain and pleasure could represent a warning signal of worsening mental health, and targeting the brain systems underpinning pain and pleasure might be one route to preserving good mental health.


The ‘natural high’ of pain

Have you ever noticed that after experiencing something rather painful or frightening, you get a sudden and paradoxical rush of giddiness? In biology this phenomenon is called stress-induced analgesia. You might feel this giddiness during or after something genuinely dangerous (going skydiving) or relatively mundane (stubbing your toe). In either case, the brief rush you experience also causes a temporary reduction in your pain sensitivity.

A predator is pursuing you, an enemy is attacking you – your body’s only goal is to survive. At this point, when fleeing or fighting a life-threatening situation, it would be highly inconvenient to feel normal amounts of pain. It would get in the way of your survival. The last thing you need is to sit down and tend to a broken ankle or bruised eye socket. Any pain might distract you from staying alive. That is why we have stress-induced analgesia: we are more likely to survive a highly stressful encounter. Perhaps in evolutionary history, when stressful encounters were plentiful, those animals who had the special ability to suppress pain during stress were more likely to stay alive until they could pass on their useful trick to their offspring.

Even today, not everyone experiences stress-induced analgesia to the same degree, suggesting there is variation in this trait in the population. This can be quantified by measuring people’s thresholds for pain before and after stress. Some people (and some animals) show more dramatic changes in pain thresholds than others: they are much more sensitive to stress-induced analgesia.19 For these people, acute stress might also have particularly positive effects on mood – danger might feel particularly euphoric. If, like me, you have no real inclination for high-acute-stress pursuits, you probably possess a more mundane amount of stress-induced analgesia. (Maybe you still feel it when you stub your toe, but you have no desire to repeat the action.)

Stress-induced analgesia was measured in what I think of as the ‘hot and cold bath’ experiments of the 1980s. Scientists studied rats swimming in various temperatures of water for precise amounts of time. After removing the rats from their hot and cold baths (and towel-drying them), the scientists then measured the rats’ pain responses. Short cold-water swims, such as a 3 minute-swim in 15 degrees Celsius water, reduced the rats’ responses to pain. Many of us like a nice, warm bath, but you may have heard (and been too timid to find out yourself) that cold baths or cold-water swimming can produce euphoric effects. If you’re willing to brave the short-term pain, people swear by cold-water swimming.

Stress-induced analgesia exists because mammals have an in-built chemical system in the brain activated by pain and stressful experiences called the endogenous opioid system. These chemicals associated with suppressing pain (as anyone who has taken an opioid drug like codeine can attest to) also make you feel rather giddy.

The reason a short, mildly stressful cold-water swim causes pain relief is because it elicits the release of the particular class of chemical called opioids.20 You may have heard a popular term for these opioids: endorphins. This comes from the contraction of endogenous morphine (endogenous here means coming from inside the body): drugs such as opium or morphine both bind to opioid receptors in the brain. Opioid drugs simply mimic the effect of endorphins. The effect of either natural or drug opioids binding to these receptors is a cascade of cellular processes, including inhibiting some neurons’ activity and stopping the release of other brain chemicals.21 This cascade of cellular processes then alters communication from brain regions where opioid receptors live to other brain regions and the spinal cord that blunt (or ‘gate’) incoming pain signals from the body.22 Endorphins elicit a ‘natural high’ – giddiness, relaxation, light-headedness – that can feel pleasurable and decrease pain sensitivity. That means that under certain circumstances, moderate stress can make you feel good because it releases opioids (and other chemicals) in the brain. (If you are lucky enough to ever go to the thermal baths in Budapest, Hungary, which range in temperature from toasty to painfully chilly, you can try the hot and cold bath experiment on yourself.)

Perhaps you do not fancy trying a cold-water swim. If not, you are in luck: in humans there is a huge diversity of briefly stressful experiences that induce natural opioid release. Even activities that were not typical challenges in our evolutionary history (like dropping out of a plane) seem to harness the same opioid system as our evolutionary survival response, releasing opioids in the brain to reduce acute pain and (for some people, anyway) causing pleasurable responses to short-term stress. In one study, skydiving reduced pain sensitivity, just like the rats’ cold baths, indicative of opioid release.23 When skydivers were given a drug that stops opioid transmission right before their jump, they retained higher pain sensitivity than the group given placebo, confirming the reduction in pain sensitivity was linked to the endogenous opioid system. However, it was a small study, and pain sensitivity was not tested until after the skydivers were back on land (there are limits to what you can do mid-air, and I suppose testing someone’s pain responses is a step too far even for these intrepid scientists).

Like skydiving in humans, a number of surprising things can cause stress-induced analgesia in rats. Pain itself is one: natural opioids released by a brief but painful electric shock reduce rats’ pain when tested afterward.20 Rotating rats at a certain speed has a similar effect20 (do not try this with your pets, please!). Like with swim temperatures and skydiving, all these stressors have something in common: they are mild and they are temporary*. Even rotating a rat too quickly (presumably a more unpleasant feeling than a rat being rotated more slowly) fails to elicit opioid release.20 You can imagine why this is the case. Suppressing pain temporarily is useful: it might help you delay imminent death or escape from a predator when injured, for example. But if long-term extreme stress also suppressed pain we might be less inclined to escape stressful, harmful situations or avoid the sources of pain.

Pain is a useful, important signal. People who are unable to experience pain due to rare genetic conditions suffer from profound physical consequences of this insensitivity to pain – burns, broken bones, bitten-off tongues. Pain and stress might feel unpleasant but they have a hidden ability to make you feel pleasure until you are out of danger – and even when particularly unpleasant, to help you survive.

You might be wondering what stress-induced analgesia has to do with mental health. Your personal constellation of pleasure and pain (and their more minor counterparts, likes and dislikes) makes up the hedonics of your everyday life, contributing to your current mental state as well as your long-term mental health. People’s differences are at their most extreme in their reactions to uncomfortable, painful situations. There is no better example of this than chronic, long-term pain, which can have a devastating effect on the mental health of sufferers.



The toll of chronic pain

If pain is prolonged, the opposite of stress-induced analgesia can occur: your brain and nervous system throughout the body become more and more sensitive to pain. This is called hyperalgesia (as opposed to analgesia, the absence of pain).24 Hyperalgesia usually develops following an injury or other physiological insult, due to localized changes in the damaged tissue. These local changes produce a hypersensitivity to pain (and sometimes touch or movement) that can keep you vigilant, preventing more injury and protecting your body. Hyperalgesia is very helpful in the short term. But in the case of long-term chronic pain, hyperalgesia can actually outlive tissue damage. You don’t have an active need to protect the body from further injury but you experience heightened pain as if you did. This is thought to happen via changes in regions in your brain involved in bodily awareness, attention and emotion.25 These regions are able to send signals to the brain’s sensory regions and down through the spinal cord, causing pain in the body originating in the brain. That means that even when there is no direct painful sensation to the body (for instance, a broken bone might be entirely healed), there could still be a pain signal in the brain telling you your body is in pain.

People with chronic pain are far more likely to experience a mental health disorder. A large study by the World Health Organization found that people who experienced persistent pain for more than six months showed a fourfold increase in anxiety or depressive disorders. As I see it, there are two possible explanations for the close relationship between chronic pain and mental health. The first (perhaps the most obvious, the one you think of right away) is that being in pain is clearly uncomfortable, unpleasant and disruptive to life, and that such a miserable experience must naturally lead to poor mental health. I am sympathetic to this explanation. I experience intermittent chronic pain from osteoarthritis in my foot after an accident sixteen years ago. Anyone who has experienced chronic pain has felt the mental toll of being subject to your body’s whims: it is substantial, it forces your willpower to be secondary to your pain’s ultimate command. It is inescapable. It is not surprising that it can worsen mental health. But this is not the only direction of causality.

Across countries and cultures,26 the association between chronic pain and mental health runs in both directions. People with chronic pain are more likely to develop depression but people with depression are also much more likely to develop chronic pain in the future.27 What could explain this?

Chronic pain might be more common in people with depression if susceptibility to depression also confers a susceptibility to chronic pain, and/or if current depression changes the way the brain responds to pain. There is evidence for both of these possibilities. The biological mechanisms causing chronic pain share many characteristics in common with those involved in depression. Most tellingly, in the brain, there is substantial anatomical overlap between the brain regions disrupted in people with chronic pain and those disrupted in people with depression or anxiety28 (and likely other mental health disorders). Many of the physiological processes thought to support chronic pain, such as heightened inflammation, are also thought to play a causal role in mental health disorders.29 This fact also reveals something about chronic pain itself. In my long experience with chronic pain, I have found that doctors who speak to you about it as a patient think it is very important to emphasize that chronic pain is not ‘all in your head’ – it is real. But in my experience, as a scientist and as a patient, this is not quite the truth.

Neuroscientific studies of chronic pain show that this disability may have more in common with a mental health disorder than with short-term pain. When you experience short-term pain following from an injury or other damage to the body, pain receptors called nociceptors are activated, and transmit information about tissue damage via nerves to your spinal cord. From the spinal cord, information is propagated up to the sensory-pain circuitry of the brain. You can think of this as the ‘bottom-up’ pain pathway, sending signals about pain somewhere in your body to your brain. Over time, pain receptors can become sensitized or habituated, increasing or decreasing pain responses, respectively.30 But once the signal from nociceptors reaches the brain, the amount of pain you eventually feel is not a direct reflection of the information transmitted up via nociceptors. In addition to the physical sensation of pain, you also have a much wider emotional and cognitive experience: something upsetting, distracting and attention-grabbing, which also forms part of what we call pain. So the experience of chronic pain might originate from pain sensations but it also could originate from somewhere else entirely – from other cognitive processes in your brain.

This concept is hard to wrap your head around when you are the person in pain. When you can point to something on your body that hurts, describe what causes and what relieves its pain, it seems impossible that the pain is from anything other than the source you identified. But pain experience is influenced by hunger, arousal, stress, distraction, your previous experiences with pain and your genetics, among other factors.30,31 The pain you actually experience originates in the brain, via unconscious processes including expectations and predictions about the body. And sometimes, these processes are so powerful that they no longer require input from the nociceptors in the body to send pain signals to your sensory systems.

In chronic pain, your brain’s expectations about the significance of pain magnify its severity.31 For instance, interpreting pain as a potential threat can enhance pain perception.31 Previous sensations associated with pain can begin to evoke pain on their own, over-generalizing the pain response to a non-painful input.30 That is how chronic pain can even be entirely caused or maintained by the state of the brain: you can perceive pain without any information travelling up from the nociceptors; it can genuinely be ‘all in your head’.

If, like me, you experience chronic pain, there is also an upside to this news. If pain can be maintained by processes very similar to mental health disorders then it does not always require painkillers: it can also be treated by changing your expectations about pain.

I experienced this phenomenon by accident a number of years ago when I was seeing an orthopaedic surgeon who sent me for steroid injections in the location of my old injury in case they relieved my pain enough that I could delay surgery (otherwise I needed a joint replacement in my foot). He had diagnosed my osteoarthritis on an MRI scan and it was relatively severe, but steroids work very effectively for some people’s pain by decreasing inflammation at the site of the pain. I went for the steroid injection and was one of those lucky people – it worked.

But it turned out I was extra lucky. Although the steroid injection was supposed to wear off after around six months, it’s been about eight years and I have never returned to the level of pain I had before the injection. Although I still experience it most days, it’s not as debilitating and I haven’t needed surgery. I don’t know what the surgeon would say about this, but I have my own hypothesis. The steroid injection temporarily relieved some of the ‘bottom-up’ pain generated by inflammation in my foot. But this temporary relief had a much longer-term effect on my pain levels, which could only have been driven by changes in my brain. This implies that while some of my pain must have originated in inflammation in my foot, what I experienced was filtered heavily by my brain. Years of pain had potentially shaped my brain pathways that had become used to pain, monitored pain, expected pain, and had begun to enhance the sensation of pain on my body.

I don’t talk about my own experiences with chronic pain much, because my story is just that – a story, not data. It is most certainly not an ‘easy fix’ for everyone, and chances are I’ll probably still need surgery eventually because a steroid injection (no matter how successful) does not stop the cartilage deterioration from osteoarthritis. But my anecdote is a demonstration that sometimes even pain with a visible, ‘real’, external cause is actually largely mediated by your brain. In my case, this meant the effects of a localized, short-term treatment extended far beyond their plausible actions. In other people’s cases, there may even be no visible external source, yet debilitating pain driven by their brain feels just as real as an injury.

In one instance your brain might create or enhance pain – perhaps it has learned to expect it, to fear it, to detect the potential for harm even at very low non-threatening levels. In other situations, the influence of the brain on pain can have a remediative effect, which works something like a placebo (placebos get a bad reputation but they can be brilliant – as we’ll discuss in Chapter 5). In the end, chronic pain can certainly be ‘all in your head’, even if it feels entirely outside your head. Some scientists would even go so far as to say pain is always all in your head since there is no experience of pain that is unmodulated, unaffected by higher-level brain states, like attention or distraction. The real problem is the idea that something that’s ‘all in your head’ is any less real – whether we are talking about pain or depression, something that is ‘all in your head’ is still very much real and just as physiological as an injury or infection.



Where is pleasure in the brain?

So far, I have only mentioned the ability of mild stress and skydiving to elicit pleasure. Still, I imagine you have some idea of the other, more typical sources of pleasure. I would not recommend you put yourself through mild pain just to feel good briefly. Luckily, opioid release, along with release of other pleasure-mediating neurochemicals, is not solely elicited by short-term pain or stress. Many things you would normally associate with pleasure – food, sex, exercise, social interactions and laughter – have similar effects on the brain: they all elicit release of pleasure-mediating opioids (along with other chemical changes in the brain).

Just like stress-induced analgesia, caused by chemical changes in the brain, and the cascade of signals between the brain and spinal cord that result from these small chemical changes, pleasurable things also have the rather amazing ability to reduce pain. For example, in both male and female rats, having sex can induce analgesia.32 There are some studies showing this can be true in humans, too. There have long been anecdotal reports from people who suffer from migraines that sex can relieve the pain of a migraine. Large surveys support arguments that sex can relieve the pain in around 60 per cent of migraineurs. A word of warning, however: in people who experience cluster headache, sex is equally (if not more) likely to worsen rather than help headache pain.33 So if you’re not certain about the cause of your headache it might not be worth the risk.

Where does pleasure come from in the brain, and why does it have this ability to reduce pain? There are many types of experiments you can do to answer this question (and related questions throughout this book). You can study animals, humans or simulate processes with a computer. You can observe how something functions or you can intervene with its natural function to see what happens. The trickiest aspect is to identify brain regions that generate pleasure responses – their involvement is not just incidental to pleasure. How did scientists do this?

First, you need to figure out how to measure what the brain is doing in the first place. To be able to measure the firing of brain cells you usually need to open up the skull and measure the electrical firing of brain cells using tiny electrodes. It typically wouldn’t be ethical to do this in healthy humans, so to measure the precise neurobiology of pleasure, you might start by recording a rat’s brain activity while it did something pleasurable and compare this to something less pleasurable. This presents you with a second problem. How do you know the rat is experiencing pleasure? You could measure factors like how much a rat is willing to exert effort – press a button, runs towards a reward and so on. But as we will discuss in Chapter 4, rats (and humans) might put effort into something that they do not necessarily get pleasure from. So how to measure if an animal likes something? A different approach is to measure facial expressions in an animal. As early as Darwin, scientists wrote about ‘liking’ facial expressions that are common across many animals, including humans, primates and rats.34,35 You can see what a ‘liking’ expression looks like if you put sugar water on the tongue of a rat (or a baby). Both will start engaging in rhythmic tongue protrusions (lip-licking). As a scientist, you could quantify a rat’s pleasure by, for example, counting the number of lip-licks, looking to see which electrodes in the brain correspond with lip-licks and – voila! – you have found the brain basis of pleasure in a rat.

But there are some major drawbacks to this method. What if pleasure is not the only thing that causes a rat to lick its lips? Or what if not all pleasure causes lip-licking – perhaps only food-related pleasure? The problem with interpreting its tongue protrusions as pleasure is that you cannot check with the rat to make sure they actually like the taste. In this experiment, you are engaging in something called the ‘mental inference fallacy’ by emotion neuroscientist Lisa Feldman Barrett. What that means is, because animals cannot tell you what they are thinking, your projection of an experience (pleasure) onto an observable metric (tongue protrusion) is by definition a total guesstimate.

So perhaps you concede that you cannot run this experiment unless you know exactly how your animal is feeling: you need to measure whether the animal is experiencing happiness, sadness, disgust, anger or pleasure. Well, in that case you would make your life a lot easier if the animal in your experiments was a human. With humans, you can ask them if they are experiencing pleasure and hope they will tell you the truth. (I myself have made this very decision in all my experiments, and my life is easier for it.)

Once you have decided to measure pleasure in humans, you will soon encounter some new obstacles. Unlike in animal experiments, neuroscience in humans cannot easily measure the firing of individual brain cells (except in very special cases, such as recordings from neurons conducted during brain surgery). Instead, we use various brain-imaging techniques to take live-action measures from the brain that measure electrical activity in the brain, or measures that can approximate brain activity.

Early brain-imaging experiments used a brain-scanning technique called positron emission tomography (PET), which among other things can measure the brain’s metabolic activity, which roughly corresponds to neural activity. The way that PET works is by injecting people with radioactive tracers: when someone has been injected with a particular radioactive tracer, areas with high metabolic activity in the brain (or body) are marked by high radioactivity, which can be recorded and reconstructed as an image showing approximately where in the brain neurons were active.

Today, to measure more anatomically specific brain activity, scientists mostly use a slightly newer technique called functional magnetic resonance imaging (fMRI). You have probably seen fMRI pictures in the news: they look like coloured blobs on different bits of a magnetic resonance imaging (MRI) scan. When you read in the news (or in this book) that some region of the brain is involved in a particular function, this claim usually comes from an average across many measurements in one person (someone lying in the scanner looking at a succession of similar images, for example), again averaged across a number of people (ideally as many as possible, for statistical purposes).

fMRI approximates neural activity by measuring how oxygenated blood is throughout the brain. The images produced have better resolution than PET scans, in some cases in areas as small as one millimetre cubed. However, blood oxygenation rises and falls very slowly, on the scale of seconds, while neural firing is much, much faster. So, fMRI cannot possibly keep up with the real speed of brain activity. Instead, it approximates brain activity over both time and space. These technical challenges of fMRI (and other brain-imaging techniques) requires all neuroscientists to form very close collaborations with physicists, who have discovered how to tweak and optimize the magnetic fields generated by an MRI scanner to create the best images possible. But even after overcoming these technical challenges there are undeniable and insurmountable limitations to fMRI: it still does not measure the chemical-electrical activity of brain cells directly and does not have the resolution to get signal from a single brain cell. Even a cubic millimetre, a decent resolution for human fMRI experiments, contains about one million neurons. So the most convincing evidence is convergent evidence : when an experiment in humans confirms something an animal experiment also shows.

Which brings us back to your pleasure experiment – trying to find regions that cause pleasure. In the context of pleasure, to get convergent evidence you really require two experiments: one precisely measuring brain activity in rats, but with an imperfect measure (or measures) of pleasure, and one imprecisely approximating brain activity in humans, but with a verified, subjective measure of pleasure.

Now you must decide what would reliably give volunteers pleasure. One popular option is a chocolate milkshake shot directly into their mouth, having made sure all your volunteers like chocolate (this is also a method of alcohol consumption at some parties, but those are not good environments for scientific experiments). Delivering a liquid directly to a volunteer’s mouth also has an advantage unique to the MRI environment: it does not require chewing or other movement. Keeping still is essential to get a clear, good-quality MRI image (in contrast, you would not want to scan someone’s brain while they are eating a doughnut: you would get very blurry MRI images).

Once you’ve decided what counts as pleasure for your experiment, the next thing you need to do is look at what is happening in the brain while volunteers experience pleasure. After popping your volunteers in the scanner one by one, you analyse their brain images (this takes ages and does not happen during the scan itself, despite what is often depicted on the telly). Ah ha! you think when you see the same brain regions become more active in all your volunteers while they drink the milkshake. Those must be the pleasure regions of the brain.

But soon afterwards you mention your cool pleasure-region discovery over a pint with a scientist friend. It turns out that by coincidence, this friend has been running experiments on a group of stroke patients who have specific brain damage in one of the regions that you identified in your chocolate pleasure network. According to your results, this brain damage should mean that they do not experience pleasure. You ask your friend to test this in their experiments. The patients show a perfectly normal experience of pleasure, on every measure. The brain region you found, while clearly correlated with the experience of chocolate-milkshake drinking in your first experiment, was not responsible for generating pleasure: losing it did not eliminate the experience of pleasure.

This is because of a classic statistical error. Many people with an affinity for statistics who are familiar with this error like to shout at you whenever they detect it: ‘correlation is not causation!’ (Perhaps they have less of an affinity for social interaction.) What this means is: just because two things occur together does not mean there is a causal link between them. It is important to remember that any time you read about brain regions or brain chemicals ‘causing’ an experience or behaviour, that is not necessarily true unless the experiment manipulated the region or chemical to evoke the experience – for example, using a drug, brain stimulation or other method that changes the region and causes a particular outcome, not just brain imaging. It is always important to consider multiple experiments, including animals (where causal methods are easier) as well as humans (where knowing what someone is experiencing is much easier), to be more certain about what brain regions or chemicals can cause pleasure, pain or other experiences. Of course, this is not a problem unique to brain imaging. Throughout the book you will hear about strong, believable correlations in humans, or convincing causal evidence in animals (or both in the case of the gut microbiome) that are not necessarily causal when it comes to human mental health.

So if one day you read an article in the news that claims (for example) eating chocolate treats depression by changing the brain, you should try to figure out: is there truly a causal relationship between eating chocolate and lower depression? Or do happier people just eat more chocolate? Even if it is causal, is this specific to chocolate or would it work for any sweet? And what in chocolate could be the cause – the taste or a key ingredient?

Many scientists have run something like your hypothetical chocolate milkshake experiment. They have found that there are many brain regions associated with tasting something pleasurable. For instance, neurons in the orbitofrontal cortex (situated behind your eyes) carefully track how pleasant you find a particular food. The activity of these neurons is tightly coupled (correlated) with pleasure. This pleasure-activity coupling is not just the case for pleasurable food. Many will have experienced the divine pleasure that particular segments of music can evoke. Two decades ago, Anne Blood and Robert Zatorre used PET to measure brain activity while people listened to music. Because music that makes you swoon is highly personal, the scientists let volunteers choose their own music. (With the same piece of music, one person’s swoon might be another person’s nausea, messing up the whole experiment.) They measured volunteers’ heart rate, breathing, brain activity and subjective report of feeling ‘chills’ during the music. As the volunteers’ ‘chills’ increased, so did the activity of orbitofrontal cortex, as well as other brain regions active during food, sex, drugs and other pleasurable things.36 These brain regions were tracking participants’ subjective musical pleasure.

But, as you discovered, just because the orbitofrontal cortex is tightly correlated with the experience of pleasure does not mean it is causing pleasure. Unlike what you would expect if the orbitofrontal cortex was causing pleasure, patients who have damage to the orbitofrontal cortex are still able to experience pleasure, although related decisions and expressions of emotion are changed.37, 38 That means the orbitofrontal cortex is involved, but not causing the experience of pleasure.

Some regions in the brain do directly generate pleasure. Our brains possess a number of tiny, distributed regions called ‘hedonic hotspots’. Hedonic hotspot activity directly causes pleasure. Their name comes from geology: hotspots are regions distributed across the Earth where the magma is hottest, and volcanoes can emerge. Hedonic hotspots are where pleasure can emerge, and are dotted across almost the entire brain.39

The first discovery of regions that cause pleasure (hedonic hotspots) measured pleasure-like responses in rodents (lip-licking and so on) after scientists directly injected drugs into highly specific brain regions. This gave them a map of ‘objective and precise plots of hedonic hotspots in the brain’. These hotspots then can be (and in some cases have been)40 tested in human studies using fMRI and other techniques.

Although hedonic hotspots are both small and distributed, they also function together as a pleasure network. Hotspots are ‘analogous to scattered islands that form a single archipelago,’ wrote acclaimed pleasure neuroscientists Morten Kringelbach and Kent Berridge. In fact, it may be advantageous that they are distributed, scattered islands. Falling within various different regions enables sources of pleasure to play different roles in different brain processes by interacting with distinct bits of the brain. When directly stimulated (e.g. in animals, or with a drug), hotspots have the capacity to enhance liking of a sensory pleasure: they can directly cause pleasure. Although hedonic hotspots in the brain can be stimulated by drugs (such as morphine or cannabis), most of the time they are naturally stimulated by particular experiences, such as laughter, sex or music. These hedonic hotspots are your brain’s map of pleasure, and their biology gives us a route into understand the role of pleasure in mental health.



The dangerous and not-so-dangerous roads to pleasure in the brain

One lesson from hedonic hotspots is that there are many roads to pleasure in the brain – pleasure involves a large network of brain areas. Take one tiny hotspot, a one cubic millimetre-sized region of the nucleus accumbens in rats (about one cubic centimetre in humans). In rats, when this region is injected with a drug that stimulates opioid receptors, animals display four times as many pleasure responses (tongue protrusions) to sugar water as before.39 If we were to engage in the mental inference fallacy this could be interpreted as this region causing pleasure – but there is converging evidence because drugs that stimulate these same receptors, such as opium, heroin and codeine, also reliably evoke some degree of pleasure in humans†.

Opioids are not the only chemical route to pleasure in this hotspot. Another class of brain chemicals called endocannabinoids activate the very same hotspot. As the name implies, endocannabinoids are natural substances related to plant cannabinoids, one of which is the chief ingredient of the drug cannabis. Injections of an endocannabinoid into this hedonic hotspot also cause a dramatic increase in animals’ pleasure-like responses to sweet tastes,39 not unlike the human pleasure many people get from cannabis. So two very different classes of chemicals can evoke similar pleasure via the same brain region.‡

Perhaps this all seems a bit like science fiction when it comes to real, human happiness. Surely I’m not suggesting opioids or cannabis are the secret to happiness? Not for most, anyway. But what this tells us is that our brain has multiple routes to similar pleasure outcomes. And there are things in everyday life that, just like drugs, stimulate opioid or cannabinoid release, among other brain chemicals (such as social laughter, as we discuss later in this chapter). This knowledge could be useful when it comes to pain relief, as well as when it comes to understanding our pleasure system.

In medicine, the role of the brain’s opioid system in pain relief has long been exploited for analgesia. Most people who have taken an opioid drug, including codeine, Vicodin, oxycodone and so on, can attest that their threshold for pain increases while under the influence of the drug, and many also report that it evokes a subjectively pleasurable feeling (arguably this may work by relieving unpleasant, dysphoric feelings). This is a highly useful property clinically. But as we are now aware, even medically prescribed opioid drugs have profound dangers in some cases, including dependence and overdose.

In 2021, 80,816 people died of opioid overdoses in the US,41 where prescription of opioid drugs is common. And 80 per cent of people who misuse heroin first misused a prescribed opioid. This is complex because prescription opioids are vital in pain management, and for most people they’re safe when their use is monitored carefully. (Note opioid overdose also occurs in the UK, but overdose from prescription opioids is less common than in the US. American readers will be surprised to learn that British patients are typically only offered over-the-counter painkillers for surgeries like wisdom tooth removal, while in the US many patients would be prescribed a fairly large quantity of Vicodin for the same procedure.)

The addictiveness of opioid drugs also shows the close link between pain and mental health. This is because opioids do not just numb pain from outside sources: if you ask people who have taken opioids, many report that the drugs also dull internal pain, softening or muting people’s despair. But as everyone now knows, killing pain with opioids – whether physical or psychological – can have terrible long-term consequences. To add to this, experiencing difficult life events or having an existing mental health vulnerability might make the relief provided by opioid drugs even more salient, and even more dangerous. It is understandably very, very hard to resist an escape from emotional pain.

This means that alternative pain treatments are absolutely critical. This includes developing new drugs with painkiller properties but without the potential for addiction or overdose, many of which are already available. But as we will discuss later in the book, this also includes various psychological therapies, changing your thoughts or behaviours regarding pain. This approach works in some people because it can alter high-level brain processes that contribute to pain perception, including your expectations and learning. Even short-term pain treatments like steroid injections could be tweaked to have larger effects on pain suppression brain systems.

Natural opioids also have the ability to suppress pain. Natural opioids are involved in such trivially pleasurable activities that one might be inclined to think they are not important. This would be a mistake. One example of the simple things that evoke natural opioid release is laughing with friends. This was illustrated in a lovely experiment by Finnish neuroscientist Lauri Nummenmaa and his then-PhD student Sandra Manninen, who used PET brain imaging to measure levels of natural opioid release in healthy human volunteers.42 Before the scan, volunteers hung out with their close friends while watching comedy clips. After only thirty minutes of hanging out with friends watching comedy videos, the volunteers’ brains showed natural opioid release in various regions, and the volunteers themselves reported feeling calmer and happier.42 Most compellingly, the number of times a volunteer laughed in a given minute was associated with their potential for opioid-derived pleasure: the more opioid receptors someone had in the frontal cortex (including the orbitofrontal cortex), the more they laughed. The biology of your brain is directly related to your experience of pleasure, and social laughter harnesses the very same system as opioid drugs. Opioid drugs are merely piggybacking on a system designed to support laughter and other routes to natural opioid release.

Also, like opioid drugs, laughing with friends has analgesic properties: relieving pain. The same experiment found that watching comedy clips with friends increased the amount of time volunteers could spend doing uncomfortable ‘wall sits’ (leaning against the wall with legs at right angles until your legs become too painful to hold you up – if this doesn’t sound painful, try it). By releasing endogenous opioids, social laughter gives you a higher pain threshold, making you more resilient to discomfort. (And unlike opioid drugs, as far as I am aware, there is no significant risk from watching television comedies with your friends.) But be warned: not all television, even when social, has this magical analgesic ability. Wall sits were still more painful after watching drama clips than after the comedy clips. Of course, this is a smaller effect on pain than if the scientists had given volunteers opioid drugs but it’s a beautiful demonstration of how social laughter also evokes opioid release and pain relief.

This is a rather extraordinary ability of something so quotidian. What is the purpose of the brain’s pleasure system being so sensitive to social laughter, to the degree that social laughter can suppress something as salient as pain? Nummenmaa interprets their results to mean that opioid activity is a safety signal, calming and relaxing people to facilitate social cohesion. This relates to an evolutionary theory of the purpose of social laughter: that it facilitates mass group bonding and cohesion, essential for species survival, and therefore underpinned by this powerful pleasure system. Group cohesion is highly evolutionarily advantageous: in other species, social grooming is thought to promote group cohesion. Social grooming is also underpinned by the opioid system: drugs that alter opioid levels change monkeys’ social grooming behaviour.43 According to this evolutionary theory, social laughter might function as an extension of grooming, promoting social cohesion by releasing opioids, causing pleasure and analgesia. Unlike grooming, laughter has the advantage that it does not necessitate one-to-one physical contact. That means it can be spread across much larger groups than grooming. Laughter is also so contagious that sometimes just hearing someone laugh can make you laugh. Laughter may use contagiousness to facilitate social cohesion by triggering mass opioid release on a scale much larger than one-on-one grooming.

Three of my friends are experts on laughter (a wonderful thing to be an expert in). London neuroscientists Sophie Scott, Carolyn McGettigan and Nadine Lavan have worked together on a number of experiments measuring laughter in the brain and figuring out what makes humans laugh. Their theory is that the function of laughter is actually broader than just promoting social bonding: it also regulates negative emotional experiences.44 This means laughter could have both immediate positive consequences on emotional state and long-term positive consequences for social relationships. Laughter itself could sustain healthy, long-lasting relationships. Consider, for example, a couple having an argument, a source of great physiological and mental stress for most people. Usually, when couples have an argument, as you might imagine, each person’s physiological signs of stress spike – a faster heart rate, sweating, a rise in blood pressure and so on. But one study showed that the physiological signs of stress do not spike to the same degree in every arguing couple. While discussing an area of marital conflict, some couples did not show the same degree of physiological stress. These lucky pairs were the couples who laughed the most during their discussions.45 Their lower levels of stress were not confined to the stressful discussion: the more a couple used positive emotional expressions like laughter during their discussion, the higher they rated their level of marital satisfaction. This ability of laughter to dampen down marital stress could be crucial to general wellbeing in people with long-term partners, because marital satisfaction is a close corollary of life satisfaction.46 Social laughter seems to fulfil multiple pleasure-related functions, from momentarily feeling good, to relieving pain, to facilitating greater social bonding – perhaps even improving one’s overall quality of life.



De gustibus non est disputandum

Although there are some near-universal likes and dislikes (laughter, sex, etc.), the specific constellation of what elicits pleasure in each person is relatively unique. Or perhaps the way to think about it is that everyone enjoys fulfilment of the same basic needs – relief of cold or hunger, reproduction, social connection – but we fulfil them in different ways. This is underpinned by the fact that we do not all have the exact same brain responses: differences in our likes and dislikes are mirrored by differences in our brain’s release of natural opioids, endocannabinoids and other chemicals.

Take food, a common source of pleasure. From animal studies, it seems that how much you like a particular food is driven by whether that food evokes natural opioid release in your brain.47 But do not be mistaken that just because something is biologically based it is innate (that is, present from birth). As with all brain physiology, the amount of opioid release you experience from (say) a slice of cake is influenced by both your genetic makeup and your previous experience with cake (and other experiences, too). The environment and everything you have experienced in it shapes your brain’s biological response to every situation, interacting with inborn genetic predispositions. Pretty much everyone likes cake because food high in fats and sugar provide quick, accessible energy and also cause endogenous opioid release. Opioid release from fat and sugar can even counteract natural drives like satiety.48 This explains why you might feel that you cannot eat another bite of your dinner but upon being presented with a delicious-looking cake, if you are someone who likes cake, your appetite miraculously recovers. If opioid release is blocked, this effect goes away. In one experiment, rats with full bellies were no longer interested in their dessert (cream) after scientists blocked release of their natural opioids.48 So you have a personal brain mapping of your food likes and dislikes, co-written by your genes and your previous experiences, and edited and re-written whenever you have new experiences with food.

A similar personal mapping exists for your dislikes. Just like the hotspots we discussed at the beginning of the chapter, elsewhere in the brain lie hedonic ‘coldspots’ – regions that, when activated, directly suppress pleasure. Coldspots are often located very close to hotspots (for example, one is a direct neighbour of the opioid and endocannabinoid hotspot I mentioned). In these coldspot regions an opioid injection in rats does the exact opposite of its actions in hotspot regions: it suppresses so-called liking responses.

In everyday life, how much you like or dislike something is associated with the degree to which your hotspots and coldspots in your brain are activated. Cambridge neuroscientist Andy Calder was working in my department a couple decades ago when he discovered a ‘hotspot’ region of the ventral pallidum found in rats was also activated in humans in brain scanners when the volunteers were looking at pictures of chocolate cake, ice-cream sundaes and other delicious foods, compared with bland foods§. Most compellingly, the more each person said they liked chocolate or sundaes and so on, the more active the hotspot region was when they were shown a picture of that particular dessert. The activity of this region was related to that person’s subjective pleasure – the degree they found that food rewarding.49 But just like in rat brains, in the human volunteers’ brains this hotspot had a coldspot neighbour right next door to it. When volunteers were looking at pictures of disgusting, rotten food, a spot just in front of the ventral pallidum hotspot was activated. This was also associated with subjective displeasure: the more someone was disgusted by the rotten food, the more activation there was in this coldspot region.40 Your personal enjoyment of a sundae or your personal disgust of a rotten vegetable directly relates to activity in these hotspot and coldspot regions of the brain.

Because hotspots and coldspots are causally linked to pleasure, not just associated with it, there are even cases of dramatic differences in liking after brain damage to one of them. In one lesion study, a 34-year-old patient suffered a stroke that damaged the ventral pallidal hotspot found in Andy Calder’s experiment. The stroke left this patient with a complete loss of pleasure from many different sources in his life and a severe depression. Coupled with this, there was a surprising upside: prior to the stroke this patient had experienced alcoholism and other drug addiction, and following his stroke his cravings for drugs and alcohol stopped completely. He reported, amazingly, that he ‘no longer experienced pleasure from drinking alcohol’.50

Differences in our brain’s biology (moulded by experience as well as genetics) can cause drastic differences in our likes and dislikes. The next time you like something no one else does, or dislike something that everyone else adores, you might think about your unique patterns of hotspot and coldspot activity. Personally, I despise mayonnaise – although my wife (and many other people) love it. Although I have not tested this inside a scanner, you could imagine that when I eat mayonnaise my brain would show coldspot activation – such as in my ventral pallidum – while the millions of others who enjoy it would not. In fact, they might even show hotspot activation to the very same taste. Your hot- and coldspot activation to different foods is a map for your unique tastes. What you have in common with everyone is that pleasure and displeasure – from whatever unique source you experience it – is ultimately a very useful experience, both to society (as in social laughter) but also to you as an individual. Perhaps the most important way pleasure is useful is in supporting and maintaining mental health. This is akin to how acute pain is useful both as a short-term aid to survival and to indicate what to avoid in life generally. Pleasure tells us in the short-term what feels nice but it can also have long-lasting broad effects on life satisfaction.



The hedonics of mental health

The ability to seek out and experience pleasure is key to mental health. Not because we should be experiencing pleasure all the time – full-time hedonia is not desirable (nor, I imagine, truly possible) for the brain – but there are advantages of being just a little bit of a hedonist. Motivation to pursue pleasure in the short term sometimes has long-term positive consequences for your mental health because regular experience of pleasure is strongly associated with better mental wellbeing. For people who experience very little pleasure day-to-day, overall ratings of life satisfaction tend to be low. The more pleasure someone experiences in their quotidian life, the higher they tend to rate their wellbeing.6

Hang on! I hear the sceptics say. Aren’t you falling for that very same correlation-is-not-causation issue? Well, yes. This association could very well just mean the rather trite observation that people with higher wellbeing also enjoy things more, not that enjoyment causes higher wellbeing. But there is convergent evidence for the latter explanation as well. Things that cause pleasure, like social laughter, also seem to make people generally happier in their lives. In the case of laughter, this could plausibly occur because of its physiological effects: its analgesic effects via the opioid system, which result in decreased stress responses. Of course the relationship between wellbeing and laughter clearly runs in the other direction – happier people presumably also laugh more. The most likely possibility is that wellbeing and pleasure both cause one another in some sort of self-perpetuating spiral of pleasure and wellbeing that sounds very nice if you are lucky to find yourself in the middle of it, and very unfortunate if you do not.

For many people around the world who have experienced depression and other mental health disorders that involve reduced pleasure, it is also self-perpetuating to be outside this spiral of low wellbeing causing less laughter, less laughter producing fewer opioids and therefore lower wellbeing. The evidence that lack of pleasure causes poor mental health comes in part from the clinical symptom of anhedonia. Anhedonia was traditionally conceptualized as an inability to experience pleasure, but the definition now also includes loss of interest in previously pleasurable activities. Here is a typical way anhedonia is assessed as part of a mental health questionnaire:51

Circle the statement that most applies to you:


	I get as much satisfaction out of things as I used to.

	I don’t enjoy things the way I used to.

	I don’t get real satisfaction out of anything anymore.

	I am dissatisfied or bored with everything.



If you circled 1, you are not experiencing anhedonia. But if you circled 3 or 4 this would suggest you are experiencing some anhedonia. Anhedonia is a part of several mental health disorders. It is one of the two cardinal symptoms of depression (the other is low mood). It is a core component of schizophrenia, forming part of the so-called ‘negative symptoms’ that make someone experiencing psychosis likely to feel fewer emotions and withdraw socially. And changes in how someone processes pleasure occur across a number of other disorders such as addiction and eating disorders. But anhedonia is not just correlated with worse mental health. Experience of anhedonia seems to precede or precipitate several different mental health disorders, suggesting it is also a risk factor for worse mental health. In substance addiction, for example, higher levels of anhedonia are thought to drive relapse.52 That means that if you experience a shift in pleasure experience – moving from an average amount of pleasure experience/interest towards anhedonia – you might be more at risk of developing a mental health disorder. Or in the case of substance use, risk of transition from recreational drug-taking to excessive drug-taking behaviour.53

Some have even suggested that anhedonia is so central as an experience of mental ill-health it transcends specific clinical diagnoses. This suggests that a loss of interest or pleasure in normally pleasurable activities could be a transdiagnostic risk factor – a component that can make someone vulnerable to poor mental health generally (irrespective of the specific disorder) because it makes someone less resilient to the various stressors (biological and social) that can cause mental health disorders. Our ability to anticipate, represent and learn from pleasure may be a protective factor against worse mental health, and anhedonia a warning sign that our mental health is worsening.

One route by which pleasure sustains our mental health is via its effect on learning and motivation, the processes we delve into in Chapters 3 and 4. For instance, via learning mechanisms we can learn associations between things in the environment and pleasurable experiences, a phenomenon that has profound effects on motivation: what we are willing to expend effort to achieve. In one experiment, scientists conditioned rats to associate a rodent jacket with sexual pleasure. (I picture a sort of high-vis sleeveless construction jacket, but I don’t really know what it looked like.) The scientists discovered that the jacket-sex conditioning was so effective that when the rats were not wearing their jackets they (the rats, not the scientists) showed ‘dramatic copulatory deficits’.54 A rat sex jacket! There is much you can criticize about scientists for, but let it never be said that scientists are dull.



Focusing on pleasure

A popular assumption is that if you want to protect and support your mental health you had better adhere to an austere, and on the surface not-particularly-pleasurable, regimen: exercise, cutting out alcohol, perhaps medication or therapy. We will explore all these avenues towards mental health in later chapters – each of them are undoubtedly useful for many people. But the centrality of pleasure to mental health means that austerity is not the only route. For some people, perhaps those vulnerable but not currently suffering from a mental health disorder, a renewed focus on valuing pleasurable experiences could be a route towards maintaining mental health. As an aside, even what seems like a punitive regimen might support mental health in part via pleasure: exercise, for example, is well known to evoke short-term hedonia (a ‘runner’s high’) and increased pain tolerance (analgesia). This is partly, though not entirely, due to the actions of opioids. Not all exercise is equal in this regard – high-intensity short-term exercise has this effect, but not lower-intensity hour-long exertion32 (a bit like the cold baths, which have similar Goldilocks requirements to cause analgesia). In later chapters we will examine the processes inherent in anticipating learning about, and being motivated, to seek out pleasurable experiences, which are particularly important for mental health conditions – perhaps even more so than the experience of pleasure itself. ‘Just add more pleasure’ is not a reasonable suggestion for most people with a chronic mental health condition who may have disruptions in these other processes supporting the acquisition of pleasant experiences. It is surely easier to keep the pleasure system going than recover it after it misfires.

Focusing on pleasure is not as trivial as it appears. Just as chronic pain shares circuitry with poor mental health, so too pleasure shares circuitry with positive mental health. Unfortunately, you cannot take a shortcut to the brain circuits supporting hedonia. Opioid drugs, for example, may allow you to feel pleasure for a bit, although you risk experiencing the decidedly anhedonic effects of opioid withdrawal and craving. It is also worth remembering that natural and pharmaceutical opioids and cannabinoids act on receptors all over the brain. With the exception of hedonic hotspots, most of the areas are not specific to pleasure. Instead, the network of regions that code for pleasure also contribute to reward, pain, hunger, satiety and many more experiences. ‘Pleasure regions’ in the brain are actually involved in a multitude of factors in your mental and physical health.

Pleasure is not one thing to the brain. I have focused on some specific chemicals, regions and causes of pleasure, but this is only a snippet of its biology. Pleasure lives in diverse regions in the brain, and each of these areas has many roles to play. One region might be involved both in primary rewards (like food or sex) and in artistic or social pleasures. Even in hedonic hotspots there is no one recipe for pleasure. A hotspot only causes pleasure under the influence of its bespoke cocktails of neurochemicals, in its highly precise anatomical area, so it requires a precise combination of ingredients.¶

Your likes are yours alone, but the biology that underpins them is common across all of us. One integral aspect of this biology is that pleasure or pain is always experienced in the context of your current and anticipated future state. That means perception of your own mental health extends much further than whether or not you enjoy the immediate sensations of an experience. For instance, you might like something momentarily, but know that soon after you’ll feel drained, exhausted and decide whatever you liked at the time did not make you happy after all. This self-reflection involves the ability to assess your overall state and predict how certain experiences will make you feel. The result of this is that pleasure and pain can feel entirely different depending on the context in which you experience them.

One of the most important contexts to your pleasure, pain and other mental experiences is your internal context: the state of your body. The body is central to pleasure and pain. How much you like something changes in response to the body’s homeostatic needs. You have experienced this whenever you eat on an empty stomach – every bite tastes delicious, every flavour is moreish. But have you ever been so delighted by a particular meal eaten when hungry that you repeat it on a day when you happen to be not as hungry, only to find it just so-so? That is because the way your brain interprets pleasure is modulated by your body’s state and its homeostatic needs. Rats and human babies modulate their facial ‘pleasure’ expressions according to their homeostatic needs: hunger enhances pleasure-like facial expressions, and satiety reduces them.35 Most people, if you ask them, find food genuinely less enjoyable when full, compared to when they are hungry.

Even the opioid system is under the control of your bodily state. When scientists deprive rats of the rapid eye movement (REM) phase of sleep, cold-water swimming no longer blocks pain as successfully – being sleepy versus well-rested dampens the response of the opioid system to stress. Amazingly, the same is true for the opioid drug morphine: it does not block pain as successfully without REM sleep.55 What all this means is that your brain’s ability to experience pleasure and pain relief depends crucially on the state of your body. In the next chapter we will explore where your experience of your body’s state comes from, why it overlaps with emotional experience, and the way your body’s state influences your mental health.


* Some longer stressful experiences can elicit analgesia, such as longer-term shocks or longer durations of very low-temperature cold-water swimming, but the analgesia is apparently not caused by the opioid system (but instead driven by one of the other brain chemical systems involved in pain suppression).


† Not all scientists agree that typical opioid drugs cause pleasure in healthy humans: pain relief is often pleasurable, of course, but most opioids also have distinctly less-pleasurable effects such as nausea and dizziness.


‡ Incidentally, endocannabinoid injections to this hotspot also double the amount of food consumed by rats, an effect not totally foreign to those humans familiar with the plant version who have experienced ‘munchies’.


§ Sadly, I never met him because he passed away before I joined, but I always felt like I did because he had been my wife’s PhD supervisor and had said several particularly incisive one-liners about scientists that we still repeat to this day.


¶ This reflects a general truth about the brain you may have noticed by now: everywhere has many jobs. The particular role that a brain region is playing at one moment in time might be represented by many factors, including whether other regions are active simultaneously, the chemicals it is signalling with and the pattern with which its neurons are firing.










2.
The brain-body axis



In January 2018 the Oxford English Dictionary added the word ‘hangry’ to its lexicon: feeling bad-tempered or irritable as a result of hunger. ‘Hangry’ may be the most famous body-emotion portmanteau, but the concept that bodily states influence emotion is a much more general finding in psychology and neuroscience. Hunger, thirst, inflammation and many more aspects of our physical bodies have profound effects on our thoughts, emotions and behaviours. This occurs because of the constant streams of information sent from the body to the brain, communicated from a huge array of sources inside your body, including your heart, lungs, gut, immune system, blood vessels and bladder. Scientists are beginning to show that changes on a micro-level all over your body strongly affect your mental health. Likewise, many mental health disorders are also accompanied by disruptions in physical processes outside the brain, including the immune system.

Why does someone feel ‘hangry’? A study from 2022 tracked people throughout their days, finding that greater levels of anger occurred when people reported their hunger to be highest (hunger was also associated with heightened irritability and lowered pleasure, though ‘hirritability’ does not roll off the tongue).56 There are a couple of popular explanations for the phenomenon of ‘hangry’. One explanation attributes it to the chemicals released when our blood sugar (glucose) drops. More specifically a drop in available glucose in the blood triggers the release of stress hormones, ostensibly to tell you to acquire food ASAP. As the explanation goes, stress hormones released by hunger coincidentally overlap with those associated with anger or irritability. We only have so many stress hormones, so the overlap can confuse your brain into thinking you are angry when you are actually hungry. Once you eat something you reduce this stress hormone, alleviating your mistaken hanger.

There is an element of truth to this: physiological and psychological stress do involve similar physiological stress responses. But this answer does not satisfy me entirely. It assumes that your brain is passive, a receptor, just listening to chemicals in the body that make it feel hungry, angry, etc. Yet we know that, although the brain certainly listens to the body, it is not a passive receptor, easily confused by similar chemical signals. It actively interprets, predicts and regulates bodily information. This explanation also presumes that the overlap of chemical signals is mere coincidence, that ‘hangry’ happens because by chance the same chemicals happen to be released in a state of hunger and anger. As I will explain in this chapter, I think the overlap is not pure chance – there is probably a good reason for it. Like the common circuits for pleasure and pain relief in Chapter 1 it is a key feature of the brain.

Another slightly different interpretation of the origins of ‘hangry’ explains the phenomenon as coming from the brain’s need for energy. According to this explanation, when the brain runs out of fuel its ability to inhibit emotions is lowered. Inhibiting strong emotions requires energy, so this explanation assumes you must have been feeling some level of irritability before you became hungry; the hunger just released your emotional control.

Although this explanation is plausible too, I still do not think it is the full story. At any given moment we are usually feeling multiple low-level emotions, so if hunger just releases emotional control why do you rarely hear that anyone feels scared, surprised or disgusted when they are hungry? It neglects the ‘angry’ part of ‘hangry’.

To really understand where ‘hangry’ comes from I think the very first thing to figure out is where an emotion comes from. The nature of emotions and bodily states are very closely interlinked. And the origins of ‘hangry’ also tell us something very crucial about mental health.


Listen to your heart

For over a hundred years, many scientists have postulated that the state of your body contributes to emotions. A racing heartbeat might make you more alert to danger, a churning stomach exacerbate your disgust, a heart flutter make you think you are in love. The fact that the state of the body has some influence on emotion is now relatively widely accepted among scientists. The body does not directly cause emotion, though: your brain is a crucial mediator of how you interpret your bodily state. The emotions you experience are influenced by bodily signals but constructed by your brain’s interpretations of what particular feelings signify. This is similar to your experience of other more basic drives: your body does not cause your experience of hunger, thirst or pain directly – all are subject to your brain’s interpretations.

This view implies that experiencing an emotion is influenced by:


	the state of your body (your perception of your organs and physiological systems), and

	the state of your brain (what you expect to feel, and how you interpret your feelings)



These dual influences also reflect the fact that your brain is processing two types of context at once: an internal context (the body), and an external context (what you are seeing, hearing and so on). To determine its emotional state, your brain incorporates and integrates these contexts. Together, this allows the brain to estimate the most likely cause of the body’s physiological arousal (is my racing heart because of fear or running up a flight of stairs?). And sometimes the result of this estimation is that you interpret your experience as one or more emotions.

In one of the most famous demonstrations of the role of context in experiencing an emotion, in the 1960s scientists gave healthy participants an injection of vitamins – or so the participants were told.57 The scientists claimed the experiment tested the effect of vitamin supplements on vision. (These experiments are controversial for both scientific and ethical reasons.) But, in classic 1960s psychology form, the scientists fibbed: they did not give their participants vitamin supplements. They gave them adrenaline. Adrenaline (which is produced naturally, for example during stress, but can also be injected) causes you to breathe more, your heart to beat faster and your blood pressure to rise. You might feel flushed or have heart palpitations. Adrenaline is not a vitamin.

In the experiment, some of the participants were warned about these possible side-effects. Some were not: they were told the injection would produce no side-effects. The scientists hypothesized that when people experienced bodily symptoms that they could not explain (a fast heartbeat; flushing), they would look for other factors to explain their physiological state – factors like emotion.

After their injection, scientists led participants to a waiting room where participants waited with another subject while the ‘vitamin’ took effect. But the other subject was, in fact, a ‘stooge’ (someone in cahoots with the experimenter). The stooge was secretly instructed to either act euphoric or act angry. If instructed to act euphoric, the stooge made paper aeroplanes, catapults and eventually found and used a hula hoop in the waiting room. If instructed to act angry, the stooge and the real participant were given a questionnaire to fill out, which started innocuously but quickly became personally insulting (for instance: ‘With how many men, other than your father, has your mother had extramarital relations?’). By the end of the questionnaire the stooge was outwardly raging. The real participant watched this all happen.

What the scientists were interested in was the combined influence of adrenaline and having an emotional stooge around. No matter which condition a participant was subjected to, scientists secretly watched them and rated the outwardly happy or angry behaviour of the participants. At the end of the experiment, participants answered a series of questions, mostly about irrelevant symptoms to conceal the purpose of the experiment but also two critical questions about their own level of anger and happiness. The scientists discovered that participants who were not warned about the side-effects of the injection were emotionally influenced by the stooge’s behaviour. Because the unwarned participants did not know what to expect physically, when they felt the effects of adrenaline they searched for an alternative explanation, and around the stooge, attributed their physical side-effects to emotion. Without the expectation of an increased heart rate or face flushing from the drug, these participants felt and behaved happier when the stooge acted euphoric, and felt and behaved angrier when the stooge acted angry. In contrast, volunteers who were warned about the side-effects could attribute the very same heart palpitations and flushing to a known, non-emotional cause. Because of this knowledge about the origins of their symptoms they were substantially less influenced emotionally by the stooge’s behaviour.

At the time, these results were interpreted to mean that we label our physiological states according to the cause the brain thinks is most likely – we attribute a cause to them. When an emotion seems the most likely explanation for our physiological state, we interpret that physical state itself as that emotion. The experiment’s results also tell us that the emotion we choose to label it as is not fixed (although see below for limitations of this interpretation). There is no one-to-one relationship between your body’s state and a particular emotion.58 At least for some bodily states, the emotion you might interpret them as may be malleable and context-dependent.

But since this original study was published, although some studies report similar findings for happiness and anger,59 subsequent experiments suggest that some elements of the original study’s findings are not generally true. Many other experiments have failed to replicate the exact effects described in the original adrenaline study, particularly in the positive (euphoric) condition.60 This failure to replicate happens relatively frequently in early psychology experiments: several factors contribute to this but one of the most important reasons is that small numbers of participants can make scientific findings seem much stronger than they actually are, or even cause spurious results. In one subsequent study, adrenaline injections did not enhance fear during a scary film any more than in the absence of a film – if the original study’s results were generally true you would expect adrenaline to enhance fear more when fear seems a likely explanation.61 It also seems from this and other studies that people are more likely to interpret unexplained arousal (e.g. adrenaline) as negative in nature, no matter what emotion experimenters try to induce.62 This is very different than what the original adrenaline experiment suggested: arousal is not quite as malleable as scientists initially thought.

Some general principles from the original study remain true. Though it is not fully malleable, physiological signals from your body strongly influence your interpretation of your emotional state. But directly influencing that interpretation experimentally (with a stooge, a movie, etc.) may not always work as expected. This may be because people follow general, long-term ‘rules’ that guide how we interpret our physiological states, which we will explore in the next chapter. These rules could override short-term influences. For example, you might have learned throughout your life that the physical sensations generated by adrenaline are often, though not always, caused by something negative. This prior information – that it’s usually caused by something bad – might then override immediate, positive contextual clues: a euphoric stooge is not strong enough to change your lifelong experience. In addition, the degree to which you strongly experience arousal, and how you interpret it, differs from person to person,58 so some people might be more likely to experience, interpret or misinterpret arousal in the first place. Lastly, arousal is not one thing: it is many different phenomena, which may be differentially experienced and/or interpreted by different people.58 So, while the ability of scientists to trick you into feeling different emotions is not as simple nor as robust as the original experiment found, the general principle (that our subjective experience and interpretation of internal bodily states influences our emotion experience) still has a lot of evidence behind it and remains a very popular theory in emotion science today.58

Getting back to hangry, one explanation for it is that your body’s physical state (hunger) is one that an emotion (irritation or anger) could also explain. But whether you interpret your body’s sensations as originating from your emotional state will depend on many factors, such as how strongly you experience your physiological state and whether you have another explanation for your physiological state (not having eaten in hours). And if you do experience hunger strongly without another explanation, which emotion you interpret your body’s state as will depend at least partially on the context: the current state of your mind and environment, influencing its estimate of the cause of your bodily sensations. So a fast heart-beat could be attributed to illness or anxiety depending on the context. Or hunger could be misattributed as anger, an emotion with a similar physiological signature.

In the end, the connection between blood glucose, hormones and anger is no coincidence. Whether you are hungry, angry or have any other feeling, your brain uses similar calculations to guess the source of your physiological state – and sometimes this guessing is wrong.

Why does our brain have to just guesstimate the cause of our physiological state – why can’t it simply detect what is going on in the body? There are actually a few reasons why an approximate guess is the best strategy. One reason is because many of our physiological states are inherently uncertain – noisy. To extract signal from the noise the brain uses its past experiences to infer what a particular physiological state might be caused by.

Imagine your stomach begins to feel strange, its muscles contracting uncomfortably. This could mean several things: you are hungry, you are nauseous, you are nervous (among others). The only way for your brain to figure out which of these you are experiencing, and encourage you to behave suitably (eat, vomit or leave a stressful situation), is to construct an educated guess based on your past experiences and clues in your environment. This is a relatively unconscious process: you are aware of the endpoint, delivered with some uncertainty (‘I think I’m going to be sick’). Various cues in the situation will make one interpretation seem more likely than the other (what did nausea feel like before? Have you recently eaten? Are you about to do something scary?). Using cues from the past and your current context is the cleverest thing for your brain to do because similar signals from your body can mean many things.

But as you might expect, because it is only a best guess, the brain’s interpretation is imperfect and susceptible to influence. Many other factors can deceive your brain into mistaking one state for another – an emotion for a physiological state, or vice versa. In this chapter, we will discuss how changes in your attention to your body, what (and where) you expect to feel something in your body, or which bodily states you have experienced before could all lead you to misinterpret a bodily state. This also takes us back to chronic pain in Chapter 1. Experience of a debilitating change in emotions can enhance chronic pain: over the months after an accident, post-traumatic stress disorder symptoms worsen experience of chronic pain.63 On the other hand, a shift in your expectations of your body, for example following psychological therapy can change your physical experience of pain,64 thanks to the brain’s imperfect interpretation.



The effect of the gut, immune system and microbiome on mental health

After those famous adrenaline experiments in the 1960s, popular scientific theories about the influence of the body on emotions returned to the height of scientific fashion at the turn of the 21st century. Like many things returning to fashion it did so under a rebranding: the focus turned to a concept called interoception (although in fact this term was coined in 1906). Interoception is our sense of the physiological condition of the body.65 It is the filter through which we interpret our body’s state. Interoception arises out of a combination of signals from the body (which are sent to the brain) and the brain’s previous experiences about the body, which generate expectations about how the body will feel in different contexts. Interoception includes conscious sensing of your internal state (such as hunger or thirst), but also less-conscious influences of organs in your body, such as the heart or lungs, which can influence thought and behaviour unconsciously as well as consciously. This distinguishes interoception from other senses: exteroception, detecting the external state of the world through vision or hearing, for example; or the vestibular system (which detects where your limbs are in space). This definition is not settled: scientists like to have heated arguments about what counts as interoception*. One more potential source of interoceptive information that we will discuss is the immune system and the gut microbiome, both of which some scientists think might play a central role in mental health and illness.

Many of the most influential experiments studying interoception are about listening to your heart – literally. There are close ties between the beating of the heart and experience of emotions. Information about the heart is communicated to the brain via tiny receptors that signal when (and how intensely) the heart is beating – these receptors go quiet between heartbeats. This means that even a single heartbeat can transmit important information for the brain. Neuroscientists Sarah Garfinkel and Hugo Critchley discovered that people are better at detecting a fearful face when it is briefly displayed on a screen at the exact time their heart beats (known as cardiac systole, when blood is being pumped out to the body) than a fearful face briefly presented in the time in between heartbeats (known as diastole, when the heart is relaxing to refill with blood).66 Not only were people better at detecting a fearful face, they also perceived fearful faces as more intensely fearful when the face was presented concurrent with the heartbeat. This means that the beating of your heart can control or ‘gate’ your perception of emotions.

The ability of the heart to control emotion perception is also reflected in the brain, where the amygdala – which signals emotional or important events, among other things – is more active when a fearful face is shown in time with heartbeats than one presented out of time with heartbeats.66 This means that the influence of our body on the brain can be highly attuned, specific to the timing of the function of organ systems.

Why would your brain change the way it processes emotions during a heartbeat? If you saw something dangerous in the real world, you would want to detect the threat as well as possible. Under threat, your heart start beating rapidly, meaning there are more heartbeats which physiologically amplify your ability to detect and respond to the threat. For this reason your brain is always listening to (and learning and interpreting) signals from your heart, helping you stay alive despite threats in your surroundings.

Other organs in the body influence your emotions, and some are more surprising than others. Not long ago my colleague and friend Edwin Dalmaijer made a very cool discovery about the emotion disgust. He had tracked people’s eye gaze while they looked at a long series of disgusting and non-disgusting images on a computer screen.† What he found was that no matter how long the experiment went on for, no matter how bored people got of looking at the same screen, people’s eyes kept avoiding looking at disgusting images.67 This is weird because this is not what happens if you show fearful images: initially people avoid looking at them, but over time most people habituate to the images, stop avoiding looking at them, and start to look at them directly.

Habituation to fearful things is also the basis for exposure therapy, a very effective psychological treatment for conditions such as anxiety disorders, phobias or panic disorder. In exposure therapy a patient with spider phobia would get exposed to larger and larger spiders and slowly be challenged to move closer to the spiders. Over time, in the vast majority of cases, patients’ fear of spiders decreases to the point that they can touch and even pick up a spider. But mysteriously, this sort of exposure therapy does not work well for patients with extreme, pathological disgust – people who are extremely avoidant of things they find disgusting (this can happen following a disgusting trauma, for example). No matter how much they are exposed they still find it disgusting – just like Edwin’s experiment.

I was thinking about this mystery a few years ago and I wondered whether one reason why disgust was resistant to habituation (in experiments and in therapy) might be because disgust has a different physiological signature in the body – unlike fear, which is influenced by the cardiovascular system, a major physiological signal for disgust is in the stomach.

Like your heart, your stomach has a rhythm. It contracts and relaxes to move food along the digestive tract. When you see something disgusting, or when you are nauseous, your stomach changes its rhythm of contractions. This is often below the level of conscious perception: your stomach’s rhythm can change when you see something disgusting without you consciously feeling nauseous. I wondered if the stomach’s contractions were contributing to exposure therapy’s inability to treat disgust – if the stomach was one cause of disgust avoidance.

Edwin and I decided to test my idea, using a drug that can make someone’s stomach contractions return to their normal rhythm (it is called domperidone and it is typically used as an anti-nausea drug). We gave participants the anti-nausea drug or a placebo on different days and measured their eye gaze behaviour while looking at disgusting images. Neither we nor the volunteers knew which drug they had taken. We found a noticeable shift in participants’ behaviour. After looking at the disgusting images while being on the drug, people became less avoidant of the image. This did not happen when they had taken the placebo. By changing the state of someone’s stomach – restoring it to a non-disgusted, non-nauseous state – they started to habituate to disgusting images.68 This shows the state of your stomach is one reason why we avoid disgusting things, and potentially a reason why disgust does not easily habituate. In the future, I’d like to test if this drug also improves exposure therapy for people experiencing pathological disgust. It could be an unexpected route towards better good mental health, via the stomach.

The stomach and the heart are relatively localized, specific sources of physiological signals. Some physiological states are spread all over the body. These may cause physical and psychological symptoms that are much more widespread, too. The classic example of such a physiological state is immune system activation. Have you ever felt depressed, demotivated and irritable, all because you were suffering from a cold? It’s not just ‘man flu’‡. Infections and viruses cause visible changes to our brains, behaviour and our mental health.

Many large studies have found that low mood is associated with heightened inflammation in the body. We know this by measuring inflammatory markers in the blood – circulating proteins and other blood measures that increase during infection, injury and disease. In a large population study (16,952 Italians), people suffering from depression and people with generally lower mental wellbeing were found to have higher markers of blood-based inflammation.69 Conversely, better mental health was associated with lower markers of blood-based inflammation.69

A sceptic might suggest that worse mental health is associated with heightened inflammation in the blood because people with worse mental health also have problems with their physical health that cause heightened inflammation. This is a fair criticism. We can test this possibility using statistics, for example by including measures of people’s physical health in the statistical model testing the association between inflammation and mental health. If including physical health in the statistical model makes the inflammation/mental health association disappear it ‘accounts’ for the initial association, meaning the initial association was actually dependent on physical health. In this particular study, including physical health conditions in the statistical model did not account for the association between inflammation and mental health – the original association remained.69 But physical health conditions are not the only measure of mental health. The authors also tried including lifestyle factors in the statistical model testing the inflammation/mental health association (e.g., smoking, exercising less or having a higher BMI), because these factors are also known to be associated with both worse mental health and heightened inflammation. And when the scientists included lifestyle factors in their statistical model there was no longer any association between mental health and general inflammation. That means that smoking, exercising less or having a higher BMI (for example) explained the original association between worse mental health and higher general inflammation. A word of caution: there were still certain specific markers of inflammation (such as the ratios of immune cell types) that were associated with worse mental health despite including lifestyle factors in the statistical model, so this lifestyle effect might only be true for generally raised inflammation.69

What this study highlights is that lifestyle factors and poor mental health are intertwined. There are multiple reasons why this and other studies could show certain lifestyle factors are associated with worse mental health. A ‘wellness’ interpretation of the association between lifestyle factors and poor mental health might be that you can counteract or prevent worse mental health by altering inflammation-associated lifestyle factors. For example, you could start eating a particular diet or engage in more exercise. These things may be helpful anyway (see Chapter 10), but I am dubious that this is the full explanation for this finding. One of the strongest associations was the correlation between depression and smoking.69 I do not know of any evidence that smoking cigarettes can cause depression or that stopping smoking can cure depression. Instead it seems more sensible to assume the cause of this effect might actually run in the other direction: people with mental health disorders may be more likely to do things that increase inflammation (such as smoking) and fewer things that decrease inflammation (exercise) because they are suffering from depression, not the other way around – these lifestyle differences are part of the reason people with depression have higher general levels of inflammation. Alternatively, or additionally, there might be common risk factors for poor mental health and particular lifestyles, for instance, life stressors or genetic susceptibilities that increase someone’s likelihood of experiencing poor mental health and their likelihood of smoking, exercising less or eating less well. These other explanations are important and often neglected.

In short, inflammation is associated with worse mental health, but from studies like this we still do not know the degree to which this heightened inflammation is caused, cured or altered by certain lifestyle factors, and how these lifestyle factors intertwine with mental health. If this were the only type of study that existed we would not know whether inflammation itself could worsen mental health.

Luckily these are not the only type of studies that exist. Large population studies can tell you when an interesting association exists, but (correlation is not causation) rarely why an association exists. That is the point of lab experiments. A number of neuroscience experiments in both human and non-human animals have been able to ask: does heightened inflammation cause symptoms of depression? And the answer seems to be, sometimes, yes.

In these experiments scientists give healthy humans or animals a drug or vaccine that increases their levels of inflammation. After receiving a vaccine your body develops temporarily heightened inflammation: the inflammatory factors in your bloodstream increase for a short while before reducing back to normal. In many studies this temporary increase of inflammation also causes depressive symptoms such as low mood70,71 and brain changes in regions similar to those altered in depression.72

You may have experienced this yourself when you have had a medical intervention that increases inflammation. Some (but by no means all) people who get a flu shot will later experience temporary low mood, and this worsening of mood is associated with a greater inflammatory response to the vaccine.73 A larger effect occurs when patients with hepatitis are given a treatment that raises inflammation substantially: after three months of taking the treatment, 40 per cent experience a major depressive episode.74 All in all there is convincing evidence that raising inflammation can cause poor mental health and that it may be one contributor to (some people’s) mental illness.

What is it about our inflammation, our body’s response to sickness, that changes your mood? Like the heart and the gut this is because what is happening in the immune system has effects on the brain. Heightened inflammation causes some of the same cognitive and brain changes that are associated with depression, changing emotion and reward processing, and its neural circuitry. In one experiment, after receiving a typhoid injection, participants became more sensitive to punishments than to rewards, a pattern reflected in their brain’s responses to punishment versus rewards in regions responsible for reward processing (the ventral striatum) and interoception (the insula).72 This mirrors a heightened sensitivity to punishments and interoceptive changes seen in people experiencing a depressive episode, a phenomenon we’ll explore further in the next chapter.

Next time you feel low or down when you have a cold you’ll know that you don’t just feel crap because of your stuffy nose or cough, you feel extra unwell because it changes how you feel emotionally about the world, yanking your wellbeing down thanks to specific changes in brain circuits involved in bodily awareness and reward processing.

I think there is pretty convincing evidence that inflammation in the body can worsen mental health. But if you look carefully at this evidence, you also see something else: this isn’t the case in everyone (or in all experiments). If inflammation can cause depression, why don’t vaccines or medication that increase inflammation make everyone feel low – why is it common but not universal? There are other factors at play causing different people to respond differently to the same physical conditions, both differences in the brain and wider biological properties in the immune system. I’ve talked about it like ‘inflammatory factors’ are one thing and either high or low, but of course there are multiple measures such as your number of different types of white blood cells and the amount of different immune-signalling molecules made by white blood cells. Although these factors often go together, different factors may well have distinct roles in mental health, with different causal relationships. Two people with depression who also have heightened inflammation still might not have the same type of heightened inflammation originating from the same mechanisms: their inflammation could be underpinned by overlapping but distinct biological types of inflammation.

Supporting this idea, Cambridge neuroscientists and psychiatrists Mary-Ellen Lynall and Ed Bullmore recently discovered that there may be subgroups of depression, some of them associated with increased activation of the immune system (called ‘inflamed’ depression), and some of them not (‘uninflamed’ depression). Even within the ‘inflamed’ subgroup there were distinct sub-subgroups: people with different types of inflammatory factors that might be driving their depression.75 This tells us that the simple story of inflammation causing depression is a little more complicated.

Inflammation may cause depression in some people and might do so via different immunological routes in different people. Targeting the immune system might represent a new route to treat or improve mental health but it would require carefully finding the right immunological targets and tailoring treatments for each individual on the basis of their particular immune changes.



At this point, when I’ve bored another friend with tales about why the body is important in mental health, we usually arrive shortly at a question about another bit of the body. ‘What about the microbiome?’ they ask. Frankly, I would like to know the answer to this question myself. There is a fascinating and rich scientific literature telling us that the trillions of microorganisms living in our gut, known as the gut microbiome, relate to health, both physical and mental.76 It is well established that the microbiome can communicate with the brain, appears to influence behaviour, and also that many factors influence the bacterial composition of your microbiome (including genetics, stress, diet, infection, medication and others).77

It is very exciting stuff that is hard not to be captivated by – I certainly am. The only problem with this exciting science for mental health is that the causal, reliable studies in this field are mostly done in rodents. One day I would love to be able to reference a whole variety of gut-based interventions that we know are effective for improving mental health. But these robust, convincing studies do not yet exist. Until then, this is what we know about the microbiome and mental health today.

First of all, why would the bacterial composition of our guts affect behaviour, thoughts and mood? Gut microorganisms can ‘talk’ to the brain by producing signalling molecules that enter our bloodstream, as well as via other chemical and immune system routes. The theory among microbiome-mental health scientists is that these signals communicate things about the state of the gut to the brain and that this information alters mental health. There may be particular early-life time periods where the brain is most sensitive to these signals about the microbiome, such as around the time of birth or during adolescence.

When baby mammals are in utero they have no microbiome. In people born via vaginal delivery we acquire our first microbes as we emerge from the birth canal.78 This is not the case for babies born via caesarean section, who acquire a different bacterial community: caesarean-born babies have a different microbiome than vaginally delivered infants.78 Is this a big deal? In laboratory mice, yes. Like humans, mice born via caesarean section have a different gut microbiome.79 But these mice also show prolonged social behaviour changes, including increased anxiety-like behaviours.79 This microbe deficit was reversed using dietary supplements given from birth that stimulate the growth of a particular bacterial strain.79 (Even without dietary supplements, anxiety-like behaviours were reduced by housing caesarean-born mice with vaginally born mice. Having vaginally born roommates probably ameliorates gut microbiome deficits because mice are coprophagic: they eat one another’s faeces. This transfers microbiota between them, ameliorating the microbiome differences of caesarean-born mice. Gross but cool.)

A vaginal birth is also no guarantee of optimal microbiome development. For example, because of their antibacterial properties, antibiotic exposure also changes the composition of the microbiome in humans.80 Usually the microbiome returns to normal within a few weeks of people stopping antibiotic treatment, although some studies suggest effects lasting a few months.80 Animal research suggests there may be developmental windows where the microbiome is particularly vulnerable. Giving adolescent mice antibiotics for even just three weeks causes long-term changes in the microbiome and increases in anxiety-like behaviour.81 This is not the case in adult mice: their microbiomes returned to normal after stopping antibiotic treatment. At least in mice, development could represent a critical period where our gut is particularly sensitive to changes in its bacterial composition, meaning that changes to the microbiome at certain ages could have long-lasting effects on behaviour and mental health.

But – and there’s a big but – animal studies can control the environment, the food and even the genetics of every mouse in an experiment. Human studies cannot. That means that many of these results may not necessarily be true in humans. Even if they are, they have not yet been tested in the most robust ways. Early-life microbiome development is thought to have profound impacts on a number of diseases, including Crohn’s disease and milk allergy.82 But when it comes to mental health, in contrast, caesarean-born humans are not at a higher risk of depression or psychosis83 (they do have higher rates of autism and attention deficit hyperactivity disorder but this could originate from other causes such as risk factors in the mothers who receive a caesarean section, including genetic risk).83 The closest human research gets to the antibiotic study in mice are studies in children who have been treated with antibiotics during development. As in mice, use of some types of antibiotics in childhood is associated with long-lasting changes in microbiome composition,84 a higher instance of asthma and other health outcomes,84 and an increased risk of anxiety and mood disorders.85 But without randomly assigning some children to long-term antibiotics and others to placebos (ideally in microbiome-controlled environments, like the mice), we cannot know if the associated mental health changes are a result of antibiotics. There could be another cause driving the association: a reason why those children given antibiotics were also those with worse mental health, such as genetic or environmental factors that increase likelihood of certain antibiotics and risk of mental health problems.

Whatever the cause, it is very likely that an association between the microbiome and mental health exists. In a large population study in Flemish people, two bacteria types, Faecalibacterium and Coprococcus, were consistently associated with higher quality of life.86 Two types of bacteria (one being Coprococcus) were also specifically depleted in people with depression, even accounting for antidepressant use, which affects the microbiome and sometimes causes spurious associations between the microbiome and mental health.

If you think the balance of the evidence is that improved microbiome diversity might cause better mental health, what can one do about a less-than-optimal gut microbiome? That’s where diet and dietary supplements such as probiotics and prebiotics have been suggested – and yield useful causal evidence as well. (No coprophagia needed.) Prebiotics are nutrients that can feed your intestinal microbiota. Probiotics are live microorganisms that contribute to the diversity of your gut microbiome. There are many studies showing that prebiotics and probiotics have positive effects on microbiome restoration and health in animals. In humans, a smaller number of studies show that prebiotics and probiotics can change your brain,87 body88 and behaviour,88 in some cases even lowering hormonal stress responses and increasing positive emotional behaviour.88 These studies, if replicated in larger samples, could indicate that ameliorating the gut microbiome may improve mental health.

But just to cast a bit of doubt into this exciting sphere, we still do not know where an improvement in mental health following dietary supplementation comes from. Experimentally increasing inflammation in humans has profound effects on mental health-relevant measures: as far as we know, temporary changes to the gut microbiome (for example via antibiotics) do not noticeably worsen mental health. We would still need to establish that there is a direct relationship between microbiome diversity and mental health in humans. An alternative explanation is that the gut microbiome alters other health factors that predispose people to worse mental health. Perhaps having fewer digestive problems is in and of itself a mental health boost. Perhaps there are important signals from the gut about general bodily health (including inflammatory factors), which indirectly change our mental health via changes to interoception and other related functions. The gut microbiome alone might not be the key that unlocks all mental health recovery, but like other bodily systems it may be one important signal of internal, bodily health, which is a contributor to the brain’s sense of overall wellbeing.

If you are curious: could eating a microbiome-enriching diet improve mental health? What about taking supplements that increase microbiome diversity or contain one particular probiotic? We will return to these questions in Chapter 10 when we discuss ‘lifestyle’ interventions like dietary changes for mental health, including the rise of commercial ‘psychobiotics’, probiotics or prebiotics with presumed mood-enhancing effects.



The influence of the brain on the body

This chapter has focused mostly on the effect of the body (and our interpretation of the body via interoception) on mental states: a body-to-brain axis. But this axis runs both ways. Your brain sends signals to bodily systems – signals that can change the body.

Your mental health can have direct effects on the body. The effect of mental state on the gut is so established it was first described in the 1800s in a patient called Alexis St. Martin. St. Martin was a French Canadian who was accidentally shot in the stomach in 1822 and treated by the surgeon William Beaumont. Among many terrible after-effects, St. Martin’s injury resulted in an opening in his stomach wall: a literal window on the digestive system. After many attempted but unsuccessful closures of the hole, and a long recovery period, St. Martin eventually returned to see his surgeon, who conducted a series of experiments on his digestive system. Through the small window, Beaumont suspended bits of food on a string to investigate how the digestive system worked. One of his remarkable observations was that St. Martin’s mood affected his digestion. When St. Martin was irritable, for example, food was broken down more slowly:89,90 his mental state had a direct physiological consequence for the body.

Mental states can affect the body in both obvious and much less-obvious ways. When you are anxious, many different systems in your body are affected: your heart beats faster, perhaps your palms sweat, or you feel nauseous or need to urinate. These are examples of the brain controlling the body, but you have probably experienced them enough to be aware of what is happening. There are also less obvious and more unexpected ways the brain can affect the body. You may never notice that your digestion changes according to your mental state – you don’t have a window into your stomach, after all. Symptoms you experience as part of a disease or disability are likewise filtered through your brain’s interoceptive system. Because the physical symptoms you experience are subjective, your brain-to-body signals also possess an extraordinary property: the ability to create symptoms outside of your consciousness or control.

These symptoms are very difficult for the field of medicine to categorize, which is a challenge because medicine loves categories. A disability clearly created by the external body – a broken bone – is obviously a physical disorder. Medicine separates brain disorders into two distinct categories: neurological and psychiatric. Conditions with clear structural issues, such as a brain tumour or a stroke, are considered neurological. Conditions without a clear structural issue are considered psychiatric. For example, most cases of depression or psychosis are not associated with clear structural damage to the brain and so are classified as psychiatric disorders.

But the lines between physical and mental health are blurry. Historically, many disorders now considered neurological disorders such as epilepsy were once considered psychiatric. Indeed, this entire chapter has been dedicated to physical variables that affect mental function. They are even blurrier in the context of disease. It is well known that brain injuries, infections and dementia (to name a few structural problems) can also cause depression, psychosis and other mental health problems: these are known as ‘organic’ psychiatric disorders.91 Even typical psychiatric disorders (i.e., with no visible structural damage) are accompanied by complex changes to brain function, which we will discuss in the next chapter.

The blurred lines between physical and mental health can be fascinating from a scientific standpoint. But they have real, life-altering consequences for patients whose conditions do not fit neatly into either category. One group of patients in this exceptionally difficult situation are those with a medical condition likely originating in brain-body disturbances: functional neurological disorder. (‘Functional ’ to distinguish it from the other ‘structural’ neurological disorders; ‘neurological disorder ’ because, with the exception of certain features, it looks a lot like other neurological disorders.)

It is often said that functional neurological disorder is the most common medical condition you’ve never heard of. About 16 per cent of patients in a neurologist’s waiting room will have one,92 and many more have related symptoms. I had not heard of functional neurological disorder until shortly after finishing my undergraduate degree when I was observing rounds in a neuropsychiatry clinic in London. There, I met Brigitte§, a soft-spoken woman in a wheelchair, paralysed from the waist down. Over the previous ten years Brigitte had suffered extreme pain in her stomach, for which she sought the treatment of gastroenterologists, debilitating pain on urinating, for which she had seen urologists, and for the past two years partial paralysis, which is how she ended up in a neurology clinic. This debilitating set of symptoms meant that Brigitte had had to quit her job and move back in with her parents. It meant she had spent her thirties under constant medical investigation.

At the hospital, Brigitte was under the care of a multidisciplinary team of doctors. The results of her investigations were complex. Through many detailed physical examinations neurologists concluded that she was not paralysed according to their normal tests – and yet, try as she might, she remained unable to move. Gastroenterologists concluded that her stomach seemed fine on their typical tests, but that did not negate her frequent, debilitating stomach pain, which had even led to surgery at one point. Urologists unearthed no origin for her pain on urination, but eventually she had been implanted with a catheter to relive her pain.

Functional neurological disorder resembles a neurological disorder (or several disorders) on first assessment: a patient experiencing sensory or movement changes, such as weakness, paralysis, tremor, seizures or blindness. But when a neurologist evaluates the patient, clinical signs and tests are incompatible with a neurological cause. ‘Incompatible’ does not just mean a doctor cannot see any signs on scans or tests, it means that a patient shows symptoms that cannot be caused by structural damage. This is a very important distinction. Functional neurological disorder used to be thought of as a disorder to consider when all of a patient’s neurological tests were normal (a so-called ‘diagnosis of exclusion’). But in fact, it can (and should) be positively diagnosed using careful clinical assessments.93 For example, a doctor might examine particular patterns of reflexes, which should be present or absent depending on the cause of a patient’s disability. If a patient’s symptoms are caused by functional neurological disorder, their patterns of reflexes are different than if their symptoms were caused by structural damage to the brain or spinal cord. That is when a diagnosis can be made.

But the first thing to know about functional disorders – and a common misunderstanding – is that they are also not caused by a patient actively faking their symptoms. To a patient, having functional neurological disorder does not feel notably different than if they had weakness, paralysis, tremor, seizures or blindness caused by a neurological disease. In fact, in the brain, people with a functional neurological disorder show different brain activation compared to someone just faking the same symptom.94 Functional disorders are also no less serious. (This assumption originates from the same sort of stigma that someone with depression should just pull their socks up.) To patients this is one of the most insulting and enraging aspects of having a functional disorder – the presumption from other people that because something is functional it could be fake, or at least will be easier to overcome because you do not really have a ‘proper’ medical condition. Unfortunately functional disorders can be as debilitating as their counterpart, structural neurological diseases.

Although the brain changes associated with psychiatric disorders could also be thought of as ‘functional’, this does not imply that functional neurological disorders are necessarily caused by mental health problems.93,95 One of the biggest risk factors for functional neurological disorder is having a previous injury: 37 per cent of patients experienced injuries like car accidents, falls or sporting injuries before their symptoms started.96 For this reason, functional disorders probably have a lot in common with chronic pain, which can also be driven by ‘functional’ changes in the brain and (like functional neurological disorder) is often precipitated by a physical injury.

A patient I met once told me that he thinks functional neurological disorders are one of the most difficult diagnoses to receive. He said, ‘You end up getting passed back and forth between psychiatry and neurology, neither of them really want you, and neither of them can really fix you.’ (Of course, that is not always true – there are excellent neurologists, psychiatrists and other specialists like physiotherapists who not only want to treat patients with functional disorders but successfully treat many. But it is certainly a sad reflection of the reality of being a patient with this diagnosis.)

Functional neurological disorders exemplify the ability of the brain to substantially alter your physical body. Some doctors like to describe them to patients as a ‘software’ rather than a ‘hardware’ problem with the brain. ‘Software’ properties of the brain causing physical symptoms actually extend far beyond this diagnosis – functional neurological disorders are just a particularly clear example because of the amount of disability they cause. In fact, the examples I gave earlier of the brain affecting the body – if your hands have sweated before you asked someone out on a date, if you’ve felt nauseous before giving a speech, if you’ve had to urinate multiple times the morning of the big exam – you have experienced functional symptoms. Your hands were not actually too hot, or your stomach upset, or your bladder full – but they certainly felt that way because of changes to the function, the software of your nervous system. Luckily for you, your symptoms were probably transient and had a detectable origin, such as anxiety. But what if your symptoms didn’t go away and didn’t have something obvious you could attribute them to? Then, your brain might attribute them to physical changes such as a disability or disorder in your body.

What causes functional symptoms? This is not settled scientifically but I will tell you what some scientists think. Just like feeling hungry or feeling angry, the feeling of physical symptoms in your body arises from (1) the state of your body and (2) the state of your brain. This is true for all physical symptoms, not just functional ones. Long after you’ve recovered from an injury, illness or other physical change to the body, your brain can become much more sensitive to information about discomfort in the body. Your brain has learned to enhance things you might not otherwise feel in order to prevent danger. This (and other experiences) could cause your brain to unconsciously predict physical symptoms. Sometimes these predictions might be so strong that they generate the symptoms they anticipate.

This enhancement of bodily symptoms by the brain can occur from something as localized as a broken ankle, but it might also occur from more generalized changes in the body. If your brain has become ultra-sensitive to your immune system following recovery from an acute infection – an adaptive thing to do, to enable symptom monitoring and recovery – it might start to anticipate, enhance or even generate symptoms that feel like an infection based on more minor signals from the body (note there are also post-infection changes to inflammatory signals in the body, among other factors changes to the periphery and the brain causing symptom experience). In the case of functional disorders a variety of experiences including previous or current physical illness might eventually lead your brain to monitor and expect certain physical symptoms. Functional disorders are not uncommon in patients who have traditional neurological disorders such as multiple sclerosis97 or epilepsy:98 up to 20 per cent of people with ‘functional’ seizures also have epilepsy, while around 12 per cent of people with epilepsy experience functional seizures (functional and epileptic seizures can be differentiated by measuring electrical activity in the brain during a seizure).98 This means that in addition to symptoms caused by structural changes in the brain, many patients with traditional neurological disorders also experience symptoms driven by changes in the brain’s expectations and interpretations of the body. The two categories of symptoms feel equally real – they are just caused by different processes in the brain.

The brain needs to interpret a huge array of sensations from inside the body. Incorporating expectations into these interpretations to enhance or suppress certain sensations is for the most part a useful, highly adaptive process, but occasionally this process becomes the source of profound disability.



When you ask yourself: ‘am I hungry? Sleepy? In pain?’ you are assessing your brain’s current representation of your body. But the answer to your question – your perception of your bodily state – is not a direct reflection of your actual bodily state. What you feel is influenced by many subjective factors, including how sensitive you are to changes in your body and how accurate you are at identifying their sources. The degree to which physical states are (mis)interpreted as emotions varies between people: not everyone experiences ‘hanger’. Some people are more likely to attribute signals from the body – like hunger – to emotional states, including anger. On the other hand, everyone knows people who eat when they’re upset – one way to think about this is a misattribution of feelings as bodily states (the converse of ‘hangry’). I would even speculate that these two sorts of people are not mutually exclusive: perhaps some individuals experience more ‘noisy’, overlapping internal states, which could be interpreted as physiological or emotion states depending on the context.

People with mental health disorders show changes in their sense of their bodily state (interoception)99 and in how their brain represents these signals.100 Some of these changes could even originate in physical differences such as hypermobility (extreme joint flexibility), or sensitivity to postural change, which are highly associated with increased rates of mental ill-health. People with hypermobility are up to sixteen times overrepresented among people with panic disorders.101 The scientist and doctor Jessica Eccles has studied hypermobility extensively, theorizing that connective tissue differences (which cause joint flexibility) change the way your body responds to physical challenges, affecting interoception,102 potentially via anatomical changes to brain regions such as the amygdala.102 This might make people with certain physical experiences more vulnerable to mental health problems. Differences in signals coming from the body and in how our brain interprets bodily signals might independently and collectively influence our estimates of our own mental health.

In my view, mental health disorders are often simultaneously physical health disorders: they can cause symptoms in the body (tiredness, pain, altered appetite or sex drive), and they may be caused by changes in the body (like the immune system) or changes somewhere in the brain’s bidirectional relationship with the body. It stands to reason, then, that people would pursue wellbeing by changing aspects of this ‘internal world’ through anti-inflammatory drugs, diet and exercise. But just as your likes, dislikes, wants and rewards are yours alone, so too is your body and brain’s particular relationship. And differences between people’s body-brain circuits can result in dramatically different outcomes: a miracle diet for one might put someone else in grave danger – something we will discuss later in the book.

Your brain’s expectations can alter pain, pleasure and even the physiology of your body. But you were not born with these expectations. They are learned from experiences throughout your life. Your brain is in a constant cycle of observing and updating, re-calibrating its predictions to be as useful as possible. This helps you interpret an ambiguous, uncertain world and maximize your chances of surviving. In the next chapter we will dive into this learning process, and how the molecule dopamine is one underpinning of the way we learn about the world.


* This fun argument tries to draw a line between what counts as the outside versus the inside of the body. For instance, sensations on your face: exteroception; sensations from your lungs: interoception. You might think scientists had worked out this inside/outside distinction by now, but then you have probably not spent a lot of time thinking about whether (for example) your nostrils are on the ‘inside’ or on the ‘outside’ of you.


† Alas, not all experiments are as fun as getting a chocolate milkshake shot into your mouth.


‡ A colloquialism for people who are extravagant invalids when they are suffering from minor colds. Not exclusive to the male sex. My wife can attest that some women (me) are also terribly afflicted with ‘man flu’.


§ Names and details changed to protect her identity.










3.
Learning to expect wellbeing



Your brain learns about many things, but probably the most important thing it learns is how to survive. When you acquire things that help you survive – food, money or more abstract rewards like pleasant experiences – your brain can quickly learn to repeat the experience. It learns which circumstances lead to rewards and which actions it should perform to get there. When you experience the opposite – pain, starvation, social rejection – your brain must learn to avoid whatever brought about those unpleasant outcomes.

These learning mechanisms are central to maintaining mental health. You can imagine how an experience like chronic pain in Chapter 1 might originate from the same learning mechanisms designed to help you survive. If you injure yourself, nociceptors will signal pain via the spinal cord to the brain whenever you perform a particular action. Rapidly, your brain learns which actions will evoke pain and which will avoid it. To minimize the chances you will experience pain, your brain begins to anticipate pain from particular actions before even performing them. Eventually even a healed injury could evoke learned pain from the brain without any signal from the nociceptors. This is how the brain itself contributes to chronic pain. A similar process could underpin anxiety: your brain has learned which actions to avoid and anticipates (or over-anticipates) the negative psychological consequences of performing them.

Even the long-term abstract rewards we seek to maintain general wellbeing (such as lifelong relationships or avoiding housing insecurity) rely on learning processes in the brain. These more complex rewards and punishments are processed using the same system designed to help us survive: to acquire food, to avoid predators. Understanding exactly how our brain learns about good and bad things in the world could be a clue to better mental health, and the science in this area is moving towards uncovering new and clever treatments for mental illness.

The story I want to tell you began a couple of decades ago with an experiment in monkeys that revolutionized our knowledge about how the brain learns.


Prediction errors

How does our brain learn about the world? There are many brain regions and chemicals involved in learning but one biological message is particularly important. This message is called a prediction error: it signals when the brain’s predictions were wrong. This signal instructs the brain to learn, to update its expectations, to be better equipped for the future.

You experience prediction errors every day. If you have been buying a coffee from your favourite shop for months you have a very clear idea of what that coffee should taste like before you take a sip. If one day your coffee tastes even better than usual, you’re surprised – you experience a ‘positive prediction error’. This signals your brain to update the amount of reward you expect from the next coffee you drink – how delicious you anticipate it will be. Or alternatively, if one day your coffee tastes worse than usual you’re also surprised – this time you experience a negative prediction error. A negative prediction error will decrease the reward you expect to get from the coffee next time. Maybe after an experience like this you’re a bit wary about your coffee shop exploits and so you switch your desired café or stop buying coffee altogether. Maybe you even extrapolate this to something much bigger and start to think coffee in general is totally unpredictable! You can see how experiencing surprise and what you learn from it is a fundamental source of your expectations, and how these expectations might shift your behaviour.

Now coffee was a mundane example. But life is filled with many metaphorical coffees of better and worse quality. Our instincts and preferences are underpinned by prediction error learning. You initially learn where to acquire food, security, social support and other helpful things for survival using positive prediction errors. Equally, you use negative prediction errors to learn what to avoid: pain or illness evoke new prediction errors about the source of that discomfort and help you anticipate and avoid it in future. People are subtly different from one another in the degree to which they learn from experiences, whether they reshape their expectations after positive or negative prediction errors. For instance, some people may be more sensitive to positive than negative prediction errors or vice versa. Cumulatively, over many years of learning, these small differences in the way your brain learns might make you expect better or worse outcomes and begin to build a general perception of the world as a good or bad place.

Positive and negative reward predictions are particularly related to one chemical system in the brain: the dopamine system. You may have heard that dopamine is some sort of pleasure chemical, which is not a good description at all (you already know from Chapter 1 that if any brain chemical is a ‘pleasure chemical’, it is probably an endogenous opioid). But although pleasure is not an accurate way to describe the role of dopamine it still has a central role to play in mental health-related processes, just via a different route. One of these routes is your ability to learn about good and bad things in the world. (This is not the only route: another is discussed in the subsequent chapter.)

The discovery that dopamine was central to learning occurred in the late 1990s by scientists Wolfram Schultz, Read Montague, Terry Sejnowski and Peter Dayan. They were recording the activity of brain cells in dopamine-rich regions in monkeys’ brains, while giving the monkeys occasional rewards: drops of fruit juice.

At the beginning of the experiment when monkeys started receiving an occasional drop of juice (an unexpected surprise; a positive prediction error), their dopamine cells started to become much more active than usual. But the scientists had done something extra clever in their experiment. Before each drop of juice the scientists gave the monkeys a little warning in the form of a flash of light. By timing the flash of light and the juice delivery precisely, the monkeys were conditioned to anticipate receiving juice when the light flashed. This is known as classical or Pavlovian conditioning, after Ivan Pavlov conditioning his dogs to salivate in response to a bell in anticipation of food.

The monkeys experienced flash-then-juice, flash-then-juice, again and again and again. Over time the scientists discovered that the monkeys’ dopamine cells shifted the timing of their firing. While in the beginning the dopamine cells had fired when monkeys received the surprising juice reward, over time as the juice became less surprising the cells stopped firing when the monkeys tasted the juice. There was no positive prediction error to juice because by then the juice was perfectly anticipated. But predictability didn’t stop dopamine cells firing altogether – it just changed when they were firing. After the monkeys had learned that the flash of light preceded juice their dopamine cells started to fire when the light flashed. The light flash was their reward predictor – when the monkey saw it they knew juice was on its way.

Initially, dopamine signals a surprising reward (unexpected juice). But once a reward is unsurprising and can be predicted, dopamine signals the reward predictor: the message it conveys is expectation of reward (the light flash), not the reward itself. Dopamine is a biological learning signal for the brain. It means that dopamine cells themselves anticipate reward (juice) whenever the light appears. It means they ‘learn’ the connection between light and juice.

These actions of dopamine cells show us where an expectation could come from in the brain. In the real world even after you’ve learned a predictable association something surprising can happen – an expected positive outcome disappoints; you drink terrible coffee on the next visit. In the case of the monkeys, the scientists tried this too: the monkeys received a negative surprise after lots of juice. They showed them a light flash but left off the juice. When this happened the dopamine cells the scientists were recording from dropped their activity at the exact point the juice delivery should have occurred. They were signalling the negative prediction error, an unexpected disappointment. Disappointment, like positive surprise, elicits a new learning signal driven by a reduction in dopamine cell firing. Over time this new negative signal can override the original positive association and teach monkeys to no longer expect juice when they see the light flash. That is how we unlearn positive associations: the coffee shop we no longer frequent.

Prediction errors cause learning about the world, both the unexpectedly good (positive prediction errors) and unexpectedly bad (negative prediction errors). Both are encoded in dopamine cells, which can increase or decrease their activity accordingly. When something in your environment is unexpectedly better than what your brain would have predicted moments before, dopamine cells increase their firing, signalling a prediction error. After learning, dopamine cells fire in anticipation of an event – in timing with something that predicts reward. This could explain how our brain learns about the world.

The term ‘prediction errors’ is actually borrowed from the world of engineering. It was borrowed because the ability of these dopamine cells to learn reminded the scientists of algorithms typically used in engineering called reinforcement learning algorithms. Reinforcement learning is a type of artificial intelligence that can learn which actions to perform by only being told which of its previous actions are correct and incorrect. (This is different from algorithms that are programmed to do something in specific situations – this one adapts to feedback.) The way the algorithm ‘learns’ is because its computer code tells it to do one thing: minimize its prediction error, the difference between what it predicts will happen at the next step and what actually happens. So say an algorithm initially chooses at random, with every single choice it computes its prediction errors again, and adjusting its next action based on those prediction errors again and again, until eventually the algorithm’s predictions and expectations are as matched as possible: it has found the actions that yield the smallest prediction errors for its environment. This ability enables the algorithm to learn sequences, games, decisions and other complicated, feedback-based behaviours. If this sounds a bit wild, like this algorithm could learn to do a huge number of human-ish tasks, sometimes better than humans themselves – it is and it can.

Some scientists think the human brain does this too: minimizes prediction errors to optimize learning. Neuroscientist Karl Friston has proposed this as a general theory of brain function – that the brain’s goal is to minimise prediction errors, or surprise, over the long-term by adjusting its predictions or its actions. Certainly, these dopamine cells appear to do exactly that. Using a reinforcement learning algorithm from engineering, the original team of scientists could precisely predict when the monkeys’ dopamine cells would increase or decrease their firing in response to juice (or no juice). ‘We immediately had something that accounted in a cool way for changes in dopamine firing and could be used to understand how to make choices based on the signal,’ one of the team, Read Montague, said in an interview years later.103 A few years later the same effect was shown in human brains in an experiment by John O’Doherty, Peter Dayan, Karl Friston, Hugo Critchley, and Ray Dolan (using fMRI): before learning, prediction error signals in response to an unexpected reward (nice-tasting juice), which shifted to the time of the predictor after learning, once people had learned to expect juice.104 As in the monkeys, our dopamine cells can learn by adjusting their activity in line with important information from the environment and, as a result, anticipating what is to come.

Humans are very sensitive to rewards. Being sensitive to a reward means that when something is better than expected – even only a little bit – our brain learns about it via prediction error learning and we can adjust our actions accordingly. Since our survival as organisms depends on accurately predicting future food, water, mates and so on, you could say these prediction signals are the most important function our brain performs (in the wrong crowd of neuroscientists you might be met with very quick comebacks from people who think our brain’s most important function is to perceive, to maintain breathing, to move, to sleep, or do many other important things – so take this with a pinch of salt). Nevertheless, prediction errors keep us alive. They also, many scientists now think, underpin our experience of positive and negative emotional states.



Predicting mental wellbeing

Reward prediction errors exist to help us survive, to learn which things in the world will keep us alive and which will endanger us. But if your brain produced overly small reward prediction errors, perhaps driven by a miscalibrated dopamine system, your basic survival instincts might go awry. This could disrupt your expectations about the world, your motivation to engage in possibly rewarding activities, your appetite or even your desire to stay alive. This is not the only route by which your prediction errors might be disrupted. You might experience perfectly average reward prediction errors but intense negative prediction errors that make you overlearn about negative events (or some more complex combination). This theory is agnostic as to where a miscalibrated dopamine system would come from (and is not restricted to dopamine, since we now know other brain chemicals are involved in prediction error learning too). Disrupted reward prediction errors could originate from genetic differences, negative, stressful experiences, biological changes such as illness – most likely a combination of many factors. Regardless of its origins, a final common pathway to worse mental health might be a brain that underresponds to positive events, learning poorly which things lead to positive outcomes, and overresponds to negative events, quickly and drastically responding to punishing outcomes.

In 2014, one scientist who was thinking about the role of prediction errors in mood was a neuroscientist named Robb Rutledge. Robb had an idea about prediction errors. He wondered whether experiencing a positive prediction error – an unexpected taste of juice (or in his case, a small amount of money) – might drive short-term fluctuations in happiness levels.

Because happiness is harder to measure in monkeys he did his experiment with human subjects. Now, you might expect that in an experiment where people were winning small amounts of money, which they learned to predict over time like the monkeys did juice, the more money they won the happier they would be. But this is not what Robb found.

If I gave you £1 would you be more or less happy than if I gave you £5? From a prediction error point of view it should depend on how much you were expecting. £1 would be a disappointment if you were expecting £5 (a negative prediction error) or a delightful surprise if you hadn’t expected any money at all.

In Robb’s experiment people rated themselves the happiest at the points in the process where they had won more than expected recently.105 Their happiness increased when they experienced larger positive prediction errors, even when those positive prediction errors did not actually increase their earnings but were instead associated with avoiding potential losses. Robb has now shown this effect in more than 18,000 people around the world playing the experiment in a smartphone app. In a subsequent lab experiment Robb showed that a drug that increases dopamine levels also boosts happiness after small rewards, consistent with the idea that the positive reward prediction error associated with happiness is driven by dopamine.106 Our moment-by-moment wellbeing tracks experiences that are better than what we expect, positive prediction errors, related to dopamine release in the brain. And it stands to reason that momentary unhappiness can arise from negative prediction errors, experiences that are worse than expected.

Perhaps wellbeing is not just about making choices that lead to positive outcomes but also about taking a risk, trying something unexpected, in case it leads to a wonderful, surprising prediction error. Prediction error learning is a key driver of moment-by-moment mental health: experiencing positive surprises, predicting what actions will result in positive outcomes and updating these predictions when the statistics of the world around you change. Each of these processes has its own biological underpinnings, many related to the dopamine system. This same process might also explain much larger changes in our mental wellbeing, such as a positive mood, our general mental health or even mental health disorders such as depression.



Emotions versus mood

A permanent change in mood is unlikely to occur from a small, unexpected prediction error, nice though it might be. Moods are also harder to measure than moment-by-moment changes in happiness ratings. Everyone knows what you mean you say you are in a ‘good mood’ or a ‘bad mood’ but what actually is a mood in the brain?

An important distinction is between a mood and emotion: you might feel irritated, happy or sad at various points during one particular day but still experience an overall positive mood that day. Moods are longer-lasting than emotions and they are also more influential. Although they are separate phenomena, moods and emotions are interlinked. Your mood colours your moment-by-moment experiences and can affect the emotions you experience. A good mood can mitigate many of the small frustrations you encounter in your everyday life. And as most of us have experienced, a bad mood can do exactly the opposite.

Positive mental health is not the absence of negative emotions. Feeling negative emotions is healthy and normal. I conceptualize mental health as the ability to experience negative emotions but always, eventually, move back towards a relatively positive mental place – like homeostasis in the body, a return to equanimity. Mental health is an act of balance, responding to negative prediction errors, unpleasant emotions and other stressors without allowing them to generalize into negative expectations about the world entirely. One way this manifests is as a positive mood.

The pull of a mood state means that if you experience a negative mood, particularly the sort of extreme negative mood common in depression, feeling temporarily good can be discounted, immediately explained away in light of your overall depressed mood. Tim Dalgleish, a clinical psychologist and scientist with whom I did my postdoctoral training, explains mood as an attractor state : a stable, self-reinforcing system. While you are in a negative mood attractor state, regardless of these temporary changes to your feelings, your mental state is attracted back towards your current mood. When you’re in a positive mood attractor state you learn more from good things in your environment. Say something unexpectedly good happens – you get a promotion or you win a prize – these unexpected good things feel particularly good when you’re in a positive mood state and serve to reinforce your already-positive mood.

This ability for moods to be self-reinforcing means that when you fall into a negative mood state you may get stuck. In the case of a disorder such as depression, people might experience being continuously pulled back towards a low-mood state despite fleeting good things happening in their lives. Perhaps you get a promotion and immediately consider the extra work involved or wonder if you really deserved it in the first place. Positive emotions are discounted or contextualized, while negative events and emotions become fuel for your low mood, sustaining it and justifying it.

The same basic learning mechanisms involved in seeking out good things and avoiding bad things in the world might be fundamentally different in someone experiencing depression. One route to this learning difference relates to the symptom of anhedonia discussed in Chapter 1: loss of interest or pleasure in rewarding activities. There is very little evidence to suggest that people with depression have a blunted experience of pleasure per se ; rather, the loss of interest factor plays a bigger role.107 For example, across many experiments there appears a disrupted, blunted expectation in how valuable a reward seems.107 Now, you might think that if reward expectations are more negative then something like a delicious fruit juice might feel even more positive thanks to a larger reward prediction error (which some data suggests is the case,108 though not all studies find this).107 But even if reward prediction errors were greater, the same studies show that people with depression also experience fewer of these positive events in a given day.108 Reward prediction errors may be very sparse in depression.

A related discovery is that people with depression have blunted reward seeking – an unconscious behavioural shift away from choosing the most rewarding outcomes despite similar reward experience. Here, prediction errors are intact but do not drive the subsequent action as much – perhaps their influence is reduced by some other higher-level ‘rule’ in the brain, like ‘good outcomes are unreliable’, meaning they should not drive learning to the same degree. In many experiments people with depression are not as readily able to learn about and pursue things that lead to positive outcomes.109 So blunted reward value must be coupled with some sort of disrupted reward learning to produce a chronic, unremitting low mood.

These two processes (reward value and learning) could have a circular effect on reward experience: a blunted desire or motivation for reward-seeking could lead to few positive experiences, while disrupted reward learning could mean these few positive experiences have little to no influence on expectation of future reward. In this sense, a shift in motivated behaviour changes the environment someone is exposed to, reinforcing and maintaining a cycle of low mood by tilting the whole system to learning less from positive experiences – perhaps discounting them altogether.

One criticism of this idea is that perhaps disrupted reward expectations are just a knock-on effect of having low mood in the first place. But even people predisposed to (but not currently experiencing) depression show disruptions in this general process: blunted reward representations and enhanced punishment representations in the brain.110 This result means that disrupted reward valuation is unlikely to just be an effect of having low mood. Potentially it is a characteristic (driven by changes in the brain’s reward system) that predisposes people to developing depression in the future.

Altered reward is not the only way prediction error learning contributes to depression. People with depression also have an enhanced experience of negative events and punishments. In one of the most famous demonstrations of this effect, people with depression played a game called the Tower of London, where they were instructed to rearrange coloured discs into a tower matching a model tower in front of them. This game is usually used to assess the level of brain damage in people with various neurological conditions. But unlike people with certain brain injuries, people with depression are not necessarily worse at planning overall. Instead, people with depression become bad at planning only once they start to make mistakes on the game. After being told they have made an error, performance deteriorates in people with depression109 – they have what is called a ‘catastrophic response to perceived failure’.111

Just as a blunted influence of reward prediction errors on learning would suppress positive expectations, a heightened influence of negative or punishment prediction errors would encourage learning about negative outcomes and further expectation of negative outcomes. This is not necessarily a good thing because sometimes negative outcomes occur rarely and should not always lead to behaviour change. Think of being in an aeroplane crash: a terrible but exceptionally rare negative outcome when you choose to get on a plane. Would you fly again? After all it is still far safer than getting in a car. But it might not feel safer to you: the negative prediction error of the plane crash was so large that it might have a magnified effect on your learning and behaviour. Now imagine that everyday negative outcomes produced prediction errors that were larger: this would cause you to ‘overlearn’ from these events. A friend cancels on you at the last minute and you stop making plans with friends for a while; you fail an exam and conclude you have no academic potential.

This sort of ‘catastrophic response to perceived failure’ could come from differences in regions of the brain that are particularly sensitive to punishments. These regions have neurons that signal the exact opposite pattern of the dopamine cells that are super-sensitive to juice rewards. One of these punishment-sensitive areas is called the habenula. The habenula is tiny, only half the size of a pea. Despite its tiny size it plays a large role in our lives. Whenever we experience an outcome that is worse than expected, brain cells in the habenula increase their firing: they signal a punishment prediction error.112 Unlike the reward-sensitive dopamine response, cells in the habenula learn to anticipate punishing outcomes.112 When things in the environment predict a potential punishment, the habenula fires. This punishment-predicting signal is inversely linked with reward prediction errors: every time the habenula fires it suppresses reward-responsive dopamine cells from firing.113 Habenula firing, and its suppression of dopamine cell firing, helps us learn to avoid punishing outcomes in the world.

Jon Roiser started to investigate the habenula a number of years before I joined his lab at University College London. At the time, he wondered if neurons in the habenula might fire too much in people with depression, over-signalling potential punishments. If so, this unusual hyperactivity could be the source of ‘catastrophic responses to failure’ in depression – it could reinforce negative outcomes and even, via output to reward centres, cause blunted reward seeking or sensitivity. There was reason to believe this hypothesis was right based on animal experiments: multiple experiments had found that rodents with depression-like behaviours showed a heightened punishment signal from the habenula.114

To figure out if this hypothesis was true, Jon worked with a postdoctoral fellow, Rebecca Lawson, to measure habenula activity in depressed humans. They immediately faced a big challenge. As I’ve mentioned, the best way we have to measure where brain activity comes from in humans without doing brain surgery is with fMRI scans. But the habenula is tiny, almost too tiny for an MRI scanner to detect. So Jon and Rebecca collaborated with a team of physicists to devise a special, custom-made MRI technique that was able to capture brain activation in the habenula. Simultaneously they gave a number of volunteers – people with and without depression – a series of electric shocks in the scanner, which were preceded by images that either predicted or did not predict a shock (like the flash predicting juice in the monkey study).

They discovered that the punishment prediction signal from the habenula was abnormal in depression. But the way it was abnormal went completely against their hypothesis. The habenula signalled punishment less in people with depression.115 To someone with depression, it was almost as if an electric shock was anticipated like a reward: cues predicting a shock suppressed habenula activity in depressed people rather than increasing it (like it did in people without depression).

We still do not know why this surprising result occurred: why the habenula was underactive, under-signalling punishment in depression. Although it seems counterintuitive, under-signalling punishments could lead someone with depression to fail to learn to avoid punishments, due to disrupted punishment prediction. It does not mean punishments are any less unpleasant but that they might affect behaviour differently. Improved learning from punishments might even be adaptive – a useful trait when we encounter the myriad of negative events in life.*

Overall, how sensitive your brain is to reward or punishment depends on many factors, but this sensitivity may play a key role in your vulnerability to mental ill-health. For example, stressful experiences in development might change the way your brain processes positive and negative outcomes, which might make you more vulnerable to depression in the future. The way this happens is not just by amplifying the effects of negative events, but more importantly by changing the way you learn about negative events and the way they shape (or do not shape) your expectations. Along with vulnerabilities to depression and other mental health conditions in your reward and punishment system, differences in this learning system can also confer resilience. Resilience is the concept that even after tremendous difficulty or trauma most people do not develop a mental health disorder. Many things drive resilience, but a skew towards learning from positive outcomes, and an ability for one’s mood state to harness and be reinforced by these small positive events, and adaptively learn from negative events (and avoid them when appropriate) could protect people from falling into a depressed episode. Whatever the original cause, differences in reward and punishment learning hold clues to why some people get depression, while others – even those with similar life-courses, similar tough experiences, similar family histories – remain resilient.

Putting two and two together: if dopamine is essential to learning, and learning is fundamental to mood and wellbeing, you might intuit that manipulating the dopamine system may be a route to resilience. In the very short and simplest terms, you’d be right. Abruptly increasing dopamine levels in the brain can make someone feel rather good. For example, injecting someone with amphetamines, which increases dopamine levels in the brain, causes people to experience euphoria. This is directly related to dopamine release: the amount of euphoria you experience is relative to the amount of dopamine released. Although amphetamines acutely increase everyone’s dopamine levels, they cause some people’s brains to release more than others. The more your dopamine levels increase after amphetamines, the more euphoria you’ll experience116.

But this jolt of euphoria is short-lived. It is not a true improvement in mood, which we’ve defined as your general mental state over a long period of time. At some point, the drug will wear off and you might even feel worse than before. Not to mention, as we’ll cover in the next chapter, drugs that affect dopamine levels in the brain can cause strong dependencies, risking people falling into a spiral of addiction. (It is interesting to note that low mood itself is thought to be a key element driving the cycle of addiction53: in a prominent theory, initial drug-taking stems from a basic desire to feel good from the drug, but after an addiction takes hold, drug-taking becomes driven not by the desire to feel good, but by the desire to alleviate the negative mood generated by a drug-free state.)

Unlike a drug that affects the whole brain, the biological causes of vulnerability and resilience to stress may lie in much more subtle cellular changes in these learning mechanisms in response to stressful situations (which could be greater or smaller in different regions and under different conditions). There is evidence for this complex relationship in animals, where scientists are able to measure and increase dopamine in super-specific regions of the brain. In one series of studies, mice who had experienced social defeat stress (a common animal model for depression) showed excessive firing of dopamine cells. This excess dopamine cell firing was caused by an increased excitatory current, a cellular mechanism that is usually responsible for regulating stable activity in the dopamine cells, but when increased, can cause dysregulated, excessive firing117. Then the scientists looked at the brains of animals who were resilient to social defeat stress, expecting to see a reduced excitatory current, and normalized dopamine cell firing. To their surprise, they saw normalized dopamine cell firing despite even larger excitatory currents in the resilient mice. Somehow, the cellular cause of excess firing was still abnormal, but the firing itself had normalized. Perhaps, they wondered, heightened excitatory currents were destabilizing to a degree, but once they were heightened enough, they triggered some kind of regulatory, homeostatic mechanism that normalized dopamine cell activity. To test this hypothesis, they directly infused a drug that increased these excitatory currents in the mice with depression-like behaviour, making their currents even larger (the drug also happens to be a known mood stabilizer for bipolar disorder, lamotrigine). As they predicted, this drug counterintuitively normalized their dopamine cell firing, despite increasing the excitatory currents, and it also eliminated the mice’s depression-like behaviours117.

Unfortunately, drugs given to humans do not have the same ultra-precise ability to change your brain chemistry in one region or circuit only, so the same exact interventions cannot be tried in humans (although scientists are working on this problem as we speak). But these animal experiments also show that there could be multiple routes to ameliorating pathological brain changes in depression: some might reverse changes caused by stress (e.g., reducing the unstable dopamine cell firing, which also reduces depression-like behaviour118), while others might use natural resilience mechanisms that the brain uses to achieve homeostasis, exploiting our brain and body’s natural routes toward balance.

It is important to appreciate that while all these experiments suggest differences in the brain’s general learning system(s), the precise differences found vary between studies, are not always replicated, and are sometimes contradictory. One possibility is that there may be several different routes to experiencing depression via disruptions in learning. Every time I have mentioned the difference between two groups (say, people with and without depression) these differences are only true for a statistical average. But who among us is exactly average? Almost certainly not you.

There is enormous variation between brains. Even within particular groups (such as a group of people with depression), there will be vast differences in their behaviour and brains. That means that when I’ve described a group of people’s brains like X, this only applies to some people with that characteristic, not everyone. And even the people they apply to, they apply to different degrees.

One person might have completely blunted reward expectation; another, slightly blunted; and another, no blunting at all. The average does necessarily predict one individual person’s prediction errors. This problem is not exclusive to neuroscience: it applies right down to the level of symptoms. In general, people with depression will be sadder, less likely to expect positive outcomes, have appetite changes, have difficulty concentrating and so on, because that is the diagnostic list of symptoms. But to meet the threshold for diagnosis, you just need a subset of these symptoms, not all of them. Your appetite might be normal, but your sleep is disrupted; your mood might even be normal, but experience profound anhedonia. In fact, there are 227 possible symptom combinations that would all get you diagnosed with depression119 (although some of these combinations are much more common than others). Two people with completely different lists of symptoms – not one overlapping – can both meet criteria for depression!

This is true for most mental illnesses, and this is why there is no one-to-one mapping between diagnosis and treatment in mental health. It is not surprising that it is enormously difficult to find universally treatments, because there are many causes and manifestations, and there will be – there must be – many solutions.

For a long time medicine has known this about mental health disorders, but through our research we hoped there might be a many-to-one mapping – many causes but one treatment that might help them all. Unfortunately this approach has not worked. When it comes to mental health I do not think there will ever be a silver bullet that works for everyone. Treatments that generally work (on average) may still not work for an individual. What we need is a better understanding of which processes in the brain drive particular symptoms and the ability to target and treat these processes with therapy, with drugs or with many other approaches. We need to identify targets, any of which could be the source of distress, and one of which might be a hidden, personal silver bullet for an individual person with poor mental health.

In life we all encounter failure on small and large scales. I have never met anyone who does not fail regularly, and I would not like to. Something awful will eventually happen to everyone. Improving how we respond to negative events could be one route to preserving or improving mental health. (We will return to this in Chapter 8 and discuss how psychological therapy might improve mental health.) So we cannot stop here. Scientists need to reveal the many functions in our brain that maintain mental health, some of which might be different in one individual experiencing a mental health disorder and some of which might be different in another person, even with the same diagnosis. Before we talk about treatments more explicitly there is one more ingredient of mental health I want to tell you about. It is not obvious and not something you would normally even find addressed in public discussions of mental health. It is not measured in international surveys on wellbeing. It is not part of apps meant to improve your mental health. But I think it is absolutely essential: maybe so essential that it has escaped popular definitions of mental health.


* A positive prediction error from this experiment was that although the topic is not terribly romantic, this study was how I met my wife, Rebecca, who now runs a neuroscience lab in Cambridge.










4.
Motivation, drive and ‘wanting’



When it comes to defining what it means to be mentally well, most people think of short-term positive feelings we have discussed so far, such as pleasure (fleeting hedonia in Aristotle’s terms), long-term life satisfaction (the contentment of eudaimonia) or some combination of both. To measure pleasure or life satisfaction in humans, social scientists tend to use self-report scales (like: ‘on a scale of 1 to 5, how happy are you feeling right now?’; ‘How satisfied would you say you are with your life?’ And variations along those lines). This method has a number of advantages, and many studies take this approach. But these subjective measures also have important limitations. Perhaps the word ‘happy’ (or ‘wellbeing’ or ‘pleasure’) does not mean the same thing to you as to me. When you and I fill out the same questionnaire our differing understanding of the word could cause our rated happiness levels to differ, even if we were equally satisfied in life or experiencing a similar degree of short-term positive feelings. There may also be some essential components of mental health that are not well captured by questions that involve reporting your perceived wellbeing. For this reason, in many of the experiments we have discussed so far, neuroscientists also try to quantify behaviour, measuring decisions and learning, which gives us measures that do not rely on the whims of subjective self-report.

Although pleasure and satisfaction are usually the first things people think of when they think of happiness and wellbeing, quantifying behaviour can also reveal an additional ingredient that’s overlooked by most popular definitions. Many neuroscientists think motivation or ‘drive’ is an additional, crucial component of mental health. In the previous chapter this construct was described as ‘reward seeking’ – behaviours or actions that could lead to positive outcomes (although it is a little more complicated than that in real life, as drive involves weighing up how worthwhile it is to expend energy to gain a possible reward or avoid a punishment). Learning what these potentially rewarding behaviours are is crucial (as discussed in Chapter 3), but so too is the desire or drive to engage in reward pursuit in the first place.

Drive is not always well captured by self-report questionnaires asking ‘How happy are you feeling right now?’ Yet drive is almost always a necessary precursor to wellbeing, and by extension good mental health. Aristotle thought a notable aspect of happiness was that ‘we choose it for itself, and never for any other reason’. But to choose anything out of life requires motivation: the desire to pursue the things you want and avoid the things you don’t. Motivation imbues us with the ability to find and repeat positive experiences in the world. If we don’t have enough of it, positive events become rare experiences, and in some cases wellbeing becomes more difficult to reach – perhaps impossible.

For this reason, drive is a fundamental aspect of mental health. There are also advantages to measuring it as one aspect of mental health. Drive is actually a general principle of animal behaviour: all animals choose to approach things that might result in some positive outcome, like food, and avoid things that might result in an unpleasant experience, like pain. Measuring drive also has important advantages over measuring self-reported pleasure or life satisfaction. It is a behavioural component of wellbeing with objective, measurable quantification built in: how much someone is willing to work to achieve a particular outcome. It can be compared more easily between people, and even more importantly it is also a component of wellbeing that can be measured in animals who cannot rate their feelings on a questionnaire. Rather than inferring whether or not humans and animals are feeling the same thing you can measure the same behaviour in both and infer that similar mental processes must underpin them. This is a key scientific advantage of measuring drive: unlike our previous descriptions of ‘pleasure-like’ or ‘depressed-like’ behaviour in animals, drive is not subject to Lisa Feldman Barrett’s mental inference fallacy. But while drive is an essential aspect of mental health, as the scientists in this chapter found out, there are some considerable disadvantages to employing it as a sole substitute for wellbeing, happiness or pleasure.



Recently, a public figure – a non-scientist – gave a talk at a conference I was at. Unfortunately he had not been briefed very well on the members of his audience. The talk happened to include some snippets about the wonders of the brain. ‘Neuroscientists can now switch happiness on and off in people’s brains with electricity!’ he announced to the audience. This was news to me and everyone else at the conference, who were all practicing neuroscientists. This is a common downside of our field: as popularly appealing as it is, non-scientists are liable to pick up an animal study or a small experiment and run with the furthest interpretation of its findings – sometimes running so far that the original science is inscrutable. You see this all the time in people who have added ‘neuro’ to their job title: neuroconsultants for business organizations; neurolinguistic programming in therapy. Because of the seductive appeal of vague statements about the brain, individuals and organizations can lay claims based on the shakiest foundations of experimental science, and people will listen. Be suspicious when you see this prefix, and be wary of ‘neurobollocks’.

Now, admittedly, I would love to be able to make a claim like this public figure. As we’ll explore later on in this book, much of my research uses electrical brain stimulation to change behaviour or mental state, including mood. The evidence is fairly strong that in some instances, in some people, electrical stimulation (delivered over many sessions) is an effective treatment for mental health disorders such as depression or addiction. But as far as I know there is nothing close to a ‘happiness switch’ in humans’ brains that we can turn on and off using electrical stimulation.

I never found out what he was referring to (he had already moved on to the real point of the talk, which was only tenuously linked to neuroscience), but it got me thinking and I did recall one set of experiments he might be alluding to. They are probably the closest neuroscientists have ever come to switching happiness on and off at the flick of a button. But these experiments were conducted over half a century ago. What they discovered formed part of the birth of modern neuroscience. Whether the result was an increase in happiness, well, the real story is a bit more complicated and (I will warn you now) a lot darker.

In 1954, at McGill University in Canada, the psychology department was directed by Donald Hebb, now regarded as one of the most influential neuroscientists in history. You may have heard of ‘neuroplasticity’, the concept that the brain changes and adapts according to the experiences it has. Neuroplasticity is real (but is a concept sometimes misused in neurobollocks settings). The real neuroplasticity was discovered by Hebb: he found that when a neuron fires shortly after another neuron, the connection between them strengthens. What this means is that after some time you can make the second neuron fire just by stimulating the first – the second neuron has ‘learned’ that its activation is associated with the first, so it fires in response to its associated neuron. Undergraduates memorize this phenomenon with the snazzy phrase ‘neurons that fire together, wire together’.

Today, neuroscientists refer to brain cells’ ability to adapt and change as ‘Hebbian plasticity’ (having a neural process named after oneself is a bit like doctors who have diseases named after them – your discovery can become much more famous than you). In the 1950s, Hebb was already a bit of a science celebrity. He had written a very influential book, The Organization of Behavior, whose central thesis was that brain function could explain our behaviours. This might seem obvious to us in the 21st century (especially if you have read Chapters 1–3), but it was by not obvious a few decades ago. It was very controversial.

Neuroscience was a nascent discipline at the time. The largest society of neuroscientists today, the Society for Neuroscience, was not founded until 1969. In the 1950s there were biologists, some of whom studied brain cells and the electrochemical signals they transmitted, and, usually sitting elsewhere in another department across the university campus, there were experimental psychologists, who studied behaviour. It was the combination of these two disciplines that began around Hebb’s era that gave us not only many of the principles of modern neuroscience but also formed the foundation for every major insight into the brain basis of mental health we know today.

One scientist who read Hebb’s book was a social psychologist named James Olds.120 Olds was so influenced by Hebb’s theory of the neural basis for behaviour that he promptly acquired a fellowship to move to Canada and train under Hebb. When Olds arrived in Montreal, he was introduced to a young neurophysiologist just finishing his PhD, Peter Milner*. They were an odd pair. Olds was not trained in neuroscience, like most psychologists in those days. However he had developed rather radical ideas about how the brain worked, based largely off a combination of his own gut instinct and a generous interpretation of Hebb’s book. Milner later wrote of Olds: ‘I could see no future in physiological psychology for anyone capable of the reckless and unjustified assumptions about brain function in his model.’120 But reckless though he might have been, in science this sort of unexpected pairing can lead to the biggest leaps forward. A psychologist with big theories resting on a shaky understanding of brain function, and a careful, highly trained neurophysiologist together made a discovery that sent shockwaves throughout the field.

Over the course of Olds’ fellowship, Milner taught him how to implant electrical stimulators deep inside the brains of rats. By delivering small electrical currents to different brain regions – artificially inducing those neurons to fire – they could test what changed about the rats’ behaviour when different regions were stimulated. The holy grail of this research was to discover the most basic fundamental ingredient for survival: how do animals learn which actions to repeat and which ones to avoid? In essence they were trying to find where in the brain causes the fundamental drive for reward that underpins our pursuit of positive things in the world.

Implanting electrodes is a process that involves very careful and meticulous surgical steps. Olds was a quick learner but not the most careful surgeon. In one of his early experiments something went wrong. Unbeknownst to him his electrode slipped ever so slightly inside his rat’s brain, into a different region than he and Milner had planned. The accidental region was called the septal area. (Milner later speculated that this slipping occurred because Olds may not have waited long enough for the dental cement they used on the electrodes to dry, which was essential to ensuring the location of the implanted electrode.)120

Milner and Olds would not learn they had implanted the electrode into the wrong place until long after the experiment (in fact, until after news articles had been published about their findings). But, ignorant of this technical error, the pair discovered that by turning the implanted electrode on and off they could guide a rat across a table in the lab, controlling the rat’s behaviour by stimulating it more when it moved in the direction they wanted. This behaviour is what you might expect if a rat enjoyed the experience of stimulation: it repeated behaviours that resulted in stimulation (moving across the table) and avoided those that did not. Olds and Milner must have been beside themselves. They hypothesized that the rats must be seeking out the sensation of being stimulated.

But to prove the rats were deliberately seeking out the electrical stimulation, Milner thought, the rats would have to be given the option of stimulating themselves. So, they constructed a box where rats could teeter uncomfortably on their hind legs in order to reach a lever that would deliver the stimulation. It was annoying for rats to stand on their tiptoes to reach this lever. That was the point: you might stand up on your tiptoes to reach a cookie on the top shelf but you would probably wouldn’t bother standing on your tiptoes to reach the shelf if you knew nothing but a stale water cracker lay up there. Despite the inconvenience of standing on their toes, Olds and Milner saw that their rats would indeed press the lever for stimulation. This meant their intuition was right. They were actually more successful than they had thought. As they watched, they realized that rats kept on pressing the lever for stimulation again and again and again. Whatever the stimulator was doing the rats must like it – and like it quite a lot to motivate that amount of annoying lever-pressing. They decided it was time to tell the media.

After the results were plastered all over newspapers – reading something like: Scientists discover the ‘pleasure locus’ of the brain – Olds and Milner began many years of exploring just what this seemingly pleasurable stimulation really did. They classified the stimulation as an operant reinforcer – something that motivates animals to expend energy to receive it, like food or sex. But from the start, the behaviour caused by these zaps seemed ominously different from food or sex. For one thing, rats were willing to press a lever thousands of times an hour for days just to receive a little stimulation. No amount of stimulation seemed to satiate the rats. Sometimes rats pressed the lever so much that they collapsed from exhaustion. Rats were perfectly willing to walk across a cage whose wires delivered electric shocks for a go at the lever. And rats were willing to die of starvation rather than forgo stimulation. But what were the rats feeling? Did they like the stimulation? Were they happy when they received it?

No one knew.

Now, it’s been true throughout this book that what’s true in a rat is not always true in a human. But today, experiments across the animal kingdom have found that exactly the same pattern of behaviour that Olds and Milner found in the rats can be evoked in goldfish, guinea pigs, bottlenose dolphins, cats, dogs, goats and monkeys.121 At the time of the original experiments, naturally, many neuroscientists were desperate to find out if Olds and Milner’s approach worked in humans, too.

Today, if my colleague discovered this in their animal lab and then rang me up to see if stimulating similar comparable bits of the human brain would do the same thing, this is what would happen: we’d write a lengthy application to justify the ethics of our experiment, have it looked over by colleagues, my head of department and at least one independent ethics panel of experts. It would take months, and could end in rejection before seeing a single subject (I imagine ‘risk of actual death’ would make an appearance after ‘Dear Dr Nord, we regret to inform you …’). But this mountain of paperwork ensures that we don’t find ourselves so compelled by a discovery that we blindly put scientific excitement ahead of people’s health and safety.

Whoever got this phone call in the 1950s was not facing quite as many bureaucratic barriers. A few years after the original studies on rats, an American psychiatrist named Robert Galbraith Heath reported similar experiments in humans for the first time. Many of these were carried out on vulnerable people: patients with brain disorders or criminals. In his experiments people were surgically implanted with electrodes and, like the rats, given a button they could press whenever they wanted to produce the stimulation. ‘The primary motivation [for these experiments] was therapeutic,’ one of the earliest reports reads. When it comes to scientists, many of us are motivated by the potential for helping patients. I don’t doubt that Heath was as well. But most scientists also cannot resist the allure of a thrilling discovery – new knowledge, at their hands. For Heath and his collaborators it was also undoubtedly a scientific and career motivation to discover the loci of pleasure in the human brain,122 as he and his team quickly claimed.

Thus began a series of experimental neurosurgeries on vulnerable people targeting deep structures of the brain, starting with the equivalent of the septal area but extending to widespread regions (some patients were implanted with dozens of electrodes). It became apparent that stimulation evoked ‘subjective experiences of an apparently pleasurable nature’.121 These subjectively pleasurable experiences were sometimes a little off-colour. Heath wrote that ‘regardless of [the patient’s] baseline emotional state and the subject under discussion in the room, the stimulation was accompanied by the patient’s introduction of a sexual subject, usually with a broad grin.’123 (No further detail was provided as to the subject in question.) In another report, one patient would press the button that delivered stimulation to his brain around forty times per minute. The researchers wrote that ‘it is of interest that the introduction of an attractive tray of food produced no break in responding although the subject had been without food for seven hours’.121 Of interest indeed.

You may already be having misgivings about the direction of Heath’s research but hold your horses – it gets worse. Two patient reports come up more than any others in these early accounts and they are both horrifying and sad episodes in neuroscience and psychiatry’s history. These are described by Heath in a paper entitled Pleasure and brain activity in man.122 One, patient B-19, was in custody due to cannabis possession, and while in custody Health gave him septal stimulation as an experimental conversion therapy for his homosexuality.122 Patient B-19 was forced to engage in sexual activities with a woman while in receipt of the stimulation. The research team claimed this was successful and B-19 was reportedly ‘cured’ of his sexual preference:122 he was now heterosexual. In reality, so attached was B-19 to whatever sensation was evoked by the stimulation, he pressed the button to stimulate his electrode thousands of times and pleaded with the researchers to let him stimulate his electrode just one more time whenever the unit was taken from him.

In the second notable case a different patient suffered from extreme chronic pain stemming from a herniated disc in her lower back.124,125 Years of antidepressants, acupuncture, transcutaneous nerve stimulation, psychological therapy and numerous spine surgeries all offered her no respite from chronic pain. When she was implanted with an electrode in a new, experimental location in the brain (called the thalamus), she did experience reduced pain for many months, although it eventually returned. However, her family reported some bizarre side-effects of the stimulation. The patient’s pain was reduced, but like B-19 she began to press her own electrode’s button compulsively and throughout the day – so much so that she developed a chronic ulcer on the finger she used to adjust the amplitude of the stimulation.124 She pressed her button so much she also became virtually inactive, disengaging in any activity, including personal hygiene.

Honestly, it is difficult to know how to interpret research that breaks all ethical boundaries. These experiments would never be conducted today. Even at the time, other scientists expressed concerns.126 It’s clear to any modern reader (and some at the time of the experiments) that there is much to be concerned about ethically. Do not let this distract you from the fact that there is just as much to question scientifically. At the time, much of the field and general public were so excited by the discovery of these pleasure zones in the brain that the ethical and scientific flaws went unquestioned. But today one has to wonder: was Heath’s discovery all he said it was?

Heath described B-19’s feelings as pleasurable. He wrote of his patients generally that ‘the subjects were much more positive toward the people around them and their general surroundings. Any conversation dealt with pleasant subjects’.127 But what is the objective evidence that patients experienced pleasure? Even though this experiment was done in humans the answer came from Heath’s interpretation of patients’ experiences – not the best way to analyse their data. In a more robust experiment you would have every patient rate how much they liked the stimulation. But instead, the evidence for Heath’s patients experiencing pleasure is not much stronger than the evidence from rat experiments. In both, septal stimulation radically changed behaviour: in some cases the drive to stimulate this region even outweighed basic drives for food or hygiene. But in both cases, what the subject was feeling when stimulated was more challenging to discern. When stimulating the septum of rats it is impossible to know whether choosing to stand on their toes to start the stimulation meant it was necessarily enjoyable – that would be the mental inference fallacy. Even Heath, despite operating on humans, may have committed the mental inference fallacy. He inferred that because B-19 wanted nothing more than the stimulation, his mental state was pleasure.

I think it’s more likely that neither these patients nor the rats were necessarily experiencing pleasure. Many scientists agree and have written extensively about this topic.125 One of the most influential neuroscientists in our field, Kent Berridge (expert in ‘hedonic hotspots’, Chapter 1), commented on Heath’s studies: ‘Anyone who looks to the accounts of such people for a clear declaration of exquisite pleasure may be disappointed … it is not after all clear the patient ever said the stimulation caused a pleasant sensation. There were no exclamations of delight reported, not even a “Oh, that feels nice!”’.125

You can still make up your own mind about what these rats and patients were feeling since nobody knows for certain. But I would argue – and neuroscientists like Berridge have argued – that the evidence is much stronger that stimulating these brain regions instead evoked that neglected ingredient of mental health: motivation, or drive. Even in the absence of subjective pleasure, drive can seem a lot like happiness.

In rats, septal stimulation made a cage with electric shocks tolerable (or at least worth tolerating). In humans, it made things that may normally seem intolerable worthwhile: going without food, having sex with someone to whom they are not attracted. The effortful lever or button-pressing, the neglect of food, the willingness to endure discomfort all indicate that the patients really, really wanted the stimulation. Wanting is one way to tell if something is positively valued. But although rats and humans wanted the stimulation, nothing in the studies really indicates that they liked it. In fact, lots of aspects seem unpleasant. I wouldn’t be keen to try it myself. This distinction between wanting and liking is a crucial one: although I believe both are essential components of mental health they are very distinct in the brain, underpinned by largely different brain circuits and chemicals.

Although drive is a necessary ingredient for wellbeing, it does not directly cause pleasure. However, you require drive to obtain most pleasurable things in life: they are interlinked. And implanted electrical stimulation is not the only thing that humans desire. There are various things that human brain circuitry seems primed to ‘want’: hydration, food, sex – essentially, our survival needs. These early experiments to find the brain’s centre for pleasure may not have succeeded in finding pleasure, but instead they discovered regions crucial to our survival.



I first learned about Olds and Milner’s experiments in an old and musty undergraduate lecture theatre at Oxford. I was in a lecture given by Morten Kringelbach (also of Chapter 1). This particular year of my degree, it was impossible not to notice the presence of a then-legal drug my friends called ‘MCAT’ (pronounced ‘em-cat’) but which for unclear reasons was termed ‘meow meow’ by journalists in newspapers. The slang term ‘meow meow’ was not widely used among anyone I knew using MCAT when the newspaper articles about the drug first came out, but it was so catchy that everyone soon adopted it. The drug’s real name was mephedrone, and it is an amphetamine, like speed.

The effects of mephedrone in our population of undergraduates were many and varied. One classmate felt so discombobulated he rang his mum in tears. Another one swore it induced a month-long depressive episode. A third subsisted off mashed bananas for two days because ‘everything else made him sick’. Many people experienced bruxism, an uncomfortable jaw clenching and teeth grinding. But what was really remarkable was that many people kept taking it despite the grinding, the depression or the mashed banana diet. In this respect, taking mephedrone was a lot like the ability to press a button and deliver electrical stimulation deep inside your reward centres: maybe it didn’t look enjoyable, maybe no one said it was pleasurable, but something about it made you want it.

Actually, this comparison is no coincidence. The electrical stimulation and ‘meow meow’ have something in common biologically: they rely on the same brain chemical to work. It is not a new chemical for you – it is the brain chemical dopamine. Dopamine levels increased after stimulation of the rats’ implanted electrodes, and also after consumption of amphetamines (like MCAT). As you know from Chapter 3, dopamine is a key biological mechanism of learning, signalling unexpected rewards (prediction errors) as well as cues that predict an expected reward. But learning is not its only remit. Although it is not the only brain chemical involved, dopamine is so important to ‘wanting’ electrical stimulation that if you put the stimulating electrode in the wrong place – a place where it fails to trigger the release of dopamine – rats no longer show the remarkable, irresistible desire for stimulation.128 Both electrical stimulation and some drugs that affect dopamine release (like MCAT) can elicit super-strong ‘wanting’ without necessarily being pleasant to experience, unlike opioids in Chapter 1.

Why is wanting still an essential component of wellbeing if it doesn’t necessarily provide enjoyment? It makes sense that there would be mechanisms in our brain to make us ‘want’ certain things. For example, to ensure survival it is vital that we eat, that we drink and, from the species’ point of view, that we reproduce. So, we have evolved particular brain processes whose central role is motivating us, giving us the drive to endure discomfort, annoyance or put in egregious effort to obtain something essential for our survival. ‘Wanting’ explains a lot about the things we seek out even when those things seem initially counterintuitive to our wellbeing. Many people are driven to obtain abstract rewards with little chance of success and enormous effort to get there – ‘wanting’ provides the mechanism to keep going. Artificially activating these ‘wanting’ processes in the brain (whether with a drug or with electrical stimulation) can create a desire so strong that it overrides all other concerns. It does so by hijacking those survival circuits. If you had an electrode like this in your brain, imagine feeling like the stimulation was the most important thing in the world, like when you’re hungry or thirsty or sleepy and you cannot think about anything else. This overwhelming desire keeps us alive.

This is not the first time you have heard about dopamine and it will not be the last. All brain chemicals have multiple roles depending on the timing and location of their release, which is why you should never believe a pop science summary like ‘serotonin is the happiness chemical’ or ‘dopamine is the pleasure molecule’. To appreciate the real breadth of these brain chemicals I want to tell you about the discovery of dopamine, which actually had nothing to do with its role in wanting or in learning. Instead it had to do with a third function: its role in movement – a fascinating story of its own.

This discovery happened around the same time as the implanted electrical stimulation experiments were taking place. In 1957 a young Swedish scientist named Arvid Carlsson entered what he described as the ‘hottest area of neuropsychopharmacology’† and published an experiment about dopamine that initially no one believed.129 At the time, dopamine was not thought to be a neurotransmitter sending signals around the brain in its own right, but only a chemical precursor to the neurotransmitter noradrenaline (which is another of its roles). Interested in the actions of noradrenaline, Carlsson and his colleagues gave mice and rabbits a drug that causes profound parkinsonism. Parkinsonism describes extreme difficulty moving: this drug rendered the animals paralysed, completely unable to move. The scientists knew parkinsonism must be caused by the drug’s effect on a neurotransmitter, which they thought was probably noradrenaline or possibly serotonin. They decided to test the hypothesis about noradrenaline first, and so gave rabbits a drug to increase its levels.

But there they encountered a little difficulty. Testing this theory is tricky because you can’t just give pure serotonin or noradrenaline as a drug or injection and expect it to affect the brain. We have what is called a blood-brain barrier, which protects the brain from potential toxins by stopping many chemicals circulating through the bloodstream from passing into the brain. To get around this barrier, Carlsson injected the animals with an amino acid that can cross the blood-brain barrier called L-DOPA, which is first converted to dopamine in the brain, and then dopamine is converted to noradrenaline – an indirect way of testing his hypothesis about noradrenaline. In normal circumstances our body makes L-DOPA from food (including cheese, peanuts, avocados and others), but it can also be given artificially. If the animals’ parkinsonism was caused by a noradrenaline deficiency, Carlsson reasoned, then L-DOPA would reverse it – their brains would convert L-DOPA to dopamine and convert dopamine to noradrenaline, restoring the deficit. He took a leap of faith and injected the animals with L-DOPA.

To his own astonishment he discovered his hypothesis must have been right: L-DOPA fully restored his rats and rabbits to mobility and wakefulness. But to his surprise he also discovered he must have been wrong: there was no change at all in the animals’ noradrenaline levels. Noradrenaline was definitively not the cure for the animals’ parkinsonism. Instead, their brains were full of dopamine, in places where it hadn’t been before. What we know now finally dawned on him: could dopamine be a neurotransmitter itself, not just a precursor to noradrenaline?129

This was a world-changing medical discovery. About a decade later the author and neuroscientist Oliver Sacks, then a young neurologist, used L-DOPA again, this time to miraculously revive patients who had been stricken with sleeping sickness for decades, unable to move or speak. (His revival of these patients is the subject of the well-known film Awakenings.) This group of patients are not the only ones to benefit from Carlsson’s experiment. It is no exaggeration to say millions of patients have been treated because of Carlsson’s restoration of rats and rabbits using L-DOPA, which is now given to humans with movement disorders such as Parkinson’s disease, a neurodegenerative condition that occurs because of a loss of dopamine neurons in the substantia nigra, or ‘black substance’ of the brain (elegantly named because it appears darker, due to the neuromelanin in dopamine neurons). Like parkinsonism in animals, degeneration of dopamine neurons in Parkinson’s disease results in difficulty initiating movement. Patients with Parkinson’s disease have trouble reaching, standing, speaking – anything that involves starting a trajectory of movement. Thanks to Carlsson’s discovery, L-DOPA is a highly effective treatment. By replenishing the dopamine lost in the brain, L-DOPA gives many people the ability to talk, walk and gesture more fluently again.

Today we know that there are several dopamine pathways in the brain, with distinct roles in our behaviour and experiences. For example, certain rewarding and desirable things (food, money, water) motivate our behaviour by acting on one path of the dopamine system involved in various aspects of reward and punishment processing. One role of dopamine in this system is to increase motivation or ‘wanting’ towards an outcome (another is involved in reward learning discussed in Chapter 3). It is this role of dopamine that is implicated in addiction, as well as Olds and Milner’s electrical stimulation. We have anatomically separate dopamine pathways involved in movement, the ones Carlsson discovered in his L-DOPA experiment. But although these pathways are anatomically separate, most drugs cannot completely distinguish between pathways in humans, although they usually have a preference (in contrast, scientists can deliver drugs to animals’ brains very selectively using clever techniques not yet possible in humans). Our inability to deliver drugs to specific paths means a drug meant to ameliorate movement might affect reward processing or vice versa. Similarly, if you have a disorder that causes a general loss of dopamine, such as Parkinson’s disease, patients’ difficulty moving is only part of losing dopamine cells – differences in reward processing and other aspects of motivated behaviour are also common.

These differences can be profoundly disabling, sometimes as much as the movement disability. Speaking to the Michael J. Fox Foundation, Stephen Bergenholtz, who has Parkinson’s disease, described how he ‘wallowed in lassitude for years’. He asked: ‘How do you climb out of this pit, when you don’t feel like doing anything at all?’ As Stephen’s experience conveys, a loss of dopamine cells can make some patients with Parkinson’s disease feel utterly bleak about their life in general, even sometimes meeting clinical criteria for depression. Clinically what Stephen was experiencing is called apathy (a-pathos : in Greek, without passion). Apathy is defined by neurologists as a lack of drive or motivation for things that require mental or physical effort.130 This might sound similar to the psychiatric symptom of anhedonia (a lack of pleasure or drive for previously rewarding activities).130 Apathy and anhedonia have some overlap but are not identical: anhedonia critically involves a lack of interest in normally pleasurable activities, which can be very distressing to experience, while apathy involves a lack of action, a lack of willingness to do things that require effort – this is not necessarily distressing and is typically reported by partners and caregivers (rather than the patients themselves).

Apathy was first recognized as a clinical sign of Parkinson’s by Édouard Brissaud, a doctor working at the Salpêtrière in the 1890s, who wrote that Parkinson’s patients were ‘indifferent to everything’, and ‘withdrawn into themselves’. Brissaud had quite an elegant explanation for this: he felt this syndrome was an internal lack of movement, a mirror of patients’ external movement disabilities.131,132 In one of the most beautiful descriptions of the role of movement in our cognition, legendary physiologist Charles Sherrington wrote: ‘Thought is but movement confined to the brain.’133

Not every person with Parkinson’s disease is equally likely to experience a lack of drive or motivation. Because of the multiple roles of dopamine, when someone does experience apathy L-DOPA also often helps, simultaneously ameliorating movement (by acting on the motor system) and reducing apathy (by acting on the reward system). Unfortunately these multiple actions of L-DOPA mean that enough dopamine to move again might provide too much dopamine for the reward path or vice versa. A small proportion of Parkinson’s patients treated with L-DOPA therapy develop a range of debilitating side-effects known as impulse control disorders. One person might, under the influence of L-DOPA, start spending all their money, putting their family into debt despite never having had the impulse to gamble before. Another might develop hypersexuality, preoccupied with sexual activity more than they had ever been. Still others could develop binge eating or other impulsive habits. These side-effects can be serious, and devastating for patients and their families.

Not every patient is equally at risk of an impulse control disorder. Most people behave a bit more impulsively when on L-DOPA,134 but not enough to develop an impulse control disorder such as compulsive shopping, hypersexuality, pathological gambling or binge eating. Just as for susceptibility to chronic pain disorders, depression and many other conditions, people’s neurobiology can predispose them to develop an impulse control disorder – but without taking L-DOPA they might never develop one. Neurobiology is not destiny but it can move the arm of destiny.

If you were given L-DOPA would you be one of the few to develop problems with impulse control? Parkinson’s disease is thankfully relatively rare, so chances are you might never know. But other drugs that change your dopamine system – such as MCAT – are less rare and can cause unwanted side-effects, like compulsive drug-taking seen in addiction. Most people in the world have taken an addictive drug that causes dopamine release in their brains. Drugs that induce dopamine release in the ‘wanting’ regions of the brain (and therefore have particular addictive potential) include alcohol, nicotine, cannabis, heroin, amphetamines and cocaine. As with L-DOPA, the majority of people who try one or more of these drugs do not develop compulsive use. But just like impulse control disorders, some people are particularly vulnerable to perturbations of their dopamine systems.

There are a few theories as to what makes some people more vulnerable to impulse control disorders under the influence of L-DOPA or vulnerable to apathy in the context of dopamine cell loss. A superficially attractive explanation is that people vulnerable to apathy and people susceptible to impulse control disorders or addiction lie on two ends of a ‘wanting spectrum’, controlled by dopamine differences in the brain. Perhaps under normal, non-medicated circumstances some people’s dopamine reward projections make them more prone to impulsively seek out particular rewards, to ‘want’ things particularly strongly, whether that thing is shopping, buying, eating or something else. If these people’s natural dopamine differences were enhanced under L-DOPA, according to this theory they would be hypersensitive to the increase in impulsivity everyone experiences from the medication. In contrast, someone on the other end of the spectrum whose dopamine reward system is relatively less responsive to dopamine may be more at risk of developing apathy or perhaps be more vulnerable to depression. Alas, this neat explanation cannot be fully accurate. For instance it does not explain why many Parkinson’s patients experience both apathy and impulse control disorders135 – the story must be (and is) more complicated.

Dopamine does not act alone but rather in concert with a vast array of neurotransmitters, including noradrenaline, serotonin, glutamate, opioids, oxytocin and many others. That is one reason why the story will never be simple. If it is, it is probably neurobollocks. These neurotransmitters relay signals near and far in the brain, affecting our thought, movement, mood, sleep, sensation and every other experience you can think of, but their effect on our lives can be dependent on a whole host of factors including previous things that have happened in the brain, our environments and our genes. Sometimes, neurotransmitters leave clues about their roles. But it has taken many years to understand these clues and even today there is some debate about what patients with implanted stimulation electrodes in their brains really felt when they were pressing their buttons.



Drive is not a part of Aristotle’s happiness: it is neither pleasure (hedonia) nor life satisfaction (eudaimonia). It is also not part of most modern social conceptions of wellbeing or mental health. But I think drive is essential for feeling well. Absent any drive, we would find ourselves unable to pursue positive things in our lives. Losing the desire to pursue positive things (even those that only give you momentary happiness) will have far-reaching effects on your mental health. Other behaviours that can have negative impacts on mental health are associated with an excess of this same drive: drug addiction, hypersexuality, compulsive gambling. Somehow all animals have to strike a balance between the safety of apathy, of total disconnect, and habitual over-consumption of any one thing our brains want.

This chapter was a story about drive, a surprising but essential ingredient for mental health. But as is obvious from the subjective reports of patients with implanted stimulators, drive is a necessary but not sufficient constituent of mental health. Your expectations, previous experiences and the organ systems throughout your body all contribute to your subjective experience of feeling mentally well. All effective mental health treatments have this in common by definition: to work they need to change our subjective expectations and experience.

In the next section of the book we will explore how mental health can be improved: what works – and why. But as with this section, one message is clear: just as there are many routes to mental ill-health there are many paths out of it. And these paths are not random, they relate directly to the particular biological state of each person’s brain. Many of these individual differences in ‘what works’ might be caused by your own predictions you hold in the brain, both conscious and unconscious expectations you have developed over years of learning. Whether or not you expect a particular change to work or not can enhance or diminish the effects of ‘real’ physical or psychological treatments – or they can make you absolutely convinced of the effectiveness of a drug that is only a placebo.


* Peter Milner wrote an excellent account of this discovery in Neuroscience & Biobehavioral Reviews in 1989,120 where much of the detail described here originates. It is a brilliant read which I highly recommend.


† Neuropsychopharmacology is the study of how drugs influence behaviour (or experience) via their particular effects on the brain. One can only imagine what the less-hot areas were.









PART TWO
Enhancing mental health via the brain








5.
Placebos and nocebos



The Royal London Hospital for Integrated Medicine sits opposite the neuroscience departments where I did my PhD. It was founded in 1849, and it used to be called the London Homeopathic Hospital. This remains its colloquial name: during my PhD I ate my lunch sitting in Queen Square just outside. As with many of the medical buildings in Queen Square there are streams of patients, some very ill, going in and out for treatment, and it is hard not to feel very lucky to be sitting there for mundane work reasons rather than life-threatening ones. One day, I saw someone I knew from university on his way into the homeopathic hospital. We chatted. He had spent years suffering from a chronic, painful disease, and had had several invasive surgeries and other interventions with minimal benefit. A friend recommended he try homeopathy and he thought, why not? He began attending clinics at the homeopathic hospital. There, against his expectations, his chronic symptoms finally started to remit, slowly but surely. He couldn’t believe it at first. He wasn’t cured but he was better than he had been in a long while. Although he had been sceptical about whether homeopathy would be effective, his scepticism was overridden by what he experienced: ‘I’m not saying I’m a convert to homeopathy,’ he shrugged, ‘but it worked for me.’ This chapter is about why it did.

Homeopathy works for many people. An online patient testimonial for homeopathy reads: ‘I was convinced that this was not a placebo, this was the real deal. The effect the homeopathic remedy had on me was so strong, and so good, there was no way this could be a trick of the mind.’ But consistently, across placebo-controlled clinical trials, homeopathy is no more effective than a placebo. Or here’s another way to look at clinical trial results: homeopathy is as effective as a placebo – and placebos are very, very effective.

When we get better – and this is true for mental as well as physical distress – we do not usually know why. From childhood, we experience infections that get better with antibiotics or coughs that go away after taking a cough suppressant. Because of this it is sensible to attribute any tangible, significant improvement in our health after a treatment as down to the ingredients of the treatment itself. But subjectively it is impossible to know what ingredient of a treatment was essential, or even distinguish between a treatment that worked because of its ingredients or because we have always expected to get better when we take a treatment. For some symptoms in particular, expectations can have as profound an impact as the treatment’s ingredients. Because experiences help build our interoceptive, subjective physical state they can also change, worsen or improve this state. This means many people drastically underestimate how strong the placebo effect really is.

The reason people are convinced that homeopathy works, even though homeopathy is not more effective than placebo for any disease or condition, is because placebos work extraordinarily well. Placebos can effectively treat phobias,136 pain136 and irritable bowel syndrome,137 to name just a few. In other words, something can feel like the ‘real deal’ but technically be ‘a trick of the mind’. I personally would not consider homeopathy or placebo just a ‘trick’ of the mind, though. It is too trivializing a description: placebos are not a trick, but a useful, highly advantageous feature of our brains.

You might prefer to think the impossible: that a much-maligned, scientifically misunderstood remedy cured you. This is understandable. It is undoubtedly easier to explain this to yourself and others, and any alternate explanation (‘I got better from a placebo’) might make your condition seem less serious, perhaps even exaggerated. But this conclusion is entirely wrong. Assuming that only less severe symptoms would respond to a placebo is just a very frustrating side-effect of our society’s regrettable division between biological and mental processes. It should not be shameful to find yourself feeling better after a placebo treatment. Every person has the capacity to respond to placebos under the right circumstances. In fact, all of us probably already have at some point in our life. And this is no bad thing. The ability of our expectations to modify our health and wellbeing keeps us healthy and helps us recover from disease.


Why do placebos work?

Placebos exemplify the ability of our mental processes to change our physiology. As in Chapter 2, there are various ways that changing the body might change mental state, via the gut, immune system, diet or other routes. Placebos work in the opposite direction. They change your mental state, which can have profound effects on your body. Even if you are a homeopathy non-believer, homeopathy might still ‘work for you’ because of the strength of the placebo effect. This is because whether or not you believe in the mechanisms of homeopathy specifically, you have a general belief that when you take medicine you will probably get a bit better. This belief has built up over many years in which you have had many experiences of getting better following medication, from over-the-counter allergy medication clearing up blocked nostrils to high-dose antibiotics fixing a painful urinary tract infection. No matter how sceptical you are about a particular treatment, these experiences will have made you think there is a reasonable chance you will get better after receiving a treatment. I do not necessarily mean a conscious belief – something you think about when you receive treatment – the word ‘belief’ here just refers to a strong, learned expectation, like ‘things fall downwards’ or ‘the sky is above’. Because of this, when you take a medication and get better it might be specifically because of that medication or it might be because your body is doing what you expect after any medication – or it might be because of a combination of these two sources.

The placebo effect comes from more than just the act of consuming an inert pill. Even the very first time you took medication you may have been surrounded by people who told you would start to feel better – a doctor, a parent, a sibling. Thus the placebo effect also originates from the convictions of other people, of medical practitioners, your friends and family: the multifactorial sources of expectations mean you cannot help but start to expect recovery, even just a little. Whatever the cause, whenever you start to feel better this outcome reinforces your belief that treatment usually leads to recovery; that medicine often leads to wellness. Since you usually start to feel better eventually, your belief that medicines make you feel better becomes more and more certain over time. This has a circular effect – the certainty of this belief increased the likelihood the next treatment you take will be effective, via the placebo effect.

Placebo effects can sound a bit wishy-washy, like I’m suggesting that if you believe yourself well, you’ll be well. As nice as this would be, it is certainly not true – many conditions would not be effectively treated by a placebo alone, which is why you should not use homeopathy when there are established alternatives that are better than placebos, such as chemotherapy. What you get from chemotherapy and other evidence-based treatments is the active ingredients and placebo effects. That is more powerful than a placebo alone.

Even if think-yourself-well advocates were correct, changing your beliefs is not at all easy. Your beliefs and expectations are often latent, unconscious associations that you have learned about the world, not just a conscious effort at positive thinking. For example, you have probably never thought about one colour of drug being more effective than another. And yet, all things being equal, blue-coloured capsules seem to make people fall asleep more quickly and sleep longer than orange-coloured capsules.138 On the other hand, red-coloured placebo pills in particular were shown to be very effective treatments for rheumatoid arthritis – about as effective as three common pain medications.139 Yellow-coloured placebo pills are not. We do not go about life consciously thinking about the relationship between your medications’ colours and their effectiveness. You have probably never once thought to yourself, ‘hey, blue pills make me sleepy’, yet there is apparently a common belief many of us hold about colour-treatment relationships. This arises because we have formed expectations arising out of our previous experiences in the world and that these expectations that affect how well a given treatment works. That is the level of belief the placebo effect operates at.

You might be surprised that even something that seems as concrete as surgery is subject to the placebo effect. For instance in one well-known clinical trial, knee surgery for a meniscus tear did not improve knee stability, pain or mobility any more than placebo surgery (placebo surgery involves mimicking the experience of surgery, i.e., everything but the actual surgery).140 Even when patients were followed for a year after the initial surgery (or placebo surgery), the number of patients requiring a further procedure was similar – there were not significantly more patients who received placebo surgery requiring further surgeries (although these longer-term numbers are too small to be certain about this effect).

The placebo effect doesn’t even have to involve trickery. If you are perfectly aware that the placebo effect is happening to you, you are still not immune from its effects. In one demonstration of this effect, patients with irritable bowel syndrome (IBS) showed clinical improvement from taking a so-called ‘open label’ placebo pill – in other words a placebo that they were told was a placebo. Knowing it was just a sugar pill did not stop the placebo effect from working – the patients’ IBS improved more than patients not given any intervention.141 If placebo effects can work even when we know they are working, something about these beliefs must go much deeper than our active, in-the-moment knowledge. We can consciously know that a drug is a placebo (or that homeopathy does not directly affect any physiological processes) but some of the essential learning processes in our brain – which influence our body – convey a long-held belief that medication and consultations with physicians improve our symptoms nonetheless.

Placebos have a key role to play in medicine. I am not suggesting placebos be used in isolation when there are active treatments available, risking people missing out on better interventions (although this could be useful in specific situations, such as helping people titrate off medications), but the effective treatments we have are already given a leg-up by the placebo effect. Just like the benefits of particular colours of pills, your expectations can enhance (or diminish) the effects of a treatment, whether drug, diet or surgery. Remove these expectations and certain drugs are not as useful. That is also why clinical trials for new medications must involve a placebo group. Giving someone a placebo is a way to measure how effectively their expectations alone can treat whatever requires treatment, and any evidence-based treatment must have additional effectiveness on top of that.

Even evidence-based treatments rely on the placebo effect to some degree. In one experiment in Irene Tracey’s lab in Oxford, volunteers rated the pain they experienced from a heat device before and after being given an infusion of a powerful opioid painkiller.142 The volunteers felt significant decreases in pain after they were told the painkiller infusion had begun. But there was a trick – the infusion had secretly started before they were informed of it. Once they expected pain relief (i.e., after being told), they experienced twice as much pain relief as before they knew the drug was being administered. So even standard pain relief from powerful painkillers relies partly on the placebo effect to work.

The placebo effect can also work against you. In the same study, when volunteers were told that the infusion had stopped they reported that their pain returned, even though (secretly) the infusion continued142 – an example of how negative expectations about treatment can abolish a drug’s ability to treat pain. Good or bad, expectations are unavoidable and they can substantially change the effectiveness of a treatment.

What homeopathy has in common with effective medical interventions is that one component of what works – or doesn’t work – when it comes to treatments for mental health is what you expect to happen when you try a new diet, take a new drug or start a course of psychological therapy. The placebo effect is central to normal medical treatment, but it can leave a bad taste in people’s mouths. For many people, if they learn that they got better from a placebo-related effect it makes them feel that their symptoms are less real, less legitimate. If only this stigma could be overcome, properties of the placebo effect could be harnessed clinically. Many common sleeping pills are addictive or have undesirable side-effects, including amnesia and hallucinations. In future, doctors could capitalize on the power of placebo by using expectation-enhancing ‘tricks’, such as prescribing blue pills with lower or absent doses of the active ingredient, or providing literature on a sleeping pill’s effectiveness to enhance people’s expectations of effective treatment after shorter courses or lower doses. A physician could reduce the medical risk of keeping a patient on multiple medications by replacing certain anti-inflammatories with placebo pills if they have been shown to be as effective as those anti-inflammatories in expectation-enhanced conditions. By capitalizing on our latent expectations and maximizing the potential of the placebo effect, patients could be treated more effectively or with fewer side-effects, perhaps using lower doses, shorter courses of treatment or even sometimes replacing treatment with inactive placebos.



The brain basis of placebos

How does something as abstract as a belief exert physical change on the body and brain?

Let’s start with one simple explanation. After taking a placebo pill, activity in a widespread number of brain regions reduces, regions involved in pain processing and body perception among many others.143 People who experience stronger placebo effects show larger reductions in brain activity in these regions, as well as other brain areas involved in decision-making and reward- and punishment-processing.143 The diversity of regions changed by placebos implies that placebos work via many brain systems, ranging from attention to emotion to decision-making, and the specific brain systems involved in each placebo effect might vary based on the specific context.

Most significantly, the specific way that your brain changes depends on what you are expecting to happen. In some cases you take a pill expecting pain relief (the placebo effect); in others, pain or symptom worsening (the nocebo effect). In the experiment above from Irene Tracey’s lab, when people were told that the painkiller would decrease their pain, substantial increase in pain relief was accompanied by increased activation in regions that can inhibit pain perception.142 But when people were told that the very same opioid painkiller increases pain, it failed to reduce their pain and it did not activate pain-inhibiting regions. Instead these negative expectations were also accompanied by changes in different brain regions including the hippocampus and medial prefrontal cortex, which from previous experiments were thought to be involved in enhancing pain responses.144 So the state of your brain after a painkiller is not just a reflection of the chemical properties of the drug itself but of the combination of the drug and your expectations. That is why, your experience of pain relief comes not just from the drug but from the combination of your expectations and the drug. This echoes the effects of emotional state on pain (Chapter 1), with negative emotional states enhancing the unpleasantness of pain and positive emotional states reducing pain unpleasantness.145

The brain effects of placebos are not confined to the regions of the brain that can enhance or suppress pain – they differ depending on one’s specific expectations about what the placebo will do. In Parkinson’s disease, which (as discussed in Chapter 4) is treated by L-DOPA to increase dopamine, placebo also causes dopamine release in the same system, which scales according to how much benefit the Parkinson’s disease patients perceived from the placebo146 (note both the dopamine system and the opioid system are involved in placebo pain relief).147 As you might imagine, mental health symptoms do not escape the influence of the placebo effect – like other evidence-based treatments, effective mental health treatments get a leg-up from the placebo effect. Many of the psychological and pharmacological treatments we discuss in later chapters implicitly or explicitly change your expectations. Indeed their effectiveness or ineffectiveness for particular patients may come down to how well they change that person’s latent beliefs about the world – or fail to.

Effective placebos for mental health symptoms also have broad effects on brain systems. For example, when people expect a (placebo) drug to enhance their mood they show changes in the opioid systems of their brains just like those induced by opioid drugs (or, as per Chapter 1, like laughter and other pleasures).148 Across individuals, people predisposed to a larger effect of expectations on the opioid system are more likely to show longer-term mood-enhancing responses to the drug, and the degree to which an individual’s opioid system responded to the placebo antidepressant predicted how much their mood improved after a week of placebo pill treatment.148

But your individual sensitivity to placebos does not just predict your placebo response. In the same study, opioid response to placebo predicted whether someone recovered following ten weeks of antidepressant medication (the actual drug, not the placebo).148 This exemplifies how intertwined placebo and medical treatment response are. It may also imply that placebos and antidepressants drugs work in overlapping ways. The truth is, we all benefit from the placebo effect every time we take any medication. Some people are lucky to benefit just a little bit more – your perceived effectiveness of a medication may depend on your brain’s sensitivity to placebos. There may also be something quite special about placebos when it comes to mental health symptoms.

The fundamental process behind the placebo effect – the ability of expectations to modulate your physical and mental experience – is also, as we’ve discussed in previous chapters, a central aspect of constructing your mental health more generally. We experience this via countless mental events every day. In response to seeing something in the corner of the room, you might wonder: Is that silhouette a shadow or a ghost? Or, after an awkward drink with your colleagues in the pub: Am I someone who other people like, or dislike? Did my friends look embarrassed by the anecdote I told? There is uncertainty in all events, so we use expectations arising from our previous experiences to construct our perceptions. Understanding how placebos work, then, can also shed light on how beliefs in general can alter our physical and mental experience, and give some clues to how mental health treatments work.



Harnessing placebos for mental health treatment

When people think of placebos they usually think of pills. But the placebo effect is also crucial for non-drug treatments. It is just much harder to test. Drug treatments for mental health disorders are known to have incredibly strong placebo effects, which makes it very challenging to test new, potentially effective drugs (trials often use an existing psychiatric drug as a comparison group as well, just in case a new medication is not better than placebo but is better than an already-used treatment). This challenge is much harder for psychological therapy trials. Psychological therapies do not have an obvious placebo counterpart. They can never be ‘double-blind’, where everyone is oblivious to treatment allocation. People know if they are receiving therapy or not; therapists know if they are giving it or not. This is a big hurdle for scientists trying to invent new therapies and prove they are superior to placebo. Since there is no placebo therapy to compare a new therapy to, many new therapies use ‘staying on a wait list’ as a control group. This is problematic for many reasons, including that staying on the wait list involves no treatment expectancy (so is not comparable to a placebo) and, in fact, patients might even feel worse while on a wait list merely because waiting (when you are unwell and need treatment) is a frustrating and unpleasant experience (i.e., it might be a nocebo rather than placebo control!).149 A better placebo arm, which some trials use, involves regular contact with a clinician, with sessions focusing on education rather than specific intervention (‘psychoeducation’). But the problem with this is that it might actually be an effective therapy,150 so it also is not a true placebo for psychological therapy. But I’m going to suggest there’s another problem with placebos and psychotherapy. Many robust, effective psychological therapies have parallels with the very core of the placebo effect: they often have the explicit goal of working to change beliefs, expectations, interpretations.

As we will discuss in the coming chapters, I do not think that psychological therapies are the only mental health treatment that harnesses the same processes as the placebo effect. The goal of many mental health treatments is to alter expectations, either by changing perception and interpretation (a common mechanism of drug treatments, as discussed in the next chapter), which eventually change expectations, or by reinterpreting the world until expectations are changed (a central tenet of many psychological therapies, which we will discuss in Chapter 8).

Placebos change what you learn about and how you interpret events in the world via the same brain systems maintaining mental and physical wellbeing. They have the capacity to change pleasure, pain, bodily and physiological state, learning and motivation because each of these systems is reshaped by our expectations. Placebos change physical health (usually referred to as ‘the placebo effect’) the same way other mental states (stress, depression, pleasure) can also change physical health, and this seems to happen via similar neural pathways.

Unfortunately ‘just think more positively’ is still pretty shoddy advice. It is of no help whatsoever when you are truly in distress. It certainly cannot replace psychological therapy or other mental health treatments. It is also nigh-on impossible in certain mental states. Beliefs – in the sense of our long-established expectations about how good or bad the world is – run very deep and require many experiences to overcome. Worse, they have the same ability as moods to be self-reinforcing.

One of the reasons it is so difficult to ‘just think more positively’ if you are depressed is because the experiences you have while you are depressed can make your already-negative beliefs about how bad events will be in the future even more strong and entrenched. When you have learned to expect something bad, your expectations quickly worsen if bad events are even worse than you expected. And you learn much more slowly from events that are not quite as bad as you expected.151

In contrast, if you have long built up more positive expectations about what is to come your expectations become even more positive when you encounter surprisingly positive events, and it takes longer to worsen your expectations if surprisingly bad things happen.151 In short, your beliefs are self-reinforcing – what you expect affects what you learn about. This is why psychological therapy (and most other mental health treatments) takes rather a long time and involves very many processes to challenge and change people’s beliefs (see Chapter 8).

Just as our beliefs are built by many different experiences, so too can they be challenged, reshaped and reformed by many different sorts of things. Mental health treatments look very different from one another, but at their core this is their common effect on the brain. When they work they begin to reshape our expectations, causing radical shifts in our mental and physical health.

Placebos are not the answer for most people. Instead, other interventions exist that change people’s predictions about the world by targeting expectations directly, often over a long period of time or by targeting the information we use to build expectations. In some cases a single highly unusual acute experience – such as experience of a psychedelic drug – might be able to alter beliefs, at least for a while. But for the most part mental health treatments involve a slow reshaping, a build-up of experiences that eventually result in more positive expectations about the world. In the next chapters we will discuss how current and future treatments for mental health disorders have the ability to alter the brain networks involved in expectation, and how these biological changes can cause long-term improvements in mental health.







6.
How do antidepressants work?



Have you ever taken antidepressants? If you have you join millions around the world prescribed this class of medications to improve their mental health. I have taken an antidepressant on one occasion, just to try. I was eighteen; a friend gave me one of her pills, a selective serotonin reuptake inhibitor, or ‘SSRI’. It seemed transgressive at the time. It turned out to be boring – it did absolutely nothing to my mood.

If you’ve taken them yourself you already knew that! Most antidepressants don’t make you any happier right away. You usually have to wait several weeks to notice any effect on your mood from taking a daily dose, of antidepressants. This is mysterious because, even after only one dose antidepressants exert their main chemical action by increasing the amount of available serotonin in the brain (if they are an SSRI, which is the most commonly prescribed antidepressant). If raising serotonin levels actually improved mood, why would antidepressants take so long to work?

Maybe you’ve taken antidepressants for months and still frustratingly found they did absolutely nothing to your mood. You might have even experienced some negative side-effects without any improvement in your mental health. If antidepressants are doing the same thing to everyone’s brain, why don’t they work on everyone?


A chemical deficit in depression

If you google ‘why antidepressants work’, chances are that you will find various explanations. Some say we don’t entirely know (fairly correct). Others claim that antidepressants ‘make it easier for the brain cells to receive and send messages’ (I’m not sure what this is getting at). The most common internet layperson explanation is that they ‘fix’ a chemical deficit in the brains of people with depression. This is usually explained by something like ‘when you’re depressed, your brain doesn’t have enough serotonin. Antidepressants normalize your serotonin level – pow! – fixing your depression’. This explanation, while very popular, intuitive and some would say useful, is not correct either.

Actually, it was correct to the best of our knowledge at the time. In the 20th century the most popular biological theory was that people with depression had a deficiency of several brain chemicals, including serotonin. This idea was inspired by diseases with more obvious neurochemical deficits, such as the dopamine deficit present in patients with Parkinson’s disease (Chapter 4). In the same fashion, medication that increases certain brain chemicals, including serotonin, can improve mood and other symptoms of depression, which implied to scientists that there must be an initial chemical deficit they were fixing.

The chemical deficit theory for depression came about by accident. In science, the polite way to refer to an accidental discovery is a ‘serendipitous finding’. Much more elegant and less embarrassing, I’m sure you’ll agree. But it really was a bit of an accident. The serendipitous discovery came about in 1952 when physicians were trying to cure another deadly disease, tuberculosis. Desperate for better treatments, physicians tried a new drug developed to treat patients with tuberculosis: iproniazid. But the doctors soon started to notice strange and unexpected side-effects of this drug.152 Tuberculosis patients treated with iproniazid had a renewed vigour for life. Some were even euphoric. They became more sociable, started eating more and slept better.152–154 Not all effects were positive. Some patients became irritable, agitated or developed unusual behaviours. It became apparent that iproniazid was doing something to tuberculosis patients’ mood. This came as a surprise and made doctors wonder: if mood could be manipulated by iproniazid then perhaps this drug might also be able to treat other patients, those who would really benefit from these side-effects of increased eating, sleep and socializing – patients with severe depression. So several groups of doctors began running clinical trials of iproniazid in patients with depression, and found that up to 70 per cent of patients showed a significant improvement in mood after taking the drug for a few weeks.155

Some people say that iproniazid was the first antidepressant. I’m not a big fan of that designation since amphetamines were prescribed slightly earlier for depression and they do improve depression in the short term. Other pharmacological treatments, such as frankincense, date much, much earlier. The ‘first antidepressant’ in reality might be hard to pin down. But iproniazid was the first generation of drug similar to the most common antidepressants used today. And because iproniazid targeted certain chemicals in the brain it also inspired the popular theory that depression is a chemical deficit.

This chemical deficit theory of depression is more accurately called the monoamine deficiency hypothesis. This more wordy name comes from the particular chemical actions of iproniazid, which belongs to a class of medications called monoamine oxidase inhibitors. These medications inhibit a particular enzyme that breaks down monoamines. By inhibiting this enzyme, monoamine oxidase inhibitors increase concentrations of monoamines (which include serotonin, noradrenaline and dopamine, among other chemicals in the brain), making these chemicals more available for neurons to use.

The logic for the monoamine deficiency hypothesis was: if iproniazid improves mood by increasing the concentration of monoamines, then depression itself probably comes from a natural deficiency of monoamines in the brain. Some studies supported this – when you medically deplete the levels of monoamines in the brain, patients can become severely depressed. In numerous reports, patients treated with high doses of a particular cardiovascular drug that depleted monoamine concentrations became so depressed that in some cases they were treated with electroconvulsive therapy.156,157

On the face of it, this seems to support the monoamine theory of depression. If drugs that reduce monoamine concentration can make people depressed, and drugs that increase monoamine concentration can treat depression, well, depression must be a state of low monoamines (serotonin, dopamine and noradrenaline) in the brain. But even strongly suggestive evidence can sometimes point scientists in the wrong direction. Although the first two parts of this statement are true (increasing monoamine concentrations can improve mood, and decreasing monoamine concentrations can worsen mood), this does not necessarily imply a deficit present in depression. In fact, the word ‘can’ is doing a lot of heavy lifting in that statement, as we will find out!

Today, there are not many die-hard monoamine hypothesis advocates left. The hypothesis as described today typically focuses on serotonin in particular, in line with the new (and now most common) class of antidepressants that increase serotonin concentration specifically.* Prozac (fluoxetine), citalopram, sertraline, paroxetine and escitalopram all fall into this category. The serotonin hypothesis penetrated popular culture. Conveniently for some, it helped companies market serotonin-targeting antidepressants to the public. More widely useful was its ability to provide a generally accessible biological explanation for depression for patients and their family members, which may also have lessened the stigma of taking psychiatric medication.

However, the central claim of a monoamine/serotonin deficit causing depression is now known to be wrong. This has been widely accepted among most scientists for at least a decade. There is some evidence that the brains of people with depression show changes to the serotonin system116 but not every study reports changes to the serotonin system,158 so changes – if they exist – may not correspond with the state of being depressed per se. Similarly, if I gave you a drink that decreased your serotonin levels (this exists – there is a not-particularly-appetizing milkshake we give in experiments that contains all amino acids except the one needed to make serotonin), this drink would not cause any noticeable changes in your mood unless you had previously experienced an episode of depression, in which case it can briefly induce depressive symptoms.159 Serotonin is part of the story but most certainly not the whole story. Most scientists’ view is that levels of serotonin may relate to some aspects of depression, perhaps particularly in some people, but depression itself must be more than a simple chemical deficit in this system.

The fact that depression is not a serotonin (or monoamine) deficit does not mean antidepressants targeting the serotonin system do not work to ameliorate depression. There are big ongoing arguments on this topic: realizing the serotonin deficit theory was not the full story quickly led to accusations that serotonin had nothing to do with depression, that the whole theory was just a marketing myth made to sell antidepressants. This summary is also not accurate. Low levels of serotonin can trigger depression in some people but are not necessary or sufficient to cause depression on their own.159 Serotonin-targeting drugs (and other monoamine-targeting medications) clearly improve depression, though their effects vary between specific drugs as well as between individuals.160 When they work, they work very well. But their role is not necessarily in correcting a chemical deficit. In fact, the way they work might be much more interesting than that.



Why do antidepressants take so long to work?

One of the unexplained mysteries of the serotonin hypothesis (that I learned inadvertently as a teenager) is that although a typical antidepressant increases serotonin levels they take several weeks to improve mood.161 This means that just increasing serotonin levels is not sufficient to improve depression immediately. Increased serotonin levels have to be chronic: increased over a longer period of time until mood improves. But why?

In trying to figure out why antidepressants take so long to work, the Oxford professor Catherine Harmer uncovered evidence that led to a compelling explanation for how antidepressants work – a theory of antidepressant action. Her and her team’s theory may also give us clues about who antidepressants work for. This theory is what is known as a ‘cognitive’ theory: a theory that addresses how antidepressants change the way we think, remember, perceive and so on, and these functions corresponding brain regions. This is different from other key theories that only addresses their biological actions on brain cells or circuits.

In all previous chapters we have discussed how the way we interpret the world around us and inside of us is central to our mental health. Many of these interpretations involve emotional judgements. For instance, every single day your brain decides how to interpret ambiguous social interactions, with important consequences for your mood and emotions. One day, a colleague ignores you when you pass by him in the corridor. Does he secretly hate you? Or was he just rather distracted that day and didn’t see you? The way you interpret this ambiguous interaction tells you something about the way you view the world more generally. Some people might be more likely to attribute this interaction to the first explanation – your colleague secretly hates you. Others might be more likely to accept the neutral explanation and assume your colleague was just distracted. A continued preference for one explanation over the other, despite equivalent data, is called an ‘emotional bias’. Our emotional biases are automatic, habitual and hard to resist. And because life is full of uncertain, ambiguous things, an emotional bias can colour every aspect of life and build up into a general perception of the world as a negative place.

To measure someone’s emotional bias in an experiment you might show them a series of faces at different points on a continuum from angry-to-neutral, some of them obviously angry, some of them obviously not, and others somewhere in between. When asked what emotion each face is showing, most people are in agreement when a face is at the extreme (this would be the equivalent of your colleague walking past you, looking you straight in the eye and saying ‘you are useless’ – most people would interpret this as not a great sign for your relationship). But we see things differently from one another when faces are emotionally ambiguous. At what point does a face with a tiny bit of anger in it get assigned the label of angry? You might have a different answer to this question than I would. When a face is, say, just 20 or 30 per cent angry, some people would still say it looks like a neutral face and others might say it looks like an angry face. Unsurprisingly, many people with depression have an unusually negative bias in these perceptual judgments. If you are depressed your perceptual tipping point for negative emotions is often lower – you are biased to say something that appears ambiguous is negative rather than neutral. This negative emotional bias extends to many domains, not just perception of faces. People with depression remember negative things better, and negative emotional words are more likely to grab their attention than people without depression.162 This bias towards emotionally negative memories, negative perceptions and negative interpretations might over time add up to generate negative beliefs and expectations about oneself and the world, contributing to many of the key symptoms of depression such as low mood, lack of motivation and appetite loss. But according to this theory, depression begins with a shift in emotional tipping point.

Antidepressants work by changing this emotional tipping point. And this doesn’t take weeks – it happens much sooner, sometimes right away. Even just a single dose of antidepressants makes you more likely to recognize happiness in very-slightly-happy faces, and remember more positive things.163,164 This difference in the emotional tipping point was also represented in the brain. Before taking antidepressants, people with depression showed a hyperactive response in the amygdala to emotionally negative information,165 a brain region reliably involved in processing and interpreting emotions and which also plays a role in learning, memory and decision-making. This difference in amygdala activation is often cited to explain the presence of a negative emotional bias: people remember and attend to negative information more because of differences in the amygdala (although these differences are not specific to the amygdala – it is part of a network of emotion-related brain regions that often show enhanced processing of negative information in people with depression).166 A single dose of antidepressants also changed the way the brain represents emotional information, increasing amygdala activity to positive emotions and decreasing amygdala activity to negative emotions.167 Essentially, antidepressants cause immediate changes in low-level emotion processing, potentially shifting your brain’s emotional tipping point in a more positive direction.

Harmer and fellow Oxford neuroscientist Philip Cowen neatly summed this up as: rather than enhancing mood directly, what antidepressants change is ‘the way that you look at it.’168 So if you are depressed and taking antidepressants, if they work, you will become less likely to think your colleague who blanked you secretly hates you. You might be more likely to think he was just distracted. You might start to read quickly-fired-off emails as representative of haste rather than dismissal of your ideas. Antidepressants help you become less likely to choose the more negative interpretation. Your emotional bias is moved slightly towards neutral.

Even if someone with depression did not have a serotonin deficit, the psychological effects of an antidepressant could help their mood by shifting them towards a more positive (or less negative) interpretation of the events they experience in everyday life. In fact, these effects are not specific to serotonin antidepressants but extend to those targeting noradrenaline, another brain chemical.163 The mechanics of treatment do not rely on a natural deficit but target our natural emotion processing system in the brain, which is influenced by serotonin, noradrenaline, dopamine and other chemicals.

These immediate but subtle changes in how positively and negatively you process the world around you eventually start to improve your mood. Subtle changes in how you process information about the world accumulate into a fundamental shift in how you perceive your surroundings. Over time, after many instances of interpreting your surroundings in a slightly more positive light, these interpretations become a part your brain’s representation of the world around you. Eventually you might experience this shift as an overall change in your mood and your mental health. That is what happens when antidepressants eventually work.

Better mental health arises from an accumulation of previous events subjectively experienced and interpreted by you, which combine to help you estimate what might happen next on balance of these previous experiences. This builds positive and negative expectations about the world that guide what you predict will happen in general and in specific situations, as well as how to interpret what has just happened. Your interpretations then get worked into new expectations, cumulatively building a ‘model’ of the world around you. Interestingly, this ‘bottom-up’ way that antidepressants take effect (first working on minute changes in emotion processing, which then build up into larger changes in expectation and interpretation about the world) may not be the way other treatments for depression work. Some might even work in the exact opposite direction (see Chapter 8 on psychological therapies). This tells us something about how antidepressants work but also about one explanation for why depression originates in the first place. A bias towards emotionally negative information in the world might accumulate over time to predispose someone to later develop depression or a similar mental health condition. There is evidence for this scientifically: people who are closely related to someone with depression (and therefore at genetic risk of depression) sometimes show a similar negative bias, despite not having any symptoms of depression themselves.169 Hugely negative life events (divorce, death, trauma) might similarly cause long-term shifts in these subtle ways people see the world, and these shifts may, in some cases, become the building-blocks for a major depressive episode.

Now, not everything in the world is positive. Not everything is supposed to be positive. And so having a negative bias is not in and of itself something that needs to be treated – it is not a disorder, nor a pathology. I would not want you to take away from this chapter that having a negative bias (which you very well might have) is somehow a guarantee that you will struggle with depression and require antidepressant medication. In some people, both might be true. But lots of people have pretty negative interpretations and they get by just fine. They probably make some amusing, cutting observations that their friends appreciate. They do not need antidepressants – there is nothing to fix. A negative bias is just a different way of processing emotional information in the world, a bit like a personality trait. It may make you more susceptible to depression but it is by no means a guarantee. However, in the case of someone with depression, whose life has become substantially worse because of their low mood, their fatigue, their insomnia (or hypersomnia) and so on … well, in that case knowing that someone has a negative bias and potentially targeting this bias using antidepressant medication to change the way their brain processes emotional information can become a step on the road to recovery.



I have been mostly talking about people with depression in this chapter. But a bias for negative emotional information is not unique to depression. A negative bias is also seen in people with chronic pain,170 anxiety disorders,171 bipolar disorder172 and schizophrenia,173 among others. It could represent more of a general risk factor for worse mental health, not something specific to depression. Similarly, the colloquial drug term ‘antidepressant’ might give you the idea that this treatment only applies for people who meet the specific diagnostic criteria of depression. Not so. Antidepressants are very effective for all sorts of conditions, from binge eating disorder174 to irritable bowel syndrome175. No matter why you take them, one way they work is by instantiating more neutral or positive emotional processing, making you pay attention to the positive details, good memories, a favourable interpretation of events – potentially events within as well as outside your body.



Would antidepressants work for me?

Antidepressants don’t always work. In fact, antidepressants only work for about half of the people who try them, no matter their diagnosis. If you have taken them you may already know that too.

The fact that antidepressants worked better for some patients than others was already known in some of the earliest clinical studies of iproniazid.155 Even then it was apparent that for some patients this new treatment avenue was amazing; in others it was pretty useless. Today, most people with depression try more than one medication or treatment before they find one that works for them. I have referred to antidepressants as a general term so far, but in fact there are important differences between antidepressants that mean that one antidepressant might improve mood in one person and a different one improve mood in another. Not feeling better after a few weeks on one antidepressant does not mean none will ever work for you – it could be worth trying another. For example, if the common SSRI sertraline (Zoloft) does not help your depression you still have around a one-in-four chance of getting better after trying other types of antidepressant medications.176 The same antidepressants do not work for everyone. However, if you have tried several types of medication and none have worked you might be in a category of people whose depression does not respond to any type of common antidepressant (luckily there are other effective treatments, which we will discuss in the forthcoming chapters).

The reason that the same treatment does not work for everyone is because there is unlikely to be a single biology of depression. This is intuitive because there is also no single experience of depression. As we discussed in Chapter 3, because experiments always involve averaging across the group of patients included in the study (as in, ‘patients with depression show a negative bias’, or ‘antidepressants shift this negative bias’), there are likely some people who have a negative bias and for whom antidepressants shift this bias, improving mood, and others for whom it does not, potentially because they do not show the same bias in the first place. In the case of depression, depression may be a common endpoint of many different neurobiological changes. But to treat this common endpoint, an antidepressant has the capacity to change only the system(s) it is pharmacologically targeting. So if a patient has changes in a brain system or systems that are not the targets of the particular medication – that is, they have no changes to the emotion bias system and instead, for example, have changes to the motivational drive system discussed in Chapter 4 – then a specific medication is unlikely to work for them (beyond the placebo effect).

Much more efficient than this trial-and-error technique of antidepressant sampling would be if we could predict who would get better on which drug (or even better, which treatment in general, including non-drug treatments such as psychological therapy). We might be mistaken in rolling out certain treatments wholesale in the hopes that we’ll capture the half who get better. We might even be mistaken in dismissing treatments after a negative clinical trial, as they might potentially be lifesaving for a minority of people. An extraordinarily frustrating fact is that we cannot currently predict the optimal mental health treatment path for each patient. So, a major effort among scientists today is to improve this trial-and-error approach by developing ‘personalized’ medicine – treatments tailored for each individual. The major goal of this research is to identify the best treatment for each patient by testing which measure or measures predict in advance which treatment a patient would respond to. In some other areas of medicine, personalized medicine works brilliantly. Personalized medicine has revolutionized cancer treatment – instead of treating all breast cancers with the same drug, for example, the cells from a breast tumour can be tested to identify whether they contain particular markers, which can be targeted with a particular drug to personalize the treatment for your cells specifically.

In the case of mental health, a simple personalized treatment to identify whether someone would be better off trying an antidepressant or psychological therapy would be a good start (more on this shortly). A more ambitious endpoint might be a prediction of which antidepressant or which psychological therapy would work for a certain person, saving them weeks of finding out and potentially negative side-effects. The optimal treatment for a given individual could be discovered by re-analysing previous clinical trials to figure out who responded to which treatment. There may be particular subgroups of people who respond well to one type of medication or who respond especially poorly to another. Knowing this before starting treatment would mean we could treat people faster, more effectively and with fewer severe side-effects.

In one type of study, data that is relatively easy to get from patients (demographics such as sex and age, and questionnaire scores such as severity of different depression symptoms) has been used in big analyses to predict who will and will not get better from different types of antidepressants. Typically, these efforts involve a lot of data (hundreds or thousands of patients), and a machine-learning algorithm that processes the data, finds out which factors are associated with getting better and spits out a way to predict this from baseline scores. This approach initially looked very useful. But it has had two major setbacks. The first setback is technical. Machine-learning algorithms work by learning to predict patterns in specific datasets. They can usually do this very well. Having learned to predict patterns in one specific set of data (say, a trial of 200 patients where in those patients people with appetite, sleep and fatigue symptoms respond better to one type of antidepressants, and people with anxiety and attention problems respond better to another), these algorithms are then tested to see if they can predict patterns in new data, for instance a whole new group of 100 patients. This is much harder for these algorithms. Often the specific nuances of patterns it has learned to predict are only applicable to the first set of data, and so they can frequently fail at this second step. Still, this technical issue can theoretically be overcome – machine-learning algorithms are getting better and better, and different types of algorithms, with the right data, may well come up with a solution to consistently predict whether or not someone would get better after they take a certain drug.

Yet if we overcame the issue of algorithm training, even the best of these approaches has a second problem, a scientific problem. No matter how well an algorithm works, they will never fully be able to explain why those factors matter when it comes to antidepressant response. This is because this approach is mechanism-blind – the algorithm does not explain why some people get better on antidepressants, just that they do. This flaw makes it much more difficult to know when it should and should not be applied clinically, or how it could be improved.

There are lots of efforts like these algorithms underway to try to develop a more personalized approach to mental health treatment. But as yet, in mental health, we do not have the ability to precisely match people with their appropriate treatments. I suspect that one reason the field has not yet succeeded at this is because we do not yet understand why only some people get better after a particular treatment – what is different about their brains, the brain processes supporting their particular experience of depression, and how these brain processes correspond to the way that particular treatment changes the brain.

The clues about how antidepressants work also leave us some clues about who it works for, which could begin to answer why only some people respond to antidepressant medication. You might imagine that if the way that antidepressants work is by shifting people’s cognitive bias toward positive emotions, then those people whose bias moved the most initially would be the ones who recovered from depression later. Some experiments say this is true. If after only a week your negative bias reduces, antidepressants are more likely to improve your depression (measured eight weeks later).177 If you don’t show a shift in negative bias over the short term, your mood is less likely to improve later. This is a great example of how understanding the psychological mechanisms of antidepressant drugs could unlock strategies to identify the patients who would benefit most and explore alternative treatment options for those who would not.

Maybe the particular neurobiological changes in emotional bias that antidepressants cause are only effective at changing mood in certain people – those people whose depression is driven by the circuits maintaining a negative bias. Other people, despite having the very same diagnosis, might not show this bias, and they might instead have a different neurobiology that responds better to other treatments, such as psychological therapy. In future, doctors might be able to make a neuroscience-guided decision by giving someone a single dose of antidepressant medication and measuring their immediate psychological changes.

We may be able to use these neurobiological clues to aid drug discovery – by measuring whether or not a drug shifts emotional bias in general, studies could predict whether or not that drug has potential as a new antidepressant. One particularly promising aspect of this approach is to help us discover when a new medical treatment has risky side-effects for mental health. For example, when a new obesity drug came on the market there were reports that people became more depressed and even started to feel suicidal when taking the drug. It turned out that just a single dose of this obesity drug reduced people’s positive bias178 – the exact opposite of what an antidepressant does (a ‘pro-depressant’). Knowing about a drug’s effect on emotional bias could be key to understand whether it works and who it works for, as well as what risks might come along with it.

It is not random that some people get better after taking antidepressants and others do not – it doesn’t mean they ‘don’t work’. The fact that they don’t work in everyone directly relates to the specific brain processes that each treatment is targeting. For some people, targeting these processes will be the key for treating their depression; for others, changing those particular processes (for example, changing the amygdala’s response to negative information) might not ameliorate their depression because their depression is mediated by different biological pathways.



The additive effects of antidepressants and placebos

On top of the biological effects of a drug there is another major factor that contributes to whether or not an antidepressant ‘works’ for you, and that is how sensitive you are to the placebo effect. Any treatment, whether targeting serotonin (like many antidepressants) or the opioid system (like many painkillers) works via two processes: (1) the brain system altered by the ingredients of the drug, and (2) the brain systems altered by the expectations you have when taking the drug. In experiments and drug trials a tested medication needs to work better than placebo, otherwise it’s not considered genuinely effective. In the real world, though, all you care about is whether a medication works. When a medication works it’s impossible to know when it’s really working because of the placebo effect. But from the perspective of an individual patient: who cares! Getting better is getting better. From the perspective of a scientist, there is a lot of care about. For one thing, although placebos are effective for a whole host of mental health conditions, the way that prescription drugs and psychotherapy work – by manipulating emotional biases, shifting your beliefs and interpretations – clearly has a lot in common with how placebos themselves work.

The upside of the considerable placebo effect contributing to antidepressant treatment is that it helps antidepressants work better. The downside is that you (as an individual) may never quite know how it is working. The other downside is that placebos are so effective at improving mood that many new antidepressants being tested are not any more effective than placebos, despite decreasing depression considerably. The large placebo effect for antidepressants has led to a common minority belief that antidepressants only work via the placebo effect. This is very unlikely to be true. Many large trials have demonstrated their superiority over placebo (in the shorter- and longer-term treatment of depression), not to mention the various placebo-controlled experiments showing that antidepressants ameliorate negative cognitive bias, a mechanism for treatment. But not everyone accepts this evidence. Some trials are funded by pharmaceutical companies who are clearly set to benefit if antidepressants work. I think the evidence is convincing, though: even independent trials, or accumulations of many trials, show a clear benefit of antidepressants compared to placebos.160,179 Like me, the vast majority of scientists have no financial interest in whether antidepressants work or not, but still think the evidence suggests that they generally work (for many, but not all).

The combined fact that placebos are very effective and antidepressants do not work for everyone has resulted in an anti-antidepressant movement. People who interpret the evidence as ‘antidepressants don’t work’ also cite the fact that antidepressants don’t necessarily correct a chemical imbalance or that low serotonin doesn’t always cause depression as evidence of antidepressants’ ineffectiveness. As we have discussed, although the evidence strongly suggests antidepressants are effective on average, it is perfectly valid (in fact the scientific majority view) to criticize the chemical imbalance theory. This theory is at best an over-simplification of how antidepressants work – one that has been promoted by doctors, scientists and the media, ostensibly to help explain depression to patients. But it is a just-so story. On the upside, the popularity of the chemical imbalance theory has been helpful in reducing stigma for the individual with depression – it’s a problem with the chemicals in the brain, and not their fault. But as we’ve discussed, the real story of how antidepressants work is almost certainly more complicated than a chemical deficit of serotonin or any other chemical.

The subjective experience we currently call ‘depression’ can arise out of many different biological systems: we have discussed changes to pleasure, learning, motivation and emotion systems in the brain, changes in the body including inflammation, and there are also a number of other systems involved that we have not discussed explicitly, including changes to frontal regions of the brain involved in short-term memory, attention and regulation. Because depression is a heterogenous disorder, not every patient shares the same processes driving their depression as every other patient. It makes sense that antidepressants do not work for everyone because the processes they work on are not ubiquitous in depression. It makes sense that antidepressants do not work right away because their immediate physiological effects cause cognitive changes that need to build up over time in order to affect mood. And it makes sense that antidepressants are generally more effective than placebo but not always overwhelmingly better because ultimately placebos are harnessing similar, very powerful mechanisms that contribute to mental ill-health and recovery.

In the end, antidepressants are extremely helpful aspects of mental health treatment for some people. But they are not the right treatment for everyone. Even if we could perfectly predict who would get better from antidepressants, that is not a massive help for those who do not. In many people these classes of drug just do not improve mental health or come with too many side-effects to be worth it, and minor tweaks to existing types of drugs are unlikely to help much.

On the face of it, antidepressants sound a bit terrifying: drugs that change how you think! Sounds like mind-control. But in fact, not only do many other drugs you take regularly change how you think (caffeine, for example), all non-drug treatments for mental health conditions also change how you think. Scientists are increasingly trying to find other, more radical ways to enhance mental health pharmacologically. This includes drugs that capitalize on the same general systems in the brain that support mental health and wellbeing but via rather different routes. Some of the most promising approaches have involved looking at drugs that people have taken recreationally or for traditional medical purposes in other countries. Although taking a recreational drug seems very different to being prescribed an antidepressant or a placebo, all three actually have a lot in common.


* However, even today other common antidepressants target the noradrenaline as well as the serotonin system (e.g. duloxetine, venlafaxine).










7.
Other drugs



I moved to London when I was twenty-one. That year, I was invited to a St Patrick’s Day house party near where I lived off Brick Lane. It was exactly the sort of party I had imagined getting invited to when I moved to east London. I was a little embarrassed because I was dressed very boringly and, although no one had told me, it seemed to be a costume party. Near me in front of the DJ stood someone dressed as a caterpillar, smoking an old-fashioned pipe (there was a rabbit elsewhere and more than one girl in gingham, so I surmised it was an Alice in Wonderland theme). An hour or so after I had arrived, around midnight, the music was brought to an abrupt halt by someone jumping (or falling – it wasn’t clear) from a tiny spiral staircase onto the dance floor. Everyone withdrew in shock. It looked superficially like the person who fell might have broken their femur, so a bunch of people, myself included, carried this person into an adjoining bedroom and called an ambulance. The most remarkable thing about the whole episode was that the person who had fallen was not screaming or crying – a bit shaken, but certainly not in the kind of pain this visible injury would normally cause. Some of this underreaction was probably down to adrenaline or pain-induced opioids, but some of it was definitely down to drugs.

The world over, the most common drugs people take to enhance wellbeing are not antidepressants or any other medication, but recreational drugs. Recreational drugs is a broad category: it means every substance humans consume for their enjoyable experience-altering properties (rather than their ability to quench hunger or thirst). Caffeine, nicotine, alcohol, cocaine and heroin all fall into this category. You probably don’t need any studies to tell you that recreational drugs can temporarily enhance wellbeing in most people – you have probably tried at least one of them for yourself.

I cannot say for certain which substance was involved in the Alice in Wonderland party accident because pain suppression is a common consequence of many different recreational drugs, but particularly alcohol. People punch through windows, bang their heads, fall down stairs, break bones and seem relatively impervious if they’re a few drinks deep. It hurts the next day – not at the time.

Despite its visible association with harm (both harm to your own body and social harm), alcohol also has a largely positive effect on wellbeing if consumed in small-to-moderate amounts.180 One of the most noticeable positive effects of alcohol is its rapid effects on stress. The majority of people become less stressed after a drink. This psychological stress reduction is mirrored in the body’s stress response. Normally, if you were to experience something stressful (pain, psychological stress, loud noise, etc.), your heart rate would increase substantially – alcohol dampens this effect of stress on the heart.181 This inspired the theory that alcohol may have a beneficial reduction on emotional tension in everyday life – a useful consequence of a drink or two. Sounds like a win-win to many people. So why don’t physicians prescribe a stiff drink to improve wellbeing?

Well, essentially, because they don’t need to. Despite its consistent associations with harm and health-damaging effects, alcohol is one of the least-regulated drugs in many countries. Doctors don’t need to prescribe alcohol because most patients are already using it, often in larger quantities than would hypothetically be beneficial for wellbeing. Even in small quantities the stress-reducing capabilities of alcohol are not straightforward at all and can have negative effects in some individuals. Different people show very different stress-reduction responses from alcohol – for some, it decreases stress. But for others, even the short-term effects of alcohol can be quite stressful and not conducive to relaxation at all.

When scientists interview lots and lots of people about their drinking habits and measure their mental health, a strange pattern emerges. Both abstinence and heavy drinking are associated with worse mental health than light and moderate drinking.182 The relationship between alcohol and mental health is shaped like an inverted ‘U’,182 with non-drinkers and hazardous drinkers both experiencing worse mental health than low and moderate level drinkers. This does not necessarily mean that drinking no alcohol is bad for mental health. Other factors like poor physical health or social circumstances might make someone abstain from drinking and simultaneously worsen mental health (and the same for heavy drinking), so it is not necessarily causal. But this exemplifies the idea that alcohol might be simultaneously helpful and hazardous, and could change from helpful to hazardous when consumed in different doses or by different people. This is true for alcohol and it is true for most other drugs as well.

Alcohol has a lot in common with other recreational drugs. It has the capacity to increase subjective wellbeing temporarily, but it is associated with some degree of harm. There is a trade-off in whether it is beneficial or harmful for an individual to consume, or a society to make legal. This trade-off is one that plays out for every recreational drug in society, both legal and illegal.


Regulating psychoactive substances

Before we talk about any potential utility of recreational drugs for mental health treatment we have to talk about the risks, both to society and to health. As long as humans have used substances (natural or lab-made) there has been a balancing of risks and benefits. Antidepressants, for example, can cause notable side-effects like a loss of sex drive or appetite changes, but for the most-prescribed drugs the benefits outweigh the side-effects for many patients. Regulatory bodies decide whether the evidence for a treatment is strong and whether the side-effects or risks to health or society are of significant concern. This tells regulators which substances are useful for physicians to prescribe, which substances should be largely unregulated and available to most, and which substances should potentially be banned. The most sensible approach is to examine what the evidence about drugs says about their various risks and benefits before deciding how they should be regulated. Newly discovered risks or benefits of drugs require an ongoing dialogue, a continuous evaluation of emerging evidence.

That sounds sensible – even obvious – but it is often not the case. Other factors, like public perception, media reports and political opinion often have a greater influence on governmental drug policy than the science of each drug’s harms and benefits. There are examples of this division between policy and drug science in almost every country you can think of. In the UK, one of the best-known examples of this involves the neuroscientist and medical doctor David Nutt, a professor at Imperial College London. David Nutt has a claim to fame that fills most scientists with inspiration or schadenfreude (or both): he published research that, despite being accurate and scientifically sound, led to him being fired by the government.

In 2009 David Nutt was the chair of the UK government’s Advisory Council on the Misuse of Drugs. He shared the view I have described here: that drugs should be legally classified based on how harmful each drug is to individuals and to others. So, for example, if heroin is the most dangerous drug it should be the most restricted drug with the harshest punishment attached to its possession or distribution; if alcohol is the least dangerous drug, that would justify legal access compared to other recreational drugs. This method of classification seems so rational that many people in the UK probably assume it happens de facto, and by extension assume that alcohol is the safest drug because it is one of the easiest to acquire.

This metric of risk has been quantified scientifically by Nutt and his team in multiple papers.183,184 In one study, to come up with an unbiased way to determine the ‘danger’ of a drug, they calculated a score for each drug based on various types of harms: mortality rate, damage to physical health (e.g. cirrhosis; viruses), the degree to which it impaired mental functioning, likelihood of injury, committing a crime, family adversities, economic cost to society and so on (there were sixteen types of harms in total, nine describing harms to oneself and seven describing harms to others in society).184 Once these dangers were combined mathematically, each was drug given a relative score to every other drug, such that a drug scoring 50 was half as harmful as one that scored 100. Because not all types of harms are equally bad this was also reflected in the drug’s score: drug-related mortality – the extent to which your life is shortened by that particular drug – was mathematically weighted as the most important harm of all.

The drug with the highest score on this danger scale overall (across both self and other danger categories) is alcohol. Alcohol scored over 70 on the scale of relative harm. This is because although the top three most dangerous drugs for harm to oneself are heroin, crack cocaine and methamphetamine, alcohol is the drug associated with the highest danger of harm to others (and is also associated with a relatively high danger of harm to oneself). Tobacco placed sixth – less harmful that alcohol, heroin and cocaine.

In comparison, other recreational drugs such as magic mushrooms were associated with almost no harm at all. In fact, ecstasy, LSD and magic mushrooms were all at the bottom of the chart with scores of almost zero (in the case of magic mushrooms, actually zero) for danger to others; both scored below 10 for harm to oneself. Cannabis, although more harmful than mushrooms, was still much less harmful than alcohol and a little bit less harmful than tobacco.

This scale was first developed and used to rate alcohol along with other drugs in a paper from 2007.183 Two years later Nutt wrote an editorial in the Journal of Psychopharmacology arguing that the risks involved in horse riding – which is associated with one serious adverse event per approximately 350 ‘exposures’ – exceeded those associated with the drug ecstasy, which is associated with one serious adverse event per approximately 10,000 exposures. (The article was entitled ‘Equasy – An overlooked addiction with implications for the current debate on drug harms’.) Later that year Nutt made a statement that alcohol was more dangerous than many illegal drugs, leading to his subsequent dismissal from his position on the government’s Advisory Council.185 But although his statement – and the ‘Equasy’ article – was undoubtedly provocative, it was also doing exactly what it should do: using scientific evidence to advise policy about the relative risk of recreational drugs.

Perhaps you, like the then-home secretary, are still a bit sceptical of Nutt’s provocative claim. In my demographic I have met many people who have regularly engaged in either horse riding, ecstasy-taking or both (though not simultaneously). My personal, biased data supports David’s data-driven conclusion easily. I have not yet met someone who has experienced (or knows someone personally who has experienced) serious harm from taking ecstasy (which is not surprising given the rarity). In contrast it is not an exaggeration to say that everyone I know who rode horses regularly has either experienced or knows someone personally who has experienced serious harm. Actually, the chronic pain I described in Chapter 1 came about after engaging in regular ‘equasy’ – I broke my foot badly in 2005 and have required surgeries and various medical interventions ever since.

Yet almost none of the data about the relative harms of legal and illegal drugs has trickled down into government policy. In the UK, possession of cannabis is punishable by up to five years in prison; LSD, magic mushrooms or MDMA, up to seven years in prison. (Alcohol with none.) There is now even a specific British law banning ‘psychoactive substances’, which are defined as:


Psychoactive substances: all things that cause hallucinations, drowsiness, changes in alertness, perception of time and space, mood, or empathy with others.



Look at that definition of psychoactive substances above. Does it include, for instance, chocolate? Yep, chocolate consumption can induce changes in alertness. Tobacco? Of course. As the other chapters in this book make clear, ‘psychoactive substances’ includes just about everything we put into our bodies (food, water, caffeine, etc.). To get around this fact there has to be a special legal exemption in the UK for ‘legitimate substances’ including food and alcohol, lest they be automatically banned under this law.

Incidentally, this law came about because so-called legal highs had become popular replacements for illegal recreational drugs in the 2000s. This was not necessarily a bad thing: mephedrone (‘meow meow’, as in Chapter 4), for example, was regularly taken in lieu of cocaine or amphetamines, and because of its use as a replacement drug it is estimated to have prevented 300 deaths from cocaine or amphetamines.186 After banning mephedrone, cocaine deaths have now risen to their highest levels ever.186 So making a safer drug illegal actually may have caused more harm overall.

As in many countries, the punishment for taking the particular drugs our government has decided are illegal falls unevenly on different members of society. In the UK, black people are over six times as likely to be stopped and searched for drugs despite using almost half as many illegal drugs than white people.187 When found to be in possession of drugs, white people are more than twice as likely to receive only a caution. Today, even the safest of the drugs analysed for danger by David Nutt’s study – psychedelics – remain illegal. Enforcing this ban also has a high cost both financially and socially.

The same rules are not true everywhere. In the US, among other countries, cannabis has become increasingly de-criminalized or even legal. In addition to the various financial and social benefits this is a positive change for those for whom cannabis increases general wellbeing and contributes to overall mental health. Moreover, cannabis can provide an alternative to alcohol – useful in terms of harm reduction. There are also potential harms involved in legalizing cannabis, though as Nutt’s evidence would suggest, less harm than from alcohol. Cannabis works because its constituent chemicals bind to endocannabinoid receptors in your brain, just like the chemicals involved in our natural pleasure response and some pleasure ‘hotspots’ of the brain (see Chapter 1). Like alcohol, both the short- and long-term effects of cannabis on mental health can be deleterious for some people.188 Most notably there is a higher proportion of psychotic experiences in people who use cannabis than in people who do not.189 The cause of this association is complex and it would seem that this risk is a dose-dependent; that the more frequently someone consumes cannabis, the higher their risk of developing psychosis. One meta-analysis (a study which incorporates evidence from several other studies) found no relationship between lifetime cannabis use and risk of developing psychosis, except in people who met criteria for cannabis dependence or abuse.190 This echoes findings from other studies where having used cannabis at some point in your life was not associated with a higher risk of psychosis, but having a current cannabis use disorder was.191 It is also worth noting that people with a predisposition for psychosis may also be more likely to use cannabis – the so-called ‘reverse causality’ explanation, which is supported by genetic studies showing that being genetically at risk of schizophrenia is correlated with genetic risk for cannabis use disorder, and that although there are causal links in both directions, the strongest direction is the [risk for schizophrenia] –> [using cannabis] direction, not the other way around.192 However, even if the ‘reverse causality’ explanation partly accounts for the association, understanding why this is – as well as who this happens to – is critical to evaluate the drug and potentially ensure a safe transition from an illegal to legal substance.

Because in most of the world cannabis is illegal, or has been until very recently, its constituent ingredients are not well-regulated or even very well-understood. While you can just glance at the side of your wine bottle to figure out how much alcohol you are consuming and from which grapes, when you are smoking a joint you usually have no idea what dose of specific cannabis components you are consuming. This ignorance is dangerous to public health because there is increasing evidence that the constituents of cannabis matter. Different ingredients and their ratios to one another may have very different consequences for mental health – in some cases helping recovery from mental health conditions, in other cases profoundly worsening mental health via addiction or psychotic experiences.

The shifting ingredients of cannabis was first noticed by scientists testing the strength of street cannabis over the years. Cannabis contains over 140 unique ‘cannabinoids’, and levels of each cannabinoid vary between different types of cannabis. The most famous one is Δ9-tetrahydrocannabinol, or THC. This is the ingredient that gets you high. But today, a second constituent of cannabis has become almost as famous: cannabidiol, or CBD. You can buy CBD supplements online, in shops, or, in some cities, literally everywhere. There are a lot of unsubstantiated claims about cannabidiol – some sell it as a kind of cure-all for physical and mental ailments. I will focus only on one specific aspect of cannabidiol: that it may have opposing actions to THC on mental health. Although THC evokes a psychosis-like state (delusions, paranoia and so on), cannabidiol actually has anti-psychotic properties.193 Higher proportions of cannabidiol decrease THC-evoked psychotic experiences.194 This is true long-term as well: when scientists collected hair samples from 140 people with different histories of drug-taking, those whose hair contained higher levels of THC (reflecting THC-heavy cannabis use) showed higher levels of psychotic-like symptoms while sober (hallucinations and delusions), compared to people whose hair had high traces of THC and high cannabidiol and those whose hair had traces of neither TCH nor cannabidiol.193 This suggests that THC consumption might be linked to psychotic experiences, and that cannabidiol might have protective properties against psychotic experiences.193

Over the years, the constituents of street cannabis have shifted. The cannabis people smoke today is very different from the cannabis the previous generation smoked. Several decades ago, street cannabis was primarily CBD-dominant strains; most strains today are high-THC strains. This could have consequences for the mental health of cannabis consumers both in terms of psychotic-like experiences and also for cannabis dependence. In a recent clinical trial run by Tom Freeman and Val Curran at UCL, giving cannabis-dependent people doses of cannabidiol helped reduce their dependence on cannabis.195 Not only does cannabidiol offer protectant effects against THC-induced psychotic experiences, it may also help reduce dependence on THC itself.

This does not mean that the very many positive claims associated with cannabidiol have substance. The cannabidiol used in most over-the-counter concoctions has a substantially lower dose than was used in Tom Freeman and Val Curran’s experiment. There are not necessarily health benefits at these extremely low concentrations – but it does demonstrate the complexity of any apparent link between a drug and mental health because subcomponents of the same drug could have contrasting effects on mental health.

Cannabis and alcohol have a lot in common. For some people they are associated with short-term pleasure; aspects of both might even be helpful for long-term mental health. But they both come with important risks for harm. In the case of alcohol, decades of legal consumption have led to a keen understanding of safe and risky amounts, patterns of consumption and product ingredients. Cannabis research still has a long way to go on these fronts. The opposing actions of THC and cannabidiol on psychotic experiences and cannabis dependence both point to a complex and misunderstood relationship between cannabis and mental health. It shows that sometimes one substance (cannabis) can contain both a cause and a cure for mental ill-health. And it certainly tells us that when it comes to drug policy, a nuanced look at their actions and their harms is essential for population health.



The neuroscience of psychedelics

Psychedelics lie at the bottom of David Nutt’s chart of drug harms – they are associated with little or no danger to the self or others. Psychedelics are popular recreationally and they do not hold the addictive or overdose risk of cocaine or opioids. You cannot develop a compulsive habit of taking psychedelic drugs simply because taking them multiple times in a short period reduces their effect dramatically – after a few attempts you feel nothing, so there is nothing to get addicted to. The term ‘psychedelic’ was coined by British psychiatrist Humphry Osmond in 1956 (from the Greek ψυχη – psyche, mind; and δηλειν – to manifest). Use of psychedelics in religious and cultural ceremonies around the world dates much earlier, possibly to 8,000 years ago, evidenced by cave murals in the Sahara desert of southeast Algeria depicting local hallucinogenic mushroom species.196

I have tried a psychedelic drug. It was the psychedelic psilocybin, the drug in ‘magic mushrooms’, legal at the time and in many places today. Psilocybin is a drug that binds to serotonin receptors, the same chemical system as most antidepressants. But psilocybin activates a different family of serotonin receptors than SSRIs, and the effects are noticeably distinct – not at all akin to the subtle shift in emotional bias evoked by antidepressants. Any personal account of taking a psychedelic drug has certain clichéd notes to hit: feeling a connection to nature, an experience of oneness with the world, perhaps a more complete understanding of yourself. So, I will not bore you with my own unoriginal account of taking drugs – I was perfectly average and felt all of the above for a few hours.

At lower doses most people do not hallucinate or feel particularly out of their minds. They usually have more self-control than an average undergraduate on a night out drinking. The most interesting aspect of psychedelics for me is not what happens at the time (despite what some aficionados maintain when they regale you with their various drug-induced enlightenments). The most interesting aspect of psychedelics is what happens afterwards. My own attempt is an example of this. For months after my single experience with psilocybin I re-experienced various small, micro-elements of what it had felt like to have taken psilocybin. Not in a ‘high’ way, just a subtle enhancement of one very specific feeling. That feeling was awe – specifically, awe evoked by the sky (which I have always felt a bit anyway). On psilocybin this feeling of awe grew to become a full-bodied emotion I experienced while looking at the sky. This feeling did not fully go away for six months. I felt it most days on my cycle home from work, looking at the wide expanse of north London sky – a little piece of the profound, chemically enhanced connection to the sky I had felt before. It was just a small change, although it was recreated every day and was certainly enough to make my commute under cloudy skies feel a little bit less grey and depressing. It was brilliant, but is also perplexed me. How had a single experience on psilocybin changed how I saw the sky for such a long period of time? What caused it to happen, and why did it eventually fade?

Psychedelics have had a considerable impact on mental health research in recent years. This impact has been in two domains. First, they have been lauded as a potential treatment for mental illness, including depression. This work has been covered widely by journalists and in popular science books, often in advance and anticipation of any truly definitive results (and sometimes neglecting the clinical risks). But there is a second, indirect effect psychedelic science has had on mental health. Psychedelics have some things in common with other medications for mental health, but many things that are distinct from other (drug) treatments. For this reason, they also reveal a different potential route to improved mental health in the brain.

Not long ago, it was rare to see research on psychedelics presented at neuroscience conferences. There was widespread scepticism about the utility of psychedelics for mental illness (as compared to drugs invented by pharmaceutical companies). But despite ongoing logistical challenges of doing psychedelic research, in the past decade neuroscience has had a second research revolution in the science of psychedelics.

I say the second because the first research revolution occurred much earlier. During the 1950s and 1960s a plethora of scientific work on psychedelics was done, discovering their pharmacology, their cognitive effects, their harms and potential benefits. The research revolution lasted about a decade but stalled by the 1970s when scientific and public opinion about psychedelics had become increasingly negative – pharmaceutical companies’ enthusiasm (and funding) waned, clinical trials on drugs became more regulated and difficult to run (following the thalidomide disaster), and psychedelics were made illegal.197 As society began to shun psychedelics, scientists turned their pharmacology work to other drugs (plus it became a lot harder to acquire the drugs required to do any work on psychedelics at all – even today it is tediously difficult to get a research license from the government to do research on psychedelics).

In the 2000s a number of studies reignited this old interest in psychedelics, making people wonder if this class of drugs had been abandoned too soon (note that not all scientists think this – some think psychedelic research was reasonably abandoned because early trials were not as positive as scientists had hoped).197 However, the resurgence in the 21st century produced research showing that psychedelics seemed safer than people had thought. Simultaneously, these studies showed that psychedelics might hold particular potential for improving mental health, which was emerging as a leading global health challenge. Today there are loads of psychedelic scientists, experts in many different types of neuroscience (computational neuroscience; brain scanning; clinical trials), using these techniques to better understand what psychedelics do and whether they might help people with certain mental health disorders. It is an exciting time for hippie drugs.

One of the first of these new psychedelic science studies took place at Johns Hopkins University. A large group of people who had never taken hallucinogens took psilocybin in a relaxing environment – a day of listening to music and ‘turning inward’. Over a year later more than half of the volunteers rated this experience among the five most personally meaningful and five most spiritually meaningful of their lives alongside events like the birth of a first child.198,199 This is already quite remarkable. Over the years I have done experiments with hundreds of people using various different drugs (although never psychedelics), as well as brain stimulation and psychological therapy treatments. Alas, no one has ever told me that being in my experiment was the most personally meaningful experience of their life – not even top ten.

Even more remarkably for the volunteers in the experiment, these feelings did not go away. Fourteen months later the volunteers’ ratings of spiritual significance did not diminish significantly, and the majority said their wellbeing or life satisfaction (eudaimonia) was increased moderately or very much. Even though it was a single experience felt on a single day, it remained important to the volunteers for over a year with long-term effects on their subjective mental health.

Perhaps having a much-needed day relaxing and turning inwards was enough – certainly people go on drug-free retreats and experience long-lasting positive mental health benefits. Or maybe these positive effects just happen after taking any drug with a strong and somewhat pleasurable effect. So in a comparison condition the scientists compared this relaxing day on psilocybin with a relaxing day on the drug methylphenidate, a stimulant also known as Ritalin. They again measured how meaningful the experience was. The day was enjoyable and volunteers still said it was meaningful, but nobody rated it among the top five most spiritually or meaningful experiences of their life.198,199 Ritalin does not produce the same long-lasting effects as psilocybin.

Many recreational drugs can cause short-term improvements in wellbeing – that is why people like taking them. This immediate effect is unlike most common antidepressant medications, which as we discussed take a long time to affect wellbeing. Unlike other recreational drugs’ short-term highs, these ‘meaningful experiences’ created by psilocybin suggest it might have an additional effect on mental wellbeing on top of general relaxation and other short-term enjoyable feelings. Even if true, this interesting property does not necessarily mean psilocybin is necessarily useful for mental health treatment. This claim would need to be tested in trials specifically measuring mental health symptoms. A number of these trials have now taken place or are currently underway around the world.

In 2014 the neuroscientist Robin Carhart-Harris was presenting a study at our local clinical group meeting in London. He was hoping to get feedback from clinicians and researchers before running a clinical trial in patients with depression. We were in a large, stuffy meeting room at University College London. It was early in the morning, maybe 8am. Everyone was blearily sipping coffee and waiting impatiently for the large stack of mini croissants to be passed to them. Robin started his presentation. Ears around the room started to prick up – this was not your typical trial.

Robin and his colleagues – including David Nutt, who directs the centre where this trial was run – were proposing to give a small number of depressed patients psilocybin. The patients were experiencing relatively severe depression and had not been helped by other, more standard treatment. This had never been done before in a systematic trial. There was a buzz of excitement (and probably a smaller buzz of scepticism) around the room that day. Twelve patients were going to receive two different doses of psilocybin, seven days apart. Researchers would then track their mood for three months afterwards. This all happened in a very unusual setting for scientific research: a room pre-decorated with features such as low lighting and high-quality stereo speakers and earphones. A few years later – don’t become a scientist if you’re impatient – I was also lucky to hear the results presented: all twelve patients showed a reduction in depression symptoms after one week that for most patients lasted three months. Even after three months, five were still in complete remission – they had no detectable depression.200 This result was only preliminary, but a larger and better-controlled trial since then has found psilocybin to be about as effective as escitalopram, a common SSRI.201

The precise route by which psilocybin might improve mental health is, in my view, still unclear. When researchers use PET scanning to measure people’s brain activity on and off psilocybin, psilocybin seems to globally increase activity in the brain – everywhere in the brain.202 This simple explanation was long assumed to be ‘how’ the drug affected the brain. (What globally increased activity means for the brain is unclear to me.) More confusingly, when recent studies measured the effects of psilocybin using fMRI, psilocybin was found to decrease brain activity, particularly in regions that show high activity at rest under normal conditions.203 It initially seems contradictory that depending on how you measure it, brain activity did quite different things while under the drug. But remember that these increases and decreases are not measured directly from brain cells but via different proxy measures for direct firing of neurons – PET and fMRI measure different things, which theoretically could cause contradictory results. One of these differences is in timescales: PET scanning measures glucose metabolism over a long timescale, while fMRI measures shorter-term changes, say, immediately after the subjective effects of psilocybin kick in. So, both results could still be true: in the short term psilocybin decreases those areas of the brain that are typically highly active at rest; in the longer term this globally increases brain activity.203 But this still does not tell us what the effect of generally changing brain activity everywhere is. For example: does psilocybin change the way we process emotions, rewards or memories in the brain? If so, how? And for how long? New work is starting to explore this204 but many questions remain unanswered, which means we still don’t fully understand why psilocybin works (assuming it does), and we still don’t know the degree to which its mechanism of working is similar or different to existing treatments.

If you believe the studies showing large effects of psilocybin on mental health, if you think this might be a system worth targeting to improve the lives of people with mental health conditions such as depression, then it becomes an urgent issue to figure out how it works, which would also inform us when psilocybin would work and who it would work for. This could be especially useful for the many people for whom antidepressants do not work, who see these alternative treatments as a possible new route to recovery. For some of them, it might be. The psychological effects of psilocybin may be quite different to those of antidepressant drugs: one study found a psilocybin increased amygdala responses to emotional stimuli, the opposite to what you might expect from typical antidepressant medication.204



The downsides of magic

You may have heard proponents present psilocybin (or psychedelics in general, or LSD or even ecstasy) as the future of psychiatric drugs. Some claim they are free of the sorts of side-effects one has to worry about with more typical psychiatric medications. Unfortunately this is untrue. Even in the small sample in Robin Carhart-Harris’ 2014 trial for depression, psilocybin was not a universally positive experience. All patients experienced temporary side-effects during the sessions: anxiety, headache, nausea. I later met clinical psychologists who treated people with distress or other mental health symptoms which they felt had occurred as a result of taking psilocybin in research studies. This doesn’t negate the importance of this trial (or refute the relative harm of psychedelics versus other legal recreational drugs), but it means psilocybin is not harmless and the harms need to be seriously considered by clinical researchers. I don’t think psychedelics need to be free of any possible side-effects to be a potentially transformative treatment – almost all medical treatments come with side-effects, often some very worrisome. But what does concern me is that the field desperately needs a renewed focus on studies that carefully and systematically measure the ‘downsides’ of psychedelics, including long-lasting harms as some patients have reported. From a public perspective we will have to temper our expectations in line with the evidence – psychedelics are not a silver bullet. In future, based on a better understanding of potential harms, researchers and clinicians can modify their treatment approaches, perhaps recommending that some groups of people avoid psychedelic treatments altogether.

One more caveat to the psychedelic revolution in mental health. Many psychedelic studies are ‘open-label’ – meaning they are not blinded: patients know when they are receiving psilocybin. This is problematic because of the powerful role of placebos in mental health. You may think a placebo would be silly in the context of a psychedelic drug; that people would realize whether or not they were on a psychedelic drug. That is often true in trials, and the best control group might be another euphoria-inducing drug like amphetamines. Yet typical placebos are not useless either – an inactive placebo can also induce psychedelic phenomena in some people. One paper on the topic has the wonderful title ‘Tripping on nothing’.205 In this paper, thirty-three people consumed a drug they were told would feel like psilocybin, in a group context enhanced by a typical psychedelic setting (music, paintings and coloured lights). The researchers measured typical psychedelic effects: bliss, feeling like you’re outside of your body, feelings of unity and so on. The scientists also had participants do typical psychedelic research study activities, such as drawing. To further enhance the placebo effect the scientists used ‘stooges’ like in the old adrenaline experiments – people who knew the purpose of the study and pretended to be under the effects of a psychedelic drug.

Are you reading this smugly thinking you could never be fooled into thinking you were on a psychedelic? Most of you will be wrong about that. Thirty-nine per cent of participants reported no effects at all of the placebo psychedelic. The majority (61 per cent) reported some effect of the drug. Some of the volunteers even showed effects as large as you would expect from a reasonable dose of magic mushrooms. One reported, while on the ‘drug’:

‘I didn’t feel anything until we were doing the drawings. And everything kind of dropped a little bit and maybe I had a headache … maybe, low energy … I think it was a sinking feeling. Like gravity [had] a stronger hold on me or something … mostly [in] my head. Specifically in the back of my head.’

Another said about their experience:

‘I had not been feeling anything until looking at this [painting]. It’s moving. The colours aren’t just changing; it’s moving. It’s reshaping itself.’

Still, others reported feeling relaxed, feeling ‘waves’ of the drug hitting them, experiencing heightened senses including more vibrant sounds and colours, feeling nauseous throughout the study, having minor headaches or experiencing changed perceptions of time. In one case, even after being debriefed about the lack of psychedelic in the drug, one volunteer felt ‘certain’ she had taken a psychedelic and asked where she could get the placebo again.

This means a placebo condition is crucial. In studies without a placebo condition, often with all the other enhancements (lights, music, drawing), it is impossible to know the extent to which the effects of psilocybin on mental health come directly from the placebo effect. As larger trials are published, and ideally a better understanding of who it benefits (and harms) emerges, optimistically psilocybin could represent a key new class of drug for mental health treatment for some people. It will just require figuring out who those people are.



Whether psilocybin is an effective treatment for most people with depression or a useful treatment for other mental health disorders is still debatable – there is a dearth of large, well-controlled studies, although smaller studies seem promising. But even if its clinical effectiveness was certain, psilocybin has important differences in how it changes the brain compared to antidepressants (despite targeting the same general chemical system, although in a very different way), meaning that there are other ways to change our beliefs about the world, our expectations about what is to come that the subtle shifts antidepressants instantiate.

Psilocybin (and potentially other psychedelics such as LSD) may cause a much grander disruption in what we expect about the world than the low-level perceptions adjusted by SSRIs. Some studies find that psychedelics may cause a ‘sensory overload’, increasing incoming, unpredictable sensory information206,207 and potentially simultaneously relaxing the constraints people impose on their beliefs about the world, according to a model suggested by Carhart-Harris and Karl Friston.208 The suggestion is that psychedelic drugs could weaken confidence in beliefs that have become maladaptive for your environment: for example, in depression, the unshaking conviction that the world is a disappointing place. This mechanism is different from the low-level perceptual shifting caused by antidepressant medication. But it is not unique in mental health treatment. In fact, I think it might have something in common with psychological therapy, some forms of which also endeavour to disrupt a patient’s strong, inflexible convictions about the world (when these beliefs have become unhelpful to that person). Recent work suggests psilocybin might increase ‘cognitive flexibility’, the ability to adapt one’s behaviour to a changing environment, an effect which endures for four weeks after taking the drug.209 Perhaps that explains why much of the recent psychedelic work examines the drugs in the context of therapy – challenging unhelpful, inflexible beliefs in therapy might be facilitated by drugs that make someone more sensitive to new information from the world, more flexible to changing situations.

Scientists who study psychological therapy and those who study drug treatments are often in separate camps. They think of these different techniques as key to recovery from mental health disorders, and some even think that the two approaches have little to learn from one another. But this is a false dichotomy. Drug and therapy treatments may be different but they also have a lot in common and can work in tandem with one another. Both psychological and pharmacological treatments for mental health disorders affect the brain in overlapping and distinct ways. The dramatic effects of psychedelics seem strange and new but in fact they may improve mental health via a similar process to some psychological therapies, which also work to alter beliefs and expectations about the world.







8.
How psychotherapy changes the brain



‘Focus on your breath,’ the teacher said. We sat as still as statues, trying not to move a muscle for thirty minutes. I was at a three-day yoga workshop in Manchester.

Periodically, our teacher would interject with helpful comments. ‘Let your thoughts drift away,’ she instructed. Almost on cue, thoughts popped into my mind like fat bubbles ready to burst. I could hear distant sirens, cars driving by, the tense breathing of the lawyer sitting next to me. I sensed she was counting down the seconds until she could rush off to the showers.

Have you ever tried not to move? If you’re trying very hard, it is an impossible feat. All you feel are the aches of your feet and ankles from not being able to uncross them, the soreness of your neck (you’d give anything to move your head), the discomfort of trying to maintain absolute stillness. After about fifteen minutes you start to lose sensation in different bits of the body, which is a relief. Eventually you lose all feeling of where your arms are in space (this sensation – called a loss of ‘proprioception’, the sense of where your body is in space – can also be achieved by being drunk, among other things). After thirty minutes you periodically vacillate between blissfully feeling nothing and un-blissfully feeling like you could not possibly hold still a second longer. Or at least I do.

If you meditate regularly you can probably tell by now that I am a very mediocre meditator, although I try quite hard (a bad sign). I was worse than usual at this workshop, which took place in 2021, because breathing dominated my thoughts intrusively. Breathing is usually meant to be a relaxing thing to focus on, but here my relaxation was peppered with worries that I or someone else breathing in this crowded studio might have COVID.

Although many people (myself included) try to use meditation to improve their mental health, circularly, meditation works much better when you start out relatively relaxed. Just when you need it most, when you’ve started thinking about a deadly pandemic, it becomes hardest to do.

I have practiced yoga almost every day for over a decade. I like learning to balance on one leg, to make strange poses, to forget about other bits of my life while I’m focusing on a hard position. But try as I might I am pretty lousy at meditation. So far I have found I am only able to meditate properly if I am physically exhausted. If not, I try too hard and it becomes impossible.


How to change your mind

The world over, humans practice ways to improve the state of their minds. The precise goals of these approaches vary somewhat, from liberation from one’s suffering (a Buddhist’s nirvana) to getting one’s work done in a more efficient, focused way (a capitalist’s nirvana). Some techniques, such as cognitive behavioural therapy (CBT), can be lifesaving treatments (for instance, reducing suicide attempts by 60 per cent in soldiers with previous suicidal ideation or attempts).210 Other psychological therapies, such as mindfulness-based cognitive therapy (MBCT), which derive loosely from ideas in yoga and Buddhist meditation, may be particularly useful at preventing future episodes of depression.

Today, most people encounter psychological therapy not in either of these settings – clinical or meditative – but via various popular avenues to enhance mental wellbeing, ranging from books and courses to self-help apps. These can vary quite a lot in quality and efficacy – there are over 20,000 digital mental health apps available, and for the vast majority, robust trials have not been conducted to assess whether they really work. But they all tap into our enduring human effort to think ourselves happier.

Clinical psychological therapies – and meditation and yoga – are relatively better understood. Psychological therapy is an umbrella term that refers to many different talk therapies, some given alone, some in groups, some in couples, but all of which aim to improve someone’s general functioning by helping each person reflect on and challenge patterns of thoughts and behaviours that may be contributing to worse mental health. As in Chapter 5, the effects of any treatment (whether drug or psychological) are amplified by an expectation that it will work – the placebo effect. But accounting for the placebo effect in psychological therapy trials is just about impossible. Unlike placebo pills used in medication trials, there is no equivalent placebo psychological therapy. To counter this there is a long tradition in clinical settings of adhering to ‘evidence-based’ treatments – therapies that are proven to be more effective than, for example, sitting on a wait list (though see Chapter 5), or (a better placebo) psychoeducation sessions. Of all the various types of evidence-based psychological therapy, CBT reigns supreme, particularly for depression – it is the most-studied, in many places the most commonly delivered and in some head-to-head studies the most effective psychological intervention for mental health problems, particularly depression and anxiety.211 (Note, however, that this is refuted by other studies which show relative comparability between different psychotherapy techniques.)212,213

The roots of CBT trace back to two central – and initially thought to be opposing – theories about how the mind works, called ‘behaviourism’ and ‘cognitivism’. According to behaviourists our behaviours have been conditioned by our previous experiences. If you do something that results in a positive outcome, a reward, you’ll do it again; if you do something that results in an unpleasant outcome you’ll do your best to avoid that behaviour in future. Conditioning certainly has a huge influence on behaviour. Many children have at some point touched a hot saucepan on the cooker and then have never done it again. We have all at some point gotten a vomiting bug that made us avoid whatever food we had had before being sick. To explain poor mental health, a behaviourist might attribute, for example, a patient’s extreme avoidance of social gatherings to past negative experiences in similar social environments. Behaviourism has had a considerable influence on mental health neuroscience. You will recognize many elements of this explanation throughout this book. Both animal and human experiments have, for a large part, involved measuring behaviour (and brain correlates of behaviour) in different mental health-related contexts, so the explanations that emerge naturally make reference to behavioural processes. We saw the advantages of this in Chapter 4 – behaviour is an objective measure and can tell us useful information about someone’s current and previous mental state. But behaviour is also sometimes insufficient to infer mental state.

True behaviourism rejects the importance of things like mental states – things that are not observable. This means that while behaviourist approaches can measure the actions resulting from particular mental states, behaviourism itself discounts the thoughts that drive these actions. This is problematic because the same behaviour might be driven by very different cognitive processes, making it impossible to guess someone’s cognitive state just from their behaviour. In contrast, acknowledging that a whole host of different cognitive processes can inspire the very same actions, cognitivism aims to describe and explain the various cognitive processes (perception, memory, emotion and so on) that create our mental experiences and influence behaviour. If all you knew about someone was that they avoided social gatherings, as a behaviourist you might think that that person had experienced unpleasant and stressful experiences in a social environment in the past, which conditioned them to avoid gatherings. But for that individual, avoiding social gatherings might be motivated entirely by anxiety of something bad happening in the future, even if it has never happened (or fear of getting sick from other people, or worries about leaving the house unoccupied, or some completely different cognitions causing the same exact behaviour). For a cognitivist, understanding what cognitive processes are leading to avoidance behaviour can differentiate potential causes and might be the key to working out how to reduce unhelpful avoidance behaviour for that individual.

Although behaviourism and cognitivism conceptualize the mind in rather different ways, they are clearly interlinked. Conditioned learning from our experiences in the world influences our mental state by affecting cognitive processes; cognitive processes such as attention and emotional state also affect what we learn from in the world, thereby altering our behaviour.

In CBT a therapist will help you notice unhelpful patterns of behaviour (like avoiding social gatherings) and unhelpful cognitions (like thinking that everyone judges you). Targeting both sets of processes, a course of CBT might at some point encourage you to start going to small and minor social events (a behaviourist approach – exposure therapy), and at other points discuss and challenge the idea that everyone judges you by helping you find evidence that most people aren’t judging you (a cognitive approach). Variations of CBT exist for all sorts of different mental health problems including eating disorders, obsessive-compulsive disorder, depression, anxiety disorders and so on. Together these approaches are able to change patterns of thoughts and behaviours, and in many people eventually improve mood, reduce distress and generally function more easily in life.



How does therapy work?

I put this question to my friend Caitlin Hitchcock, who is an accomplished scientist and clinical psychologist working on ways to improve psychological therapies. The way she sees it, CBT tries to retrain your model of the world – to update what you predict (and by extension experience) in your life. For instance, someone who is feeling depressed, disengaged, who has lost interest in life would be encouraged to gradually do activities that reconnect them with other people or values they find important, maybe find a hobby they can master. By testing out an activity like this they might experience a prediction error – a better outcome than they were expecting, just like the monkeys in Chapter 3. Because prediction errors drive learning they begin to learn the future is not as predictably dull and grey as they had thought. Eventually this re-learning can lead patients to recalibrate their predictions about the world more generally.

But therapy doesn’t work right away. Prediction errors need to build up. As with antidepressants there is some evidence that even a single session of online-delivered CBT results in more positive interpretations of ambiguous scenarios.214 Also like antidepressants, psychological therapy takes a while to work. But unlike antidepressants, the way you get there may be quite different.

In the cognitive theory of how antidepressants work (Chapter 6), antidepressants change your automatic interpretations of emotional events, your perception, the way you habitually and unconsciously process emotional information. In contrast, CBT is an effortful, conscious process where you are taught to be aware of and challenge biases in thinking. These different paths come with advantages and disadvantages. An advantage of CBT is that it does not stop working when you stop seeing a therapist. In therapy, Caitlin teaches people to recognize their ‘thinking errors’, such as when their thoughts are overly negative, moving immediately from a single unfortunate event to a general perception that all of life is miserable. She then trains them to move their thoughts along a path to a different belief. Even after therapy ends, some of Caitlin’s former patients say they hear her voice in their heads saying ‘that’s a thinking error’, and ‘I can move my thoughts down a different path’. For many people, long after stopping CBT, they are less likely to experience a future episode of depression.215

This ability of CBT to prevent future depression is a downstream effect of the changes in people’s brains caused by the experience of consciously re-evaluating their beliefs. Our brain is shaped by our experiences (Chapter 3) – the things we learn from (via prediction errors), and what we come to expect and believe about the world. By targeting these, psychological therapy alters the brain. CBT – and indeed, all psychological therapies – are inherently biological: they work via changes in the brain.

In one research study I directly compared the pattern of changes in the brain after a course of antidepressant medication with the pattern of changes following psychological therapy.216 Since antidepressants and psychological therapy are used for lots of mental health problems (not just depression) I included patients with many diagnoses given these common treatments: Obsessive-Compulsive Disorder, bipolar disorder, social anxiety disorder and post-traumatic stress disorder (PTSD). Across all these disorders the common region where antidepressant medication changed brain activity was the amygdala, a region involved in experiencing and perceiving emotions. In comparison, psychological therapy changed activity most of all in the medial prefrontal cortex, a region of the brain involved in attention and awareness of emotional state.217 Anatomically, these regions are separate, but have clearly related roles. In the brain they both form part of a brain network involved in emotion and mood experience, so psychological and antidepressant treatments might work by changing related but distinct aspects of emotion processing, such as perception (in the case of antidepressant medication) and awareness (in the case of therapy).

If psychological and drug treatments improve mental health via different routes it also makes sense that they may work on different people. For some people, targeting emotion perception directly with medication is a powerful way to improve mental health. For others, learning to employ the skills associated with psychological therapy works much better. There are also people for whom either one would work, and people for whom neither works particularly well.

In the case of CBT, sometimes, prediction errors are not enough to update someone’s model of the world. During a depressive episode, for example, negative beliefs and expectations might be so ingrained, so certain (‘precise’ in mathematical terms), that it is tough for any new information, via prediction errors, to shift this model of the world. In these cases, when the model won’t shift, a therapist might spend more time working out what drove such an ingrained set of expectations in order to destabilize them and make them susceptible, sensitive to new information (much like the Carhart-Harris/Friston theory of psychedelic action presented in Chapter 7).

Consider the circumstance that something unexpectedly good happens to your day. You might take that event to mean your day is going to be better than expected, or you might think you just got lucky. If you were experiencing depression, for example, you might be so confident in the certainty of your negative predictions that you discount any surprisingly good outcomes – prediction errors – as unrelated to the usual functioning of your world. In the context of therapy, if you were encouraged to try something you expected to be negative and found it had an unexpectedly good outcome, starting with overly precise predictions might lead you to interpret a positive outcome as serendipitous, coming from randomness in the world, rather than used as evidence to start to expect different outcomes in future. Or prediction errors might be attributed to some other source – not because your expectations were too negative in the first place.

Depending on how you interpret the surprise, an apparent prediction error might not change your model of the world at all – it can even exacerbate a negative model of the world. In an elegant theory, neuroscientists and psychiatrists Michael Moutoussis and Ray Dolan write that therapy can fail when someone assimilates new events into their existing negative beliefs (such as ‘I had a good day because the therapist is great, but I’m not’) rather than creating a new belief (‘life is better than I thought’).218

Imagine you have a phobia of crowds – you feel like something terrible will happen if you’re in a crowd. You feel this with such certainty that no matter what happens in reality it reinforces your belief that something awful will happen. When you are in a crowd your physiology reinforces this belief – a racing heartbeat, hyperventilation, feeling dizzy – because it feels terrible, and your association between crowds and something unpleasant happening actually strengthens. Even if one particular experience is not so bad you might attribute that to being there with the therapist and not generalize that not-so-bad experience to all other crowds. You might be overgeneralizing in one sense (all crowds make me feel atrocious and are therefore dangerous) and under-generalizing in another (that one crowd wasn’t so bad, but that doesn’t change how I feel about crowds in general).

When it works, techniques from psychological therapy challenge beliefs and expectations, encouraging learning. Two researchers in my lab, Quentin Dercon and Sara Mehrhof, led a study that found that one target of psychological therapy might be improved learning from negative feedback.219 We trained over 900 participants (with and without mental health conditions) to practice a technique called cognitive distancing, which is commonly used by psychotherapists delivering CBT220 and mindfulness therapies. We then measured what happened to their behaviour and emotions during a computerized reward learning task (which involved learning which symbol predicted a rewarding outcome). Cognitive distancing involves taking ‘a step back’ from one’s immediate emotional reactions to events, distancing oneself from any emotional reactions. When participants practiced cognitive distancing during the reward learning task they were surprisingly better at the exercise. This improvement was driven by participants increasing learning from negative outcomes, compared to people who were not practicing distancing. This suggests that cognitive distancing improves integration of negative prediction errors into one’s expectations or model of the world. This is one way cognitive therapies like CBT could improve mental health: training people to adaptively use – and not just react to – negative events.



Caitlin Hitchcock noticed an interesting pattern in who gets better from CBT and who doesn’t. Some people have a strong internal monologue, a sense of narration throughout the situations they find themselves in in life. For many (myself included), this narration is verbal. In some cases it is even ‘heard’ – an inner voice. For those of us with a strong internal monologue, when Caitlin asked in a CBT session to explain what they were thinking before or during an event, why they avoided the crowd, what went through their head in the crowd, and so on, they had access to this information. ‘What were you thinking?’ is a sensible question that they can answer. A large minority of people do not have an inner monologue. This is not a disorder, just different. It means that their thoughts are not easily verbalized, are not a clear narration; their internal world might be more dominated by imagery. When Caitlin asked these same sorts of CBT questions to someone without an internal monologue they struggled to answer anything about what they were thinking. ‘What ran through your head at that point in time?’ ‘I really don’t know’. People who naturally lack an internal monologue have a much harder time identifying maladaptive patterns of thoughts, a crucial first step to improving unhelpful thoughts and behaviours in this way.

Along with all other mental health treatments, apart from clinical insights like the above, we cannot robustly predict which treatment would be best for each individual person – even the basic question of whether medication or psychological therapy would be more effective. Given this failing you might think that a decent temporary solution would simply combine both treatments, targeting both neural paths simultaneously. Although researchers often argue which is better (depending on which school of thought they originate from), in real life most people receive some combination of medication and psychological therapy. This pragmatic solution may have benefits: pooling data from over 11,000 patients with moderate-to-severe depression, a recent meta-analysis found combined treatment was more effective than either treatment alone.221 Maybe the different but related neural targets of antidepressants and psychological therapy can actually enhance one another. Even if not, when you don’t know who will get better from what treatment, starting both treatments means people are more likely to get better (although you’ll never know whether it was one treatment, the other or the combination that successfully treated that particular person).

CBT and antidepressant medication have much in common – they both have the capacity to evoke small changes in thoughts and behaviours, which can build up over time to affect larger things such as mood. In the case of antidepressants these changes come from small differences in perception – your immediate interpretations of things in the world. In CBT it comes from a more conscious, effortful process to change the way you interpret your thoughts and environment. Both types of treatment also overlap with the way placebos work by profoundly changing beliefs and expectations about the world. If CBT is successful your model of the world shifts, from always expecting negative outcomes (in general, in a crowd, etc.) to a more balanced, flexible prediction model of the world which allows for the possibility of both positive and negative events, better matching the specific context in which they are applied.



Psychological therapy and physical health

Going about the world there is a clear division between treatments thought to work for mental health (antidepressants, psychological therapy, etc.) and things thought to work for physical health (surgery, physiotherapy, anti-inflammatory drugs, etc.). But in reality the distinction is not so clear. Anti-inflammatory drugs could be powerful treatments for some people with depression. Placebo surgeries can sometimes even cure physical conditions such as arthritis. Psychological therapies blur this boundary as well. Just as placebos have an amazing ability to change bodily health via the expectation system of the brain, psychological therapy, although best known for improving mental health, can also improve physical health in many circumstances. This is perhaps because CBT changes your beliefs and expectations – in the case of the body, your beliefs and expectations about your internal rather than external world.

You might normally only think of psychological therapy for mental health conditions: depression, anxiety, obsessive-compulsive disorder and so on. But psychological therapies can work for these conditions because they have the capacity to change the way we see ourselves in the world – the way our brain interprets our experiences and forms expectations. Because our sense of the physical condition of our body also comes from our brain, from our experiences, interpretations and expectations (Chapter 3), psychological therapies also have the capacity to change the physical self. This is very useful because many psychological conditions feel very physical in nature. In panic disorder, for example, most major symptoms are physical (hyperventilation, fainting, dizziness and so on).

Take conditions falling at the boundary of physical and mental health. In one condition at this boundary, patients experience unexplained falls, also known as drop attacks. These falls are debilitating and can result in serious injury. Like functional neurological disorders, however, they are not caused by typical disease or degeneration. Recent research on people with unexplained falls found that this condition may arise after patients have a traumatic fall due to medical or mechanical causes.222 The researchers postulated that the original fall (in combination with other biological and social factors) triggered an excessive attentional focus on and worry about falls (which may be entirely unconscious, mediated by automatic brain processing of bodily signals). This installs a belief that falls need to be avoided as much as possible, which is reinforced via behaviour as patients start to avoid environments or situations where falls might happen.222 When certain triggers are present, the brain’s previous representation of a fall is reactivated and can generate a drop attack. This becomes a vicious cycle: experience and fear of a physical symptom can perpetuate the very physical symptoms someone is trying to avoid.

But just because it is generated by this combination of experiential and psychological factors, these physical symptoms are not voluntary or faked. Like functional neurological disorders, drop attacks are physical symptoms caused by cognitive processes underpinned by biological changes in the brain. And because it is a different type of process from brain disease or degeneration, these types of symptoms may be particularly accessible to psychological therapy. Often, physical symptoms like this are found layered on top of existing diseases in the brain or body, such as multiple sclerosis, stroke or arthritis (see Chapter 2). The physical symptoms someone with a particular disease experiences can be exacerbated as well as instantiated via changes in their perception and expectations of physical symptoms.

You can see how this cycle of unhelpful thoughts and behaviours leading to physical symptoms might be addressed by CBT, despite the fact that they drive physical, rather than psychological, symptoms. In a therapy session Caitlin might help a patient look at how they appraise their physical symptoms – to change from interpreting physical pain or discomfort as catastrophic, to seeing it as less threatening. This is one of the most helpful things you can do during a panic attack – recognize that it is not a heart attack and you are not dying. Psychological therapy has the capacity to alter beliefs about the world, and our world includes the physical world of our bodies as much as it includes our external environments.

In people with long-term physical conditions (whatever the origin), a balanced approach to symptoms (acknowledging them, accepting them but not excessively focusing on them) can reduce their number or severity. Cognitive therapy is particularly helpful for these symptoms because of how challenging it is to acknowledge that our physical experience comes via mental processes. It goes against every intuition – we like to think we are in conscious control of our physical bodies, aware of our own actions and reactions. Even though I research this topic and think about it all the time, when I experience pain, nausea, headaches and so on, this intuition is unshakable. It is important to consider alternative explanations though, because for anyone who experiences disabling physical symptoms with cognitive origins, the acknowledgement that mental processes can drive physical symptoms is essential to recovery. In a large study of CBT for patients with functional neurological disorders the only measure that predicted whether or not an individual patient got better after CBT was acceptance of a psychological explanation for their symptoms.223 It is counterintuitive to suggest that your mental processes might be causing or enhancing many cases of physical pain, fatigue or discomfort. I should emphasise that I am not suggesting it is the sole cause. Identifying any source of disease or degeneration is essential, but even when there is an obvious external cause, accepting that cognitive factors might contribute to your symptoms is key to your experience of physical health



The mindful brain

And what of the people who don’t get better from CBT? While CBT is an effective psychological treatment for mental health disorders and some physical conditions it is not the only way therapy can change your mind. Mindfulness-based therapies use a different approach. Recently these approaches (in the broadest form) have soared in popularity as wellbeing interventions both for the general population and in clinical settings.

Mindfulness is the practice of focusing attention on present experiences (i.e., what I was not great at in that yoga class). Mindfulness techniques train a style of thinking that accepts without judgement one’s sensations and thoughts moment-by-moment, reducing connections between thoughts and their accompanying emotional or bodily reactions. Mindfulness can help slow down the ferocity of your thoughts, slow down what’s happening in your head – something other people might turn to alcohol or cannabis to do. Recent theories suggest this increased attention to moment-by-moment perceptions and sensations makes each sensation more specific or precise. This shifted attention reduces people’s certainty about their beliefs about the world. For example, paying attention to sensations moment-by-moment helps people realize they cannot control most events in the world – sometimes things just happen.224 Note this comes from a very different process than CBT, which trains you to actively practice challenging your beliefs about the world. For this reason, it might be more useful for certain individuals. Caitlin Hitchcock suggests that some people are more accepting of the idea that their thoughts don’t matter than the idea that their thoughts are wrong per se. So if someone says they’re a failure, in a mindfulness therapy context she might say: so what? Even if you have failed, does it have to define your life? Does this failure need to encompass all aspects of your identity?

Mindfulness is especially helpful after someone has recovered from depression to stop it coming back. Mindfulness-based cognitive therapy (MBCT) is commonly used as a relapse-prevention programme for people who have suffered from depression in the past but who are currently not depressed. Sometimes, even when CBT has been successful in the short-term at changing someone’s expectations, small changes like a new context can make the old maladaptive model of the world dominant again. Mindfulness teaches you to break up these negative thought networks using self-compassion and acceptance,225 or at the very least, blissful indifference. Downplaying this new context and responding in a kind, compassionate way to your distressing thoughts is another route to weaken your original maladaptive model.

By weakening an unhelpful model of the world you change how the brain interprets and controls your emotional experiences. In people taught to practice mindfulness inside a brain scanner, mindfulness was found to increase activation in the prefrontal region (associated with emotion regulation and decision-making) when the volunteers were expecting a negative image to appear on the screen.226 This could be interpreted as mindfulness tuning your conscious responses to negative information, improving acceptance, compassion, helping you think ‘so what?’ when anticipating something bad. The study also found that when volunteers were actually viewing the negative image while simultaneously practicing mindfulness, their brain activity in emotion processing regions, like the amygdala, was reduced.226 This could represent the immediate effect of mindfulness – diminishing the negative image’s salience, or importance, and downplaying its importance to your model of the world.

But – I am a prime example – not everyone is equally adept at mindfulness, even if they have practiced a lot. Some people are just naturally much more mindful. In studies, naturally mindful people* actually show less prefrontal activation in anticipation of the negative image than people who are not naturally mindful.226 This may be because naturally mindful people do not require the same amount of brain resources (in this study indicated by prefrontal activation) to perform the same level of mindfulness – here, the relatively difficult task of attenuating their emotional reactions to negative pictures. Shifting one’s attention to moment-by-moment thoughts and sensations, and decoupling these thoughts and sensations from emotional reactions, is an active, effortful process for most people. Still, for those of us who have to try a little harder, learning to practice mindfulness might be particularly important. It could help us stay balanced when encountering difficulties in life, maintaining good mental health and weakening a negative model of the world.

Mindfulness sounds wonderful, to me at least. It sounds, at worst, innocuous. You may think only drugs have side-effects, and certainly antidepressants as well as other psychiatric medications all come with a long list of potential side-effects, some of which are dangerous and many of which cause patients to switch or stop their medication. But all treatments come with risk, and mindfulness is no exception. It is often less well-appreciated that psychological therapies have the potential for adverse events – side-effects that aren’t usually listed on any warning label.

For instance, it is not entirely uncommon for people to experience anger and distress during or after mindfulness therapy. In people with traumatic experiences, among others, mindfulness meditation can even induce serious symptoms such as dissociation.228 Dissociation is an out-of-body experience caused by profound psychological distress – a bit like being outside your body looking in on yourself. Unsurprisingly, this experience can be scary and distressing. Many studies do not report whether or not patients experienced a side-effect, but of those that do about 15 per cent of patients experience dissociation.228 Be cautious with this statistic, though, as some other studies have found harmful ‘side-effects’ might actually be higher in wait-list control groups than mindfulness groups.229 On the other hand, too few studies systematically measure side-effects to know the true prevalence of dissociation; making matters worse, people who experience side-effects may drop out without follow-up from a trial, making estimates even more uncertain.230

Even if the prevalence of a side-effect, like dissociation, is relatively rare, how can a simple psychological technique produce brilliant, life-affirming effects in some people and cause distressing side-effects in others?

This is because psychological therapies and drugs share another thing in common. This is that people’s experience of the same treatment can be dramatically different depending on the state of their brain circuits. The opportunity (as in Chapter 6) is that differences in these circuits might differentiate people likely to get better from one treatment or another.

Sometimes these brain differences that dictate treatment response are observable at the level of behaviour, like people with certain clinical symptoms who might be more likely to dissociate during mindfulness therapy (trauma, obsessive-compulsive symptoms). Other times you need a brain scan to see why people respond differently to different treatments. This work is still ongoing but there is already evidence that patients who have particularly high activity in one region of the brain, the perigenual anterior cingulate cortex (meaning near the ‘knee’ of this arch-shaped region), while processing negative information tend to respond better to antidepressant medication but worse to psychological therapy. In contrast, patients with lower activity in this same region do not respond well to antidepressant medication but respond well to psychological therapy.162

Your genes and your lifetime of experiences will influence the baseline state of these brain circuits and therefore your response to treatment. Each of us can have a different reaction to anything that changes these circuits, whether a glass of wine, a dose of ’shrooms or focusing really, really hard on your breath. And this baseline state is not fixed – it can change at different times in your life, including immediately before treatment. In the latter case this can be exploited in modern combination treatments, enhancing someone’s response to psychological therapy by priming their brain with pre-treatment ‘boosters’.



Boosting treatments

‘Describe a recent time you were feeling depressed,’ is a common prompt that might begin therapy for depression. A lot of therapy involves dredging up the past, relying on your memories to describe and account for how you feel today. The problem with this is that it requires people to come up with specific examples from their memory. And memory itself changes when you’re experiencing mental health problems such as depression or PTSD. Your memories become more biased toward negative events, and they also become more generalized, less specific. That’s why this prompt might lead to the response, ‘well, my whole life has been a failure.’ Throughout CBT a therapist might ask their client to give an example of a thought they had, and many people would struggle with this, saying ‘it’s constant, I couldn’t give you one example’. This generalized style of thinking makes it extremely difficult for even a very experienced therapist to drill down into what made someone feel that way and identify patterns of unhelpful thinking and behaviour that could be improved.

A number of researchers, including Caitlin, are working on memory enhancements to improve therapeutic response. There may be some simple things a therapist can do to switch on a more useful way of thinking before starting CBT, boosting people’s ability to come up with specific memories. One of these is training patients’ autobiographical memory, helping people retrieve specific things that have happened to them in the past. Even if these specific experiences are negative, a tangible example rather than a generalized statement gives them something to work on in therapy. Ideally, training memory specificity would also help patients retrieve particular positive memories, which they could draw on when they need to challenge their general negative beliefs about the world in cognitive therapy. This memory booster could also help behaviourist components of therapy because overgeneralized memory makes planning for the future much more difficult. So memory training could help people come up with a plan, solidify examples of what might get in the way of their plan and execute the specific aspects of the plan. Memory training could be used by therapists to help people develop a style of thinking – essentially a more amenable brain state – that responds better to therapy.

Psychological boosters, like memory training, are an indirect method of making someone’s brain state more responsive to therapy—they affect the brain via external inputs (dialogue, practical exercises), rather than via direct chemical or electrical modulation. There are other booster techniques along these lines, such as adding rhythmic eye movements to exposure therapy to enhance its efficacy (these rhythmic eye movements are often referred to as ‘eye movement desensitization and reprocessing (EMDR) therapy’ – unfortunately, adding this booster was no better than typical exposure therapy in a recent trial for patients with arachnophobia).231 But there are also more direct ways to change brain state and make someone more able to engage with therapy. Medication is one of those approaches. This does not have to be a long-term course of medication like the common instance that someone is taking antidepressant medication while they also do a course of psychological therapy. Instead, medication boosters could combine a specific drug with the specific content or goals of a psychological therapy session to enhance the effects of therapy. For example, if a therapist decided that a patient would benefit from exposing themselves to new experiences – common to treat social anxiety, among other conditions – this exposure could be combined with a medication that enhances the neural basis of learning from experiences. Confining medication use to a particular therapy task would avoid the longer-term risks of medication while exploiting its short-term benefits on the brain. A guided short-term exposure to new learning situations, combined with a dopaminergic drug, could be a way of enhancing our learning and prediction system to eventually build up a more positive set of expectations about the world.

Psychedelics and similar drugs might hold particular potential as therapy-enhancing drugs, since they can cause such dramatic changes in your model of the world. Remember that in almost all psilocybin trials, psilocybin isn’t given alone – it’s given in the context of supportive therapy. Perhaps the reason some of these trials seem so promising is not the effects of the drug alone but the ability of the drug to enhance psychological therapy.

They might even work in a similar way to the memory booster by targeting cognitive processes that are crucial to that therapy’s success. For example, for some patients with PTSD the standard trauma-focussed therapy is challenging and even overwhelming. Particularly for those with severe trauma, engaging with therapy to contemplate and come to terms with such a horrible event is extremely difficult. In a large randomized controlled trial, researchers gave a dose of MDMA to patients with severe PTSD right before the patients had their psychotherapy session. They repeated this for three sessions. The researchers hoped MDMA would catalyse therapy, enabling patients to stay engaged with the therapy without becoming overwhelmed by their traumatic experience.232 The results were even better than they expected, as the combined MDMA-therapy reduced patients’ distress almost twice as much as placebo-enhanced therapy.

This is very promising, but not everybody would be keen to try MDMA-enhanced therapy. Luckily there are a number of other more subtle boosters being tested, from exercising right before therapy to delivering therapy at particular times in the day to match up with someone’s circadian rhythm. Even caffeine, nicotine and other legal drugs might help someone engage better with therapy. To find the best treatment for each individual person will require an overhaul of our current approach, especially the wide gap between our approaches to psychological and biological treatments. Understanding the psychological effects of medication and the biology effects of therapy will be one essential step towards bridging this gap.



Sometimes, the best way to get at disrupted physiology is indirectly – everyone knows that one of the most effective treatments for injuries is physiotherapy, either alone or in combination with treatments like surgery. For the brain, a highly effective indirect therapy is psychological therapy, which can be thought of as a targeted, albeit indirect, way of changing brain processes central to mental health – expectations and learning. Just as physiotherapy changes the habits and capabilities of the body, psychological therapy changes the brain by challenging ongoing unhelpful mental processes and exposing the brain to learning experiences. Together these help someone develop new, useful strategies of dealing with life’s challenges. Like other mental health treatments, when effective, psychological therapy can change your predictions about the world when these have become disrupted and interfere with your daily function. Like other interventions, therapy can sometimes have serious side-effects; along with dissociation, therapy can in some contexts worsen anxiety, depression and trauma-related symptoms. There are also reports of negative life changes in some circumstances (e.g., job losses), all of which fall under the broad category of ‘side-effects’.233 But after all these years of neuroscience, surely scientists have developed some way to manipulate the circuits of the brain more directly than psychotherapy, without the use of drugs? The answer is a tentative ‘yes’ – several ‘brain stimulation’ treatments do just this. In some ways, brain stimulation provides the most direct approach to remedy dysfunctional circuits in mental illness. So-called ‘neurohackers’ even use brain stimulation for life enhancement, such is the belief in its brain-ameliorating properties. It is a technique I have used for many years in my experiments, but even now brain stimulation engenders just as many questions about how mental health is encoded in the brain as it answers.


* This was measured with a questionnaire called the ‘Mindful Attention Awareness Scale (MAAS)’ which asked people to respond to statements like: ‘I find it difficult to stay focused on what’s happening in the present’ or ‘I find myself doing things without paying attention’.227










9.
Electric feelings



‘Sometimes I feel so angry I just want to throw it on the floor!’ Fatma* told me, pointing at the electrical stimulation device currently attached to her head. We were weeks into a clinical trial, this was maybe Fatma’s sixth half-hour session receiving brain stimulation for her depression, and the first time she had expressed such a strong view about the treatment. It was the first time she had seemed angry about anything at all – she had only been kind, profoundly sad and desperate to try a new treatment that might help her escape her long-term depression. ‘Are you sure you want to keep going?’ I asked her. ‘We can stop right now.’ ‘No, no, I definitely want to keep going,’ she said. ‘I think it makes me feel better afterwards. But, I just wanted you to know that I absolutely hate it, in case it helps your study.’

I nodded and duly noted her comments in my log of side-effects. This was the first time a patient in any of my experiments had mentioned hating brain stimulation. It was a newish technology that felt and looked weird. While some scientists thought it might be effective to treat depression, only a couple of relatively small studies had been run, so we didn’t know if the stimulation would do anything (which was why I was running a trial). I’d heard the occasional complaint from my volunteers before: boring, annoying, useless, along with people who claimed to feel substantially better afterwards. But hatred was new.

Several years later, when using this treatment had become more common around the world, I thought of Fatma as I received a phone call from a journalist writing for the New Scientist. A case report of two patients had just been published from a psychiatric hospital in Taiwan, and the authors claimed that anger could be a rare side-effect of electrical stimulation treatments for depression. ‘Have you ever met someone who felt anger as a side-effect from brain stimulation for depression?’ the journalist asked. ‘One person,’ I answered, thinking of Fatma’s fleeting hatred.

In the Taiwanese study, as in Fatma’s case, the anger disappeared as soon as the electrical stimulation ended – about twenty minutes after it had started. But the Taiwanese report detailed how the patients who experienced anger had subsequently shown substantially reduced depression. How could a small electrical current delivered through the skull make someone feel angry, or make them feel less depressed? Was it all a convincing placebo? Or were there hidden dangers – and maybe real benefits – to come from stimulating the brain?


The electric brain

At this very moment, every cell in your brain has a particular probability of firing. Firing is how brain cells send each other messages. An electrical signal travels down a brain cell and triggers the release of chemicals from one brain cell to another, triggering or suppressing the electrical signal in the next neuron. Some of your brain cells are firing already, some have just fired, and many others are in some intermediate readiness state, awaiting a signal to fire.

Because firing involves these electrical signals it can also be altered artificially by applying electricity. If a scientist delivers a jolt of electricity into a cell directly they can cause a neuron to fire, or if they deliver only a little bit of electricity they increase the probability that that cell will fire. In many experiments in humans these natural electrical patterns of neurons have shown to be altered using different types of brain stimulation. These are conceptually a bit like electrical stimulation approaches used to change or restart electrical signalling in the heart, another electric organ. Of course, all treatments for mental health conditions (medication, psychological therapy, exercise) actually change the firing of brain cells and electricity is not the only way you can change the likelihood a cell will fire – chemical or mechanical changes to a brain cell can have similar effects. But what brain stimulation can do that medication or psychological therapy cannot is target a particular region or circuit directly by changing the electrochemical behaviour of the cells where the brain stimulation is applied. For a scientist that means if you have a hypothesis that a particular bit of the brain is important in certain mental health symptoms, brain stimulation gives you a way to test that hypothesis by establishing whether changing activity in that part of the brain improves those symptoms. As a patient with a mental health condition it also gives you another option if everything else you have tried proves ineffective.

Stimulating the brain is usually more mundane than you’re probably imagining. In the less mundane cases, brain stimulation resembles a cardiac pacemaker – a surgically implanted device in the brain that delivers precise electrical signals to a small brain region to correct abnormal signalling over the long term. Patients can control this signal and turn it on or off using a remote control. Other types of brain stimulation may bypass the invasiveness of surgical approaches altogether and apply brain stimulation to the scalp, delivering a very small electrical current ‘transcranially’ (through the skull, as in Fatma’s case) or with a more dramatic shock, like a heart defibrillator.

There is one type of brain stimulation you have probably heard most about before now: electroconvulsive therapy (ECT). ECT delivers much, much larger doses of electricity to the brain than other types of brain stimulation – about 100 volts – which is enough to elicit a brief seizure. Despite its terrible reputation, ECT is more effective for severe depression than any other treatment. Its effectiveness is substantially higher than antidepressant medication234 or transcranial magnetic stimulation235 (another effective brain stimulation treatment we discuss below), even when compared to placebo ECT. Someone with depression has a four-times larger chance of getting better from ECT than from antidepressant drugs.234 Yet for various reasons ECT is rarely used, and its use continues to decline today.

There are few medical treatments with such a wide gap between how the public sees them and how useful they actually are clinically. ECT became infamous via One Flew Over the Cuckoo’s Nest, a 1975 movie that led to the widely held belief that ECT was dangerous, inhumane and used excessively. There have been many safety- (and, just as crucially, ethics-) related amendments to ECT delivery since the era in which the book and movie were written, but still the most common critique of ECT today is that the harms do not outweigh any possible benefits.

There are two main ECT harms cited: one is structural brain damage, and the other is memory loss. The first is more easily rejected. For the past seventy years scientists have been searching and searching for evidence of brain damage after ECT, measuring cellular to larger brain function changes – none has been found.236 ‘The scientific debate about ECT has been over for decades,’ wrote psychiatrists Sameer Jauhar and Declan McLoughlin in a debate in the British Medical Journal.236 That does not mean that the public debate is over – it continues on, strengthened by the convictions of clinicians and patients who have had terrible experiences with ECT.236 But the reason the scientific debate is over is because these terrible experiences are not supported by any high-quality neuroscientific evidence. To convince scientists you would need to show that ECT specifically causes brain damage compared to a control group, because brain cell death can happen naturally and (as we have discussed throughout the book) brain changes occur under many other circumstances and are not evidence of damage. Moreover, if ECT were associated with small microscopic changes to the brain you would expect people who have had ECT to have an increased risk of developing stroke237 or dementia238 associated with these changes, but they do not. In animals, ECT actually increases the birth of new brain cells (neurogenesis), particularly in the hippocampus. This is supported by human studies where a region of the hippocampus increases in size substantially following ECT, which could also be evidence of the birth of new brain cells.239 On balance, rather than brain death, ECT may be more likely to engender brain cell life.

The second potential harm is more grounded in truth. There is robust and convincing evidence that someone might experience memory impairments after a course of ECT. This is a serious side-effect. But evidence suggests these memory impairments are almost always short-lived. An analysis of eighty-four studies tracking twenty-four different memory and cognitive variables found that there is a decrease in cognitive performance lasting three days following ECT, but by four days, twenty-three out of twenty-four measures either show no difference or an improvement compared to pre-ECT; by two weeks, no variable showed a deficit and most had improved compared to pre-ECT, including memory.240

Remember, though, that these are conclusions about large groups (in that case, 2,981 patients), which is very encouraging scientifically, but as with all treatments (medication, therapy, psilocybin) there are side-effects experienced by individual patients, many of whom still report longer-term memory loss. It is essential that we do not dismiss the experience of these people nor anyone experiencing adverse events from a treatment they thought was safe. It is possible that subjective memory loss is due to depression itself, which is known to cause profound memory impairments,241 but it is equally plausible that an important side-effect occurs in a small number of patients and is just not visible in a large-scale study. An in-depth study to identify who experiences memory deficits, and why, could help doctors identify possible risk factors before treatment and better inform patients about the risks and benefits of ECT. Unfortunately neither this study nor the weight of scientific evidence about ECT’s effectiveness is going to change public perception. As I once overheard a psychiatrist say at a meeting: ‘We have lost the public battle with ECT, and no evidence is going to convince anyone otherwise – better that we just work on other brain stimulation treatments.’

To this end, since the early 2000s, various other types of brain stimulation have been approved by regulatory bodies in the US, UK and other countries as medical treatments. They are successfully used to treat depression along with several other mental health and neurological conditions; for example, you can use transcranial magnetic brain stimulation to test for nervous system damage after stroke, disease or spinal cord injury.

Although it sounds space-agey, applying electricity to the outside of the head with the aim of changing things on the inside is actually a very old idea. At the turn of the 19th century, Italian physicist and doctor, Giovanni Aldini, claimed that that mild electricity could treat some psychiatric disorders. Spurred on by this, in the late 19th century, electrotherapeutic clinics popped up all over Europe, typically offered at seaside spas and resorts.242 But soon, the effectiveness of electrotherapeutics paled in comparison to antidepressants and other medications discovered during the psychopharmacological revolution. After this, electricity as a treatment or wellbeing-enhancer largely fell out of fashion, replaced by drugs in the mainstream (and early forms of electroconvulsive therapy).

Today, brain stimulation is on the rise again. It differs in many respects from older forms: technical advances allow it to be more targeted to specific locations in the brain (often those shown in neuroscience studies to be implicated in particular disorders), using particular stimulation protocols that have been strictly regulated and safety-tested. Although nowhere near as commonplace as medication or psychological therapy, many clinics today use brain stimulation for treatment of mental health disorders, most commonly depression, but also a number of other conditions including obsessive-compulsive disorder and chronic pain. A series of seminal early neuroscientific studies on brain stimulation inspired thousands of scientific and treatment studies, including the clinical trial I ran for which Fatma volunteered.

Long before the electrotherapy clinics of the 19th century, physicians and scientists began using electricity more generally for medical benefit. Some ascribe its earliest clinical use to the Roman court physician Scribonius Largus around 47 AD, who used electricity to treat migraine and other painful conditions. To do this, Largus attached an electric eel to sufferers’ skin or directed patients to place their limbs inside a water tank of electric eels.243 Things got very slightly more sophisticated in the mid-18th century when Italian and German scientists used early forms of electric batteries to test whether zapping affected parts of their bodies with electricity might help to treat a range of paralyses and palsies.244 Their initial results looked promising – cures of paralysis and weakness, even in patients who had suffered for years.

Reports of the benefits of electrotherapy looked so promising that they quickly made their way to the American colonies. In Pennsylvania, one of the most important figures of the century, Benjamin Franklin, started to receive callers who, hearing of his expertise in physics, asked ‘to be electricis’d’245 for various ailments. Franklin found that electrocuting these volunteers caused only temporary improvements for their paralyses or other post-stroke symptoms, which he ascribed at least in part to the placebo effect. (It was eventually widely accepted that few profoundly impaired stroke or paralytic patients benefitted in the long term from electrotherapy.) Still, Franklin and many other remained more optimistic about the potential for electricity to cure other conditions and did have some successes, including a woman with probable functional (non-epileptic) seizures.245

Meanwhile, in Britain, a number of people with similar conditions also experienced successful electricity treatments. One patient who had been on crutches for seven years was able to walk following a single shock treatment.244 Another person’s near-total paralysis was cured.244 This didn’t square with Franklin’s observations of no long-term positive improvements in most patients, although it did support his smaller number of successes. In modern accounts the reason for these discrepancies is thought to be that the success stories might describe patients with functional neurological conditions who may have been more likely to recover following electricity treatments than patients with stroke or other paralyses.

When Franklin found short-term improvements in most patients he thought this was just a placebo, a hunch echoed by London neurologist Wilfred Harris who noted, ‘better effects are often to be obtained with a large battery, because of its greater impressiveness, than with a small one’.246 But as discussed in Chapter 5, placebos are powerful. The battery, and the electrical stimulation itself, was changing patients’ expectations about their body’s symptoms. One compelling hypothesis is that stimulating the brain or periphery to produce temporary movement of a weak or paralysed limb changed prior expectations about the body, enabling new learning to occur and symptoms to reduce.244 In patients whose disabilities were primarily driven by learning- and expectation-related disturbances this could even trigger full recovery.



Electrical stimulation today

I have had my brain stimulated many times. Being a guinea pig is part and parcel of being a neuroscientist. One day your friend needs to try out a new experimental setup, so you become their subject; the next day, you have a willing volunteer for your own experiment.

Transcranial electrical stimulation, like Fatma received, usually feels like tingling or sometimes a bit more intense – tiny needles stippling the surface of your scalp. In this setup, small electrodes (a few centimetres square) are attached to your head with gel or placed inside sponges to reduce the electrical impedance between the electrode and your scalp. Sometimes the bit of your head under the electrode feels warm or itchy but nothing dramatic happens – your muscles don’t twitch, you don’t suddenly become much cleverer (much to everyone’s disappointment the first time). The small zap of electricity this type of brain stimulation involves (about 2 millivolts delivered on the outside of the head) only has a mild effect on brain cells – it makes the population of cells near the stimulation more likely to fire and can induce neuroplasticity-related changes to brain cells, but does not typically cause brain cell firing itself, unlike other forms of brain stimulation.

A second popular type of brain stimulation called transcranial magnetic stimulation uses magnetic fields to cause a more substantial effect. Unlike the tingling of transcranial electrical stimulation, this type of stimulation feels more like a strong and sometimes annoying TAP TAP TAP. A large, heavy figure-of-eight coil is positioned precisely on the head and induces a magnetic field that causes brain cells to fire in small, specific regions of the brain. In a particularly fun neuroscience demonstration a scientist can position the coil on top of the motor cortex of the brain, which has different regions responsible for different body parts. When the coil points directly at the region of this cortex responsible for finger movements, your finger twitches involuntarily. It is completely painless, albeit surprising. A scientist could even twitch each finger of yours in turn by stimulating neighbouring areas of this region of the brain, one after another. This is very safe – it is just a momentary change in the firing of brain cells. As visible as the results of this stimulation might be, they evaporate as quickly as they arrive. Your brain reverts back to normal, your finger is yours again.

Because the effects of brain stimulation are temporary and reversible, if you want longer-lasting changes you have to stimulate the brain for longer. This means repeated zaps. Over time, repeated mild stimulation can cause changes in the brain’s electrical excitability that remain after stimulation has finished.247 Many sessions with repeated zaps and brain changes could remain even longer. This is the premise on which brain stimulation for depression and other mental health conditions rests.

There has been a wealth of modern research on the mood-enhancing effects of longer-term repeated brain stimulation techniques. In mental health treatment trials, transcranial magnetic and electrical stimulation most commonly targets a region of the brain located just above your temples that is underactive in depression – the dorsolateral prefrontal cortex. This region is part of a network that helps us direct our attention appropriately, engage our short-term memory and make decisions.

A common experience in depression is the inability to concentrate and make decisions. Most people experience difficulty concentrating sometimes (some more than others), but in depression a severe loss of focus and feeling frozen with indecision can be one of the most debilitating symptoms of all. By increasing activity in the dorsolateral prefrontal cortex temporarily (from its typically reduced state during these difficult tasks in depression),248 brain stimulation tries to improve the ability of people with depression to focus their thoughts and control their emotions.

In clinical trials for transcranial magnetic stimulation – the one that feels like a TAP – people with major depression typically go to a clinic about five times a week for several weeks to receive brain stimulation. Around twenty sessions of forty-minute-long transcranial magnetic stimulation decreases depression symptoms in many people,249 and the chances of getting better after brain stimulation are more than twice as high after transcranial magnetic stimulation as after placebo brain stimulation.250 Some newer approaches give shorter but more concentrated sessions: ten sessions a day for five consecutive days led to a dramatic reduction in symptoms for over 90 per cent of patients in one recent study.251 Typically, in both trials and clinics, brain stimulation is given to patients who have not responded to other treatments such as antidepressants or psychotherapy,252 which makes this level of effectiveness even more impressive; although like all treatments transcranial magnetic stimulation doesn’t work for everyone. Still, it is effective enough that many clinics now deliver transcranial magnetic stimulation and many patients have benefitted considerably. However, a pragmatic drawback compared to drugs or therapy is that the kit is very expensive, large and requires trained operators – not something most clinics can easily offer.

So in the study where Fatma was a patient we used transcranial electrical stimulation – a less-well-established but more portable and pragmatic way to increase activity in the same brain region, the dorsolateral prefrontal cortex. Initially, modern clinical trials using transcranial electrical stimulation looked extremely promising. In one of the first studies using this approach, patients with depression came to the clinic five times, receiving twenty-minute sessions of this mild electrical stimulation, which caused dramatic decreases in depression.253 It seemed plausible that electrical stimulation could work not only as a solo treatment but as an augmentative treatment, increasing the chances that a patient responded to other effective treatments such as psychological therapy.

Based on this, I spent most of my PhD trekking between depression clinics in London, delivering brain stimulation to patients like Fatma. We thought that by enhancing activity in the prefrontal cortex we could improve patients’ chances of recovery after cognitive behavioural therapy. We hypothesized the stimulation might help someone with depression engage better with therapy sessions, which can be challenging because they each involve paying close attention and difficult decision-making – the very things people with depression often find so challenging.

The experiment254 took years to run and involved an enormous amount of work from me, my PhD supervisor Jon Roiser, my close colleague, psychiatrist Chamith Halahakoon, and dozens of other scientists and clinical experts. But if you fast-forward through all that, the short story is that our hypothesis was wrong. The brain stimulation did not substantially improve the number of patients who got better after eight weeks of combined electrical stimulation and therapy compared to the number who got better with an identical placebo stimulation (who also received therapy). About 20 per cent more got better when they got brain stimulation compared to placebo, but those numbers were not significantly different so we cannot say for certain that it was any better than placebo. There are a few reasons why this might be the case. The most obvious reason is that, on average, it just does not work better than placebo (placebo works well; plus, everyone received therapy, which also works very well). Sometimes even a carefully crafted hypothesis is wrong. Another possibility is that it works a little bit but we would have needed a larger trial to measure this (for statistical reasons, you need more people to detect a small effect). I think between these two possibilities my hunch is that is just does not work at least not the way we thought it would – not on average.

Still, I should mention that there were some people who got better after the combined treatment who never thought they would. I remember one patient, Eric, saying to me: ‘Therapy has never worked for me before, antidepressants didn’t work, but after our brain stimulation sessions every week, therapy feels less useless; it’s actually helping.’

There were a number of patients like Eric who seemed to particularly benefit from the stimulation. When we looked at everyone’s brain scans we found out why. People who got better from the stimulation had high activity, closer to normal, in their dorsolateral prefrontal cortex before the treatment even started. In fact, the higher their prefrontal cortex activity, the more likely they were to get better. This was not the case in people who got placebo stimulation – there was no correlation between their prefrontal activity and getting better from placebo.

The brain stimulation worked on brains that were already relatively active in the region we were stimulating. Because we gave everyone the same amount of stimulation I wonder if the people who got better had brains that did not need much of a boost to become more excitable, while those who didn’t might have needed higher levels of stimulation or for longer – we really don’t know. Still, this was a potential biological reason explaining why brain stimulation worked for some people but not for others. If this is true we could fix this in future by varying the amount of brain stimulation to give to patients according to the baseline state of their brain – less for people with closer-to-normal activity; more for people with further-from-normal activity.

If the advantage of brain stimulation is being able to target different areas in the brain it should also be able to target different regions in different people. But transcranial brain stimulation is also limited by its location, as from the outside of the head it can really only get to brain regions that lie relatively close to the skull. Enhancing some of these regions, like the dorsolateral prefrontal cortex, can be useful for recovery from certain conditions. Many other important regions in the brain are not accessible, though. Regions like the amygdala (and other deep brain structures we have discussed that are involved in the context of mental health disorders) could not be safely and specifically stimulated by typical brain stimulation from the outside of the head. So instead of altering brain activity transcranially, some techniques go below the surface. Surgical deep brain stimulation involves implanting electrodes in particular brain structures and passing a current directly to those brain cells – a sophisticated version of the approaches described in Chapter 4.



Deeper brain stimulation

Originally, modern deep brain stimulation was invented as a surgical treatment for advanced Parkinson’s disease. One way to increase dopamine in the brain is to give someone a drug like L-DOPA. But these drugs do not always work and at high doses can create impairing side-effects. Several decades ago scientists discovered that surgically implanted deep brain stimulation could also approximately replace the role of dopamine in initiating movement. By placing tiny electrodes in the regions normally inhibited or excited by dopamine they could hijack the dysfunctional circuits in the brain, restoring their function to something much closer to normal. It sounds like science fiction but it has been used successfully in over a million patients worldwide and has been a lifeline for people with severe Parkinson’s disease, enabling patients to walk, talk and move more easily again.

In the early 2000s a group of scientists and surgeons led by neurologist Helen Mayberg was inspired by the success of this technique in Parkinson’s disease to run the first trial of deep brain stimulation for depression.255 The six patients in the first trial were ‘intractably’ depressed, which means they had not gotten better after four different treatments, including medications, psychotherapy or electroconvulsive therapy. The team of scientists implanted electrodes in a deep brain region, the subgenual anterior cingulate cortex, that Mayberg had earlier shown was a key region driving depression. This brain region increased activity when volunteers were sad, and decreased activity after successful depression treatment.256 This earlier work gave Mayberg and her team a reasonable target where they thought changing activity with electricity could causally change the mood of patients.

In four of the six patients in the trial, deep brain stimulation caused a ‘striking and sustained’ remission of depression.255 Every patient reported feeling a change in their mood during the operation itself – when the electrode was turned on they felt a ‘disappearance of the void’, or described a sharpening of visual details in the room or an intensification of colours. This was particularly remarkable because nothing had really worked in these patients before. And the region Mayberg and her team had picked was crucial to the antidepressant effect – in a given patient, the more activity in the stimulated region reduced, the better they felt. Not only was deep brain stimulation improving depression it was doing so because of its actions on the brain region stimulated – as their brain activity moved closer to normal, patients felt better and better.

Mayberg’s trial revolutionized the way we think about treatments for depression and other mental health disorders. All of a sudden, directly and specifically changing brain regions seemed like a plausible, feasible treatment for severe psychiatric disorders. Today this surgical deep brain stimulation approach is being tried around the world, and by placing electrodes in different regions has successfully treated patients with other neuropsychiatric disorders including obsessive-compulsive disorder257 and Tourette’s syndrome258 (because of the risks involved in surgery it is only ever tested in patients with very severe forms of these conditions for whom all other treatments fail).

Although it has been revolutionary, the road to direct brain-targeting treatments in mental health is not smooth. Like in Mayberg’s original trial, some patients implanted with deep brain stimulation for depression have shown miraculous recoveries and felt the stimulation was lifesaving. But since this earlier work, deep brain stimulation for depression has become mired in controversy. In 2013 the largest clinical trial of deep brain stimulation for depression was shut down by its sponsor when initial results did not look as promising as they had hoped.259 The trial failing caused wild speculation in the scientific and medical community. Anecdotal reports about side-effects from patients in the trial were leaked. Neuroscientists and psychiatrists heard whispers from their colleagues that deep brain stimulation for depression did not work after all, and maybe was even more dangerous than it was helpful – a throwback to brain stimulation’s dark origins. Many scientists started to think the previously miraculous recoveries were just yet another example of an extremely strong placebo effect. And to be fair, placebo contributes to the effects of every treatment, but the more unusual and invasive a treatment is (‘the bigger the battery’), the stronger someone’s expectations about recovery might be.

But then something interesting happened to the patients in the failed trial. Although no new patients got deep brain stimulation electrodes implanted after the trial was halted, the ones who had already been implanted with electrodes were allowed to keep going and were followed up for months and years. Over this time, more and more started to recover. Two years later, half of the patients – a huge number in this severe a group – had substantially reduced depression.259

This study is a good example of how difficult it is to run a clinical trial: pick too early an endpoint and your trial gets declared a failure; a useful treatment could be lost forever. But deep brain stimulation is also an extreme example of a mental health treatment that is right for some and wrong for others. The negative stories were true, in part: some patients implanted with stimulators got worse or their electrodes developed infections; some died by suicide. Figuring out what causes these dramatically different effects of the treatment, and how to reduce any side-effects in future, is absolutely vital.

As with transcranial electrical stimulation, what deep brain stimulation does to the brain and whether that helps someone’s depression (or symptoms of any other mental health disorder) is closely coupled to their original brain state. This simple fact might be a major contributor of variability in whether an intervention seems to ‘work’, even for treatments like antidepressants and therapy. Brain stimulation should be better able to address this problem because the amount can be tweaked, but one of the biggest roadblocks preventing personalized brain stimulation is that it is very difficult to assess each person’s brain activity in real time. In my study we had an assessment at baseline – an fMRI scan before they started the treatment. But people’s brain activity might change from day to day or from moment to moment, and knowing what it was like at that precise moment could allow brain stimulation to be turned up or down depending on the brain’s current state.

The idea of personalized medicine has recently become reality in deep brain stimulation, where implanted electrodes can monitor as well as stimulate specific brain cells’ activity. This approach is still in very early days. A single patient whose depression had not responded to any other treatment received an electrode that ‘listened’ to her current brain state and modified the amount of electricity delivered according to the brain’s current state.260 This enabled a nuanced treatment that was tailored not only to this patient’s brain but to the day-by-day fluctuations in activity in her brain. It was undoubtedly a success for this patient but it was extremely effortful to achieve, involving surgery and many recording sessions, and its ability to treat on a larger scale is still unknown.

Deep brain stimulation holds potential for patients at the end of the line – patients who have run out of other options. Like every other effective mental health treatment, deep brain stimulation may be no better than placebo for some patients. In the case of a treatment that involves surgical risks, identifying who these people are and optimizing how their brain is stimulated is an urgent priority for my field.

My hope is that in future the ‘right’ patients will still be offered this higher-risk option. The best evidence is that it works well for some people; people who have no other treatment options but who might find hope with this one. For everyone else I think non-invasive brain stimulation approaches, with their inability to target deeper regions but lower risk profile, could eventually become as commonplace as medication and psychological therapy. An intermediate option may also be on its way, as new non-invasive brain stimulation types are currently being developed that may be able to target deep brain regions like the amygdala without surgery.



Better than normal

It is only rational to imagine that if brain stimulation can improve the brains of people with mental health and neurological conditions, could it improve a well brain – make your brain better than normal?

In the 2010s, electrical brain stimulation experiments inspired a number of ‘neurohackers’ performing at-home experiments and trials on themselves. Neurohackers bought non-medical devices from the internet or constructed self-built kits using a 9-volt battery in the hopes of improving their normal mood, their cleverness or even their video-game prowess. You can see the appeal – like smart drugs, a way of boosting your natural abilities.

I spent some time reading the advice of neurohackers when I first started researching brain stimulation (around 2012). People shared their setups, recommending daily or even multiple-times-a-day stimulation, trying various brain regions – some untested. It was impressive how thorough everyone was, how well-documented every tweak was that they made to their construction, setup and delivery of brain stimulation. And their successes: they wrote on forum threads that they became unbeatable at particular video games; that their grades at school increased from Cs to As. Some had struggled with anxiety and low mood but it no longer troubled them ever since they started stimulating their brains.

I know what you’re thinking. They are all just experiencing massive placebo effects! And, well, that’s probably true for many. There is very mixed evidence about whether mild electrical brain stimulation could cause a dramatic change in any of these things, over and above the amazing expectations you might have when you strap an electrical stimulator onto your forehead. When done in a controlled research setting some cognitive and mood benefits seem to exist, although they are a bit more subtle and/or variable than first thought. But even if it were proven beyond doubt in the lab, the methods used by neurohackers often have only a vague correspondence with the neuroscience studies they purport to emulate, and because they rely on captivating anecdotes, which cannot account for the enormous placebo effects conferred by brain stimulation, their results can appear to far outstrip those of any a laboratory experiment.

Trying out new and untested setups can also lead to unanticipated side-effects. In neurohackers, scalp burns are common, occurring when the intensities are exceeded or delivery setup misapplied. I’ve read about one person losing colour vision (I have no idea if that is even possible from their setup) – the recipient was convinced it made his vision permanently black-and-white. This side-effect has never been reported in the enormous number of laboratory studies, so it could be unrelated to the stimulation or some sort of ‘nocebo’ effect, but it could also be a side-effect of an unusual stimulator or setup used by the neurohacker.

Nocebo or not, negative side-effects do not seem to have dampened these enthusiasts’ excitement for brain stimulation techniques or for scientists to start delving into different ways of stimulating the brain to directly enhance circuits of the brain implicated in mental health. I am of course guilty of this myself, since I find the topic very exciting. Some brain stimulation approaches may turn out to be transformative for mental health treatment and some may turn out to be a wild goose chase – honestly, I am still working out which one is which. For now, my recommendation is not to build an at-home electrical stimulator and see what happens. If you are interested in self-experimentation you can volunteer for an experiment with a lab near you. Or if do-it-yourself is preferable it would be far safer to base it on the next two chapters in the book, an old but eternally popular method to change your mental health by changing your bodily systems: from your digestive system, to your sleep, to your exercise routine.


* All patient names are changed.










10.
Is there a mentally healthy lifestyle?



Most people will never experience depression severe enough to consider a course of ECT. Yet almost everyone will experience ebbs and flows in their mental health that lead them to think, what could I do to make myself happier? If you ask this question, most people will glibly reply something like ‘Oh, I’d be happier if I was a millionaire.’ The reality is that if the average person won the lottery, quit their job and moved to the countryside, yes, they might experience an immediate, short-term improvement in mental health. Eventually, though, as people become accustomed to their new lifestyle their wellbeing returns roughly back to where it began.

This isn’t just an anecdote to make those of us who aren’t millionaires feel better. In general, depending on what statistics and measures of happiness scientists use, most studies show that happiness does actually improve when income increases from low to medium levels (relative to each country). But after incomes reach average, some studies suggest that any possible increase in happiness flattens considerably: at least some people become ‘satiated’ at a certain income level. In fact, depending on which measures of happiness you use, after this point happiness may even start to decline. In western Europe, for example, people who earn the equivalent of £145,000 per year are less happy (according to various metrics) than those who earn £73,000.4 Our happiness is known to adjust to its circumstances even after very meaningful events, good or bad. This phenomenon is called hedonic adaptation. Although hedonic adaptation could diminish our happiness gains resulting from high incomes, it also helps us keep going amidst catastrophic situations and traumatic events.

Some life circumstances supersede any additional lifestyle influences on happiness we will discuss. Circumstances such as poverty, disease, war, abuse and many more. It is no mystery why someone experiencing ongoing trauma has poor mental health. It’s much more of a mystery why the majority of people who experience horrible things remain mentally healthy.261 In mental health science, as we discussed in Chapter 3, this property is known as resilience. Just as there are risks for developing a mental illness (such as a history of trauma), there are also protective factors – properties of your brain that can defend your mental health, even in the face of enormous challenges.

Resilience is a bit like an immune system for your mental health. And just as there are things you can do that improve your immune system, there are factors that strengthen your mental immunity (you won’t be surprised to learn that some of these factors are shared between physical and mental ‘immunity’). There are also genetic influences predisposing people to react in more or less resilient ways, but there is still much about resilience that is under the influence of your controllable environment – including the internal environment of your body.

This is why people claim to improve their wellbeing by changing some aspect of their body, whether diet, fitness, surgery or even more experimental measures such as faecal transplants. Scientists and non-scientists alike have long attributed protective factors for mental and physical health to particular exercise and diets. Hippocrates (c460–370 BC) wrote that ‘eating alone will not keep a man well; he must also take exercise’. Today, some scientific evidence extends beyond prevention of mental (and physical) illness to preserving and improving mental wellbeing more generally.263 But how can what you eat or what you do impact your mental health?

To explain how lifestyle changes can (in some cases) improve mental health, let’s return to Chapter 1’s example of a bodily state that worsens mental health: chronic pain. Experiencing chronic pain worsens mental health partly for the obvious reason that experiencing pain itself is uncomfortable, and this discomfort makes people unhappy. But the association also emerges because pain is much more than short-term discomfort. Chronic pain changes brain regions and networks that have a key role in maintaining mental health. These changes may make sufferers vulnerable to circumstances that could set off poor mental health.

Resilience is the other side of this coin. Something that improves your body’s state in the short term (rest, food, shelter and so on) should improve your mental health not only because you stop being tired, hungry or cold, but also because in doing so it enhances your ‘mental immunity’, perhaps by changing brain activity in the regions that are jointly responsible for bodily and emotional homeostasis (see Chapter 2). That is why taking up exercise, a new diet or stricter sleep habits are all popular approaches to try and improve mental wellbeing – they are ways to improve the body’s state and, in some cases, preserve or restore mental immunity. Even in the absence of a mental illness, most of us could benefit from cultivating mental immunity to whatever challenges one will face in life.

Perhaps because these lifestyle changes are so popular – they seem self-evidently ‘healthy’ and ‘good’ – most people do not dig into the science before embarking on a new exercise regime to improve wellbeing. Still, the science is beginning to show that lifestyle interventions can cause changes in some of the same brain circuits altered by more established medical treatments such as drugs or psychological therapy. Perhaps also because lifestyle interventions feel so self-evidently good they are assumed to work for everyone and come with no real side-effects. This may not always be the case. Like other routes to improve mental health, the science also shows that lifestyle changes are effective for many but dangerous for a few. Their true potential may yet be uncovered, as science is still discovering when and how to change someone’s lifestyle to best benefit their mental health.


Change your body, change your mind

‘Exercise just makes me feel better, more energetic, happier!’

How many times have you heard this common, annoying claim from the devoted gym-bunny? To some it sounds like a fib, something the gym-bunny tells himself to justify doing something briefly dull or unpleasant but societally valued. But a reasonable number of people would secretly agree with this sentiment, even if they might not always act on it or broadcast it in quite such a self-satisfied way.

‘The habit of the mind is impaired by faulty customs in food, drink and exercise,’ wrote Galen, a Greek physician and philosopher (c129–200 AD).262 Galen wrote extensively about the role of diet and exercise in physical and mental health. He thought that health was under the control of a number of external factors: air, food and drink, sleep, exercise, digestion and elimination, and emotions263 (a reasonable list even today).

Galen also believed that all of these health-promoting factors had an optimal dose – that even healthy things required moderation. He thought the right dose was different for different people. For example, the amount and intensity of exercise should be based on every individual’s baseline physical fitness, like adjusting a medication dose for someone’s weight or tolerance. Galen assessed dosage by noting how breathless people became during different activities, remarking that what was exercise to one person might not be exercise to another: ‘…those movements which do not alter the respiration are not called exercise. But if anyone is compelled by any movement to breathe more or less fast, that movement becomes exercise for him’.263 Galen’s views on exercise stayed influential for centuries. We have a similar conception of what counts as exercise today, including the idea that different activities may feel like exercise or not depending on your fitness level.

Modern studies show that exercise (either alone or in combination with another treatment, such as medication) can be extremely beneficial for certain conditions, particularly depression. Across twenty-five randomized controlled trials, exercise, particularly ‘moderate and vigorous’ aerobic exercise, had a large antidepressant effect.263 There are big differences between studies, however. Many studies are relatively small and might not be representative of all patients. Different studies include different sorts of people (non-depressed, mildly depressed, diagnosed with major depressive disorder), and also prescribe very different exercise regimes. So while one large trial reported no effect at all of adding physical activity to the care of patients with depression,264 this could be because the people in their trial were more depressed than most previous trials (so perhaps exercise works better on the mildly depressed); or because other (positive) trials were smaller and included many people who wanted to exercise, corrupting the findings; or even because the type of exercise the negative trial encouraged was less intense than some of the other, smaller trials. Taken together it is clear that ‘exercise to improve mental health’ is not as straightforward as it seems, in both the specifics of exercise and the specifics of mental health matter.

The gym-bunny does have a point, though. One large study found that across 1.2 million people, those who exercised experienced better mental health. Specifically, regular exercise was associated with 43 per cent fewer days of poor mental health (self-rated) in the past month when compared to otherwise similar people who did not exercise.265 The positive relationship between exercise and mental health was true across all ages, in both sexes, across all ethnic groups and all levels of household income. It was also true no matter what exercise someone did there was always a benefit for mental health, although it was particularly strong for team sports, cycling and aerobic or gym activities.

This study is one of the latest of a long line of studies showing that people who exercise more feel better. But of course these particular results are correlational, and if we didn’t have earlier randomized controlled trials a very sensible conclusion to this study would be that people with better mental health are just more likely to exercise. Actually, this direction of causality is true but unlikely to account for the entire correlation. We know that because the authors carefully balanced their exercise and no-exercise groups statistically in their analyses, to account for any differences in age, race, gender, marital status, income, education level, body-mass index, physical health or previous depression. It is therefore a sensible interpretation to say that the strong association between regular exercise and mental health is, to some degree, causal.

Forty-three per cent fewer days of unhappiness seems like a pretty substantial number of days. But if you despise exercise you can console yourself that even this big difference is the equivalent of only about one-and-a-half more days of happiness per month compared to people who do not exercise. That seems like a pretty small gain. On the other hand, an extra day and a half of happiness is actually a bigger effect than other things that you might expect to improve wellbeing. To use the income example again, the difference in income between £11,000 to £38,000 – a massive pay rise – is associated with less than one extra day of happiness. That means regular exercise is associated with more than twice as many days of happiness as moving from having a low to a middle income in a rich Western country (this data was from the US).

This effect gets even bigger in some groups. For example, in people who had a previous diagnosis of depression, those who exercised experienced almost four more days of better mental health per month than people who did not exercise. And for some exercises – yoga and tai chi – there was an even greater improvement in mental health than other exercise types such as walking (yoga and tai chi practitioners experienced a 23 per cent reduction in days of poor mental health over the previous month compared to not exercising at all).265

Before you throw down this book to go take some exercise, you might want to take stock of how frequently you already exercise. Although this study showed a large benefit of exercise overall, this benefit was actually only true up to a point, a sweet spot: forty-five minutes of moderate or vigorous exercise (or seventy minutes of light exercise) between three and six times per week. People who exercised more than that (e.g., more than two hours) experienced fewer days of happiness than those who exercised a bit less. In fact the too-frequent exercise group had happiness levels that looked pretty similar to those who exercised less than three times a week. So the modern conception of more is more when it comes to exercise may not be true for wellbeing.

More exercise is associated with better mental health up to a point, after which the association might reverse. If there is a causal relationship behind this association, this echoes Galen’s warning that ‘when, for example, the body is in need of motion, exercise is healthy and rest morbid; when it is in need of a break, rest is healthy and exercise morbid.’ His solution? ‘Exercise should cease as soon as the body begins to suffer.’

Hidden mental health factors might also be driving the association between very frequent exercise and worse mental health, at least in part. In every study there are always unmeasured factors that cannot be accounted for statistically. Here, these factors are other mental health symptoms (not depression, which was measured and therefore accounted for). So, for example, if someone exercises very frequently because they have eating disorder symptoms but they have not experienced depression, their mental health problem would be unaccounted for in this data and that could be driving this association. The same could be true for other aspects of mental health that drive compulsive exercise habits, such as obsessive-compulsive symptoms. So in fact, the group engaging in the very highest level of exercise may include a greater number of people with an additional mental health burden, leading them to rate their happiness as lower.

I actually found myself in this too-frequent exercise category when this study first came out. I am an example of someone who exercises more frequently when I am feeling stressed. In the early months of the pandemic that meant twice a day, every day (it was also one of the only reasons we were allowed to leave the house in the UK). I’ve met many people over the years who fall into my category: people who exercise to feel less anxious, less uncertain; people who accelerate their exercise in challenging times. It stands to reason that this tactic could be useful to a degree.

I think there is currently enough evidence to claim that moderate exercise improves mental health in many people. But then the real mystery begins – why? What about exercise has the capacity to change mental health? Is it the changes to your body that occur from exercise, or some mental process that goes along with it: the feeling of physical accomplishment, for example?

Exercise – and physical activity in general – has wide-ranging effects on many brain functions. There are a number of neurotransmitters and hormones released during and after exercise, one of which we have already mentioned (Chapter 1): pleasure-related endogenous opioids, which are thought to at least partially underpin the effect of exercise on short-term hedonia, as well as increased pain tolerance.32 But the longer-term effects on mood may need to be mediated by longer-term changes in the brain. One possible explanation cited for this is changes to the number of neurons themselves. Exercise increases the size of the left hippocampus,266 a structure crucial in memory, as well as the prefrontal and anterior cingulate cortices, involved in decision-making and self-regulation.267 In depression, by contrast, these structures all show reduced size.268 There is only so much we can guess from general size changes in brain regions, but animal experiments suggest that the reason exercise changes the size of brain structures is because exercise increases growth and survival of brain cells. So one theory is that exercise might counteract or prevent a reduction in brain size, which could induce longer-term effects on mental health.

This is only a suggestion because the birth of new brain cells cannot be measured directly in humans. Like other biological processes we can only measure proxies for neurogenesis, such as increased volume or blood flow, which in reality could mean many things. Still, the evidence that exercise causes increased blood flow in the human brain in the hippocampus is coupled with evidence in mice showing that the same measure was associated with increased neurogenesis from exercise.269 Moreover, a direct brain route is also unlikely to be the only way exercise improves mental health. For example, exercise also reduces inflammation in the body,270 which itself could alter mental health via the body-brain processes discussed in Chapter 2. This is only a very brief overview, but cumulatively this work suggests that there are both peripheral (body) and central (brain) effects of exercise, which may mean that its effect on mental health comes via multiple biological routes, many of which are still largely unknown.

There are also several explanations for how exercise affects mental health that do not account for biology. For example, exercise is thought to improve the psychological factors of self-esteem and ‘self-efficacy’, the belief that you can achieve a specific thing.270,271 Both self-esteem and self-efficacy are associated with lower risk of depression270,271 – they are resilience factors that help protect mental health. Improved self-esteem and self-efficacy could boost the mental health immune system, protecting against depression. How these psychological factors interact with or are mediated by the biological effects of exercise (such as neurogenesis or inflammation reduction) is unknown.

We know that exercise changes several facets about the brain, body and thinking styles that relate to mental resilience. But we do not know for certain why exercise improves mental health. Unfortunately there have not been enough large, comprehensive studies in humans to understand why these changes might increase happiness or how they change various mental processes (drive, learning and so on) associated with better mental health. There remains a big gap in the scientific evidence.

Perhaps for someone who loves to exercise it doesn’t matter how it works, because it just does. In that respect exercise is one of the most and least appealing ways to improve your mental health. ‘Most’ because, at the surface anyway, exercise seems relatively easy, comes with few concerning side-effects (unless you already exercise a lot) and is cheaper and more accessible than any drug, psychotherapy or brain stimulation. ‘Least’ because exercise is effortful and takes time and motivation that not everyone has in spades. Sometimes the very symptoms common to depression and risk of other mental health disorders – anhedonia, fatigue, pessimistic beliefs about the future, lack of drive – actually make exercise much harder to do and make it feel much less worth the effort. For some people it may be genuinely more difficult to ‘just’ try exercise than to seek other treatments for depression, or exercise may only be possible after another successful treatment to reduce the very symptoms making exercise so difficult.

Luckily, exercise is not the only lifestyle intervention with effects on mental health. The second example is something even people who hate exercise will agree is wonderful. It is also one of the first and most crucial aspects of someone’s life: sleep. When sleep is good it has the capacity to preserve mental resilience. When it is poor it can precipitate worse mental health, even in otherwise healthy people.



We all know the catastrophic effects of a bad night’s sleep. Your memory and concentration degenerate. Your mood plummets. Even your sensitivity to pain worsens. You might think this is so obvious it did not need science to confirm it. Not to be put off by this, scientists have sleep deprived many generous volunteers and carefully measured their mental health symptoms: anxiety, depression, general distress. Unsurprisingly, mental health definitely worsens following acute sleep deprivation in people without any current mental health conditions.272

You may have experienced some or all of the above symptoms after a long night out (or in, for those with babies or insomnia). More unusually you might have started to see or hear things that weren’t really there. This happened to me once, when I was nineteen. I heard some indecipherable voice or voices while sitting in my college room. I’d been awake for more than 24 hours at that point. I remember thinking that it wasn’t real – that the voices were in my head – but it was disconcerting all the same, and I was relieved it did not return the next day. This is called a psychotic experience, and they are known to be brought on by sleep deprivation. ‘Psychotic experiences’ include delusions and hallucinations (auditory, like I experienced, but also visual or even other sensory hallucinations).273 Although they are typically associated with schizophrenia there are also other explanations for psychotic experiences. Between five and six people in a hundred will have a psychotic experience at some point in their life,274 over 300 times greater than the number of people who will experience a psychotic disorder like schizophrenia.

In one study, when volunteers were restricted to four hours of sleep for three nights for a week, psychotic experiences including feeling paranoid and experiencing hallucinations became far more common compared to a week of normal sleep.273 Restricting sleep also increased negative mood and worry, and worsened short-term memory. Most interestingly, these changes in different symptoms were not independent from one another – people with worse mood after sleep deprivation were more likely to go on to experience paranoia and hallucinations. One interpretation of this is that sleep restriction or sleep problems causes psychotic symptoms in part by first exacerbating other symptoms of poor mental health.

Sleep problems also play a key role in mental health disorders. Over 90 per cent of people with depression report an impairment in sleep quality.275 Some researchers explain this in a risk model – insomnia may be a risk factor for developing mental health problems, and for relapse after initial recovery. Conversely, better sleep may be protective against mental health conditions and could be a resilience factor, helping mental immunity. For instance, people who go on to experience a trauma are more likely to develop post-traumatic stress disorder if they had sleep difficulties before experiencing the trauma.276,277 For many people there may be circular causality, with worse sleep encouraging mental health problems and mental health problems contributing to worse sleep (and so on).

This sleep-mental health pattern is not specific to just one or two groups of symptoms, like post-traumatic stress and psychosis. Poor sleep appears to be a risk factor and good sleep is a resilience factor for several mental health conditions: in a sample of over fifteen thousand people surveyed before and after military deployment, pre-deployment insomnia was associated with higher odds of developing post-traumatic stress disorder, depression or anxiety following deployment.276 Polysomnography measurements have shown sleep disturbances are present in almost all mental health conditions.278 Ninety-two per cent of people with depression report disrupted sleep, and both hypersomnia and hyposomnia (too much and too little sleep) are common, sometimes in the same person.279 Three-quarters of people with anxiety disorders report disrupted sleep; in this group, sleep predicted subsequent recovery from PTSD five years later, with 56 per cent of those without sleep disturbance remitting from PTSD but only 34 per cent of those with sleep problems remitting.280 Eighty per cent of patients first diagnosed with psychosis have at least one sleep disorder.281 The co-occurrence of sleep disturbances across mental health disorders suggests poor sleep may be a general facet of poor mental health, sometimes called a ‘transdiagnostic’ factor – a factor that jointly contributes to many mental illnesses rather than just one.

Disrupted sleep affects mental health by changing the brain processes that normally support mental wellbeing, including those we have talked about throughout this book. Sleep deprivation causes impairments in cognition – attention, language and memory282 – and also causes an increased sensitivity to pain, including heightened chronic pain symptoms.283 Experience of unpleasant bodily sensations also increases – sleep deprivation causes people to report more stomach pains, muscle aches and forehead tension.282

What this means is that if you experience a life stressor that disrupts your sleep, such as an illness, a trauma, a distressing life event, the sleep disruption itself could cause biological susceptibilities to worse mental health. There is variability in the degree to which sleep affects your mood, cognition, fatigue and bodily symptoms, so there are probably some people who are particularly susceptible to worse mental health after sleep disturbances. When combined with sleep disturbances these vulnerabilities could result in symptoms across a whole host of disorders affecting both brain and bodily systems. For example, sleep disturbance is thought to be an important component of fibromyalgia, a disorder characterized by chronic pain that is often precipitated by a physical or psychological stressor.282

Because of the breadth of brain systems affected by sleep deprivation and the variety of mental health problems sleep deprivation contributes to, the corollary of this is that improving insomnia could improve mental health resilience. To take one example, if sleep deficits were a true cause of psychosis you might hope that improving sleep would be one way to reduce psychosis symptoms. A few years ago this was tested in a large randomized controlled trial.284 Over 3,700 undergraduate students were randomly allocated either a psychological treatment for insomnia (mobile phone-delivered sessions of cognitive, behavioural and mindfulness techniques, as well as sleep hygiene and a sleep diary) or the control condition (which was nothing at all). After ten weeks, those given the insomnia treatment had less paranoia and fewer hallucinations, as well as reduced insomnia. Importantly, their change in sleep habits was a big reason why treatment reduced paranoia and hallucinations – statistically, improvements in sleep were responsible for nearly 60 per cent of the reduction in paranoia. The insomnia treatment also improved various other mental health factors such as depression, anxiety and wellbeing. Improving sleep may be one way to boost the effects of other treatments, or in some people may even prevent the need for more intense treatment in the first place.

There is one final point I want to make about sleep. Although sleep deprivation has all these various psychological and biological negative effects there is an important and mysterious exception to the rule, an area where sleep deprivation is hugely (but temporarily) good for mental health. For decades scientists have known that for some people with major depression, acute sleep deprivation can abruptly and dramatically improve mood. This effect is large but transient – it disappears after two weeks.285 It may work by targeting the circadian disruptions driving mood variability, a hypothesis substantiated by the effectiveness of interventions called ‘chronotherapy’, which typically involve some degree of sleep deprivation followed by early-morning light exposure.286 (But note that acute sleep deprivation only works in about 45 per cent of patients with major depression.) Still, having a temporary reprieve from depression via sleep deprivation could be very useful. I have certainly met a lot of patients who would appreciate this very much. Crucially, a temporary reprieve could be used to kick-start the effects of longer-lasting interventions,287 whether medication, psychological therapy or something else. Sometimes even a short-term boost of mental health is helpful, and for a significant minority of people with depression, short-term sleep deprivation is able to provide that.

Sleep is an example of a homeostatic necessity, that is, something your body needs to survive. You can deprive yourself of sleep temporarily in an experiment or as a potential treatment for depression, but eventually everyone needs to sleep otherwise they die. Sleep and mental health are most clearly linked in the context of survival. The brain processes we use to maintain mental health – pleasure and pain, learning, interoception, drive – have helped us build an accurate, useful mental model of the world around us and inside us. Our mental model helps us avoid things dangerous to our survival (pain, hunger, etc.) and seek out things that our beneficial for our survival (pleasure, sleep, etc.). Our models of the world are disrupted when these survival elements are challenged – sleep deprivation and pain have knock-on effects on these other brain processes that help keep us alive. Similarly, hormones (sex hormones, stress-related hormones, and other hormones conveying internal bodily state) can cause cyclical worsening of mental health, such as increased symptoms of depression and psychosis during the premenstrual and menstrual phases in women.288 More positively, our mental models of the world can be altered by interventions that improve low-level survival signals from the body, much like how eating can quickly remedy ‘hanger’. These survival mechanisms – which include sleep, inflammatory responses to infection, avoidance responses to danger and the biological processes governing feeding, among others – have the ability to cue better mental health.

This brings me to the third and last lifestyle factor I want to focus on: food and diet. The concept that diet affects mental health is an idea that has taken on a life of its own in our culture. It is almost unavoidable on social media or in conversations about wellbeing. It has an element of truth about it but there is just as much you should be sceptical about or even careful when it comes to this purported route to wellbeing.



Are you what you eat?

Speak to many drug-sceptical ‘natural’ mental health professionals and they will immediately tell you to examine what you’re eating as a source of better mental health. There’s substance in this: you could have anaemia or a severe vitamin deficiency, both of which can cause certain mental health symptoms such as fatigue. You could be hungry, which can have profound effects on your emotions and mental health, as it signals that your survival is in danger. Having said that, there are also serious limitations to a dietary approach towards mental health. There are two elements I want to focus on particularly: whether what you eat more generally can improve your mental wellbeing, outside of extreme dietary imbalances, and whether there are intrinsic dangers (side-effects) to changing your diet in search of better mental health.

Now, I love quinoa as much as the next millennial. But the good news is that I’m not going to try to convince you to drop your diet-related coping strategies. Just so you know, for now, the evidence that a high-fat diet is bad for mental wellbeing is rather limited. In favour of this idea, feeding rats a high-fat diet does cause anxiety- and depression-like behaviour (interestingly, it also increases stress hormones and inflammation in the bloodstream, which could be the cause of this change in behaviour).289 But in humans, as far as I know, there has never been a robust study proving a causal link between ‘junk’ food and poor mental health – there are too many factors that cause both poor mental health and ‘junk’ food-filled diets (poverty, for example, is highly correlated with both). That means that the jury is still out as to whether you can eat your way towards worse mental health.

There is some preliminary evidence for the opposite: that certain foods can improve mental health, maybe only in those with worse mental health to begin with, although there’s not a lot of research to tell us why. Some studies suggest that eating a healthy diet, in particular a so-called Mediterranean diet, may confer some protection against future depression.290 Diets that seem ‘protective’ against depression in the population tend to contain a high number of fruits, vegetables and nuts, and a relatively lower number of processed meat (as well as alcohol in moderation). A small number of randomized controlled trials exist in this area, suggesting this relationship is not just an association.

In one example of such a study, 152 people with self-reported depression were randomized to either receive a food hamper filled with things that conformed to the Mediterranean diet for three months, as well as six months of fish oil supplements, or else to attend social groups fortnightly for six months (a decent control intervention because you would expect it to improve mental health too, although not a perfect control because it was clear to participants which group they were in).291 Those receiving the Mediterranean diet hamper had a significantly greater reduction in depression and improvement in mental health than the social group arm of the trial. The authors theorized that improving a range of essential nutrients via the diet may have ameliorated mental health by changing brain function, but this final conjecture is difficult to prove. It is plausible because dietary nutrients are essential for many different aspects of brain function, from maintaining normal signalling between neurons to reducing inflammation in the brain and body.291 But there was no measure of the brain to confirm whether this really was the case. So, there is decent evidence that diet might be able to improve mental health in some cases, but we do not have definitive answers as to why supplementing a given person’s diet might improve someone’s mental health.

Like with sleep, there may be a few things at play. Improved mental health could come from an indirect influence of diet on relevant biological processes for mental health, including inflammation, and potentially (more speculatively) a more direct relationship between some foods and certain brain functions that are important for mental health. I suspect dietary interventions are much more likely to improve mental health when they remedy existing nutritional deficiencies rather than enhance existing balanced diets (diminishing the potential for superfood supplements that could make everyone feel better).

A particularly popular diet for better mental health at the moment is a diet aimed at improving your gut bacteria. Over the past few years, as I said in Chapter 2, I’ve been convinced by several very compelling animal studies that modulating gut bacteria in animals can improve mental health-like behaviour. Many people, the public and scientists alike, have found themselves rather captivated by this work. In one study rats were subjected to early-life stress (several days of maternal separation when they were babies), which caused later anxiety-like behaviours. Astonishingly, the rats’ anxiety-like behaviour was abated by a probiotic, which alters the gut microbiome.292 Anxiety-like behaviour in rats, caused by stress, was remedied with a mere dietary change – no antidepressants needed. The rat’s gut microbiome became a protective, resilience factor against anxiety – mental immunity (though originating in the gut).

Probiotics can be found in loads of foods, including yoghurt, kimchi and kombucha (as well as in shop-bought probiotic supplements). If this works in humans, sign me up, I thought when I first read this (I conveniently love fermented food so it would not have required much sacrifice).

It sounds like an easy win, arguably easier than taking up exercise or fixing your irregular sleep patterns, which seem much harder. A recent study combining results from all robust clinical trials found that there was only a small effect for depression and anxiety in humans, although this effect was larger for people with clinical depression (one way of interpreting this small effect would be to say that a person with depression chosen at random would have been 17 per cent more likely to get better from taking probiotics than from taking a placebo).293 Research has exploded in this field but there is still not a lot of causal evidence for using probiotics as mental health supplements in humans. It’s also not clear yet why probiotics would work in the first place.

One possibility – the one usually claimed in pro-probiotic studies – is that there is a direct relationship between gut microbiome diversity and mental health. There are a number of biological signalling routes the microbiome can use to communicate with the brain, and any or multiple of these routes might directly alter mental health (according to this explanation). I speculated another possible explanation for this in Chapter 2: that gut microbiome affects mental health indirectly. At its most indirect, imagine if improving gut microbiome diversity (or another diet-related aspects of biology) improved some aspect of physical health such as bloating and indigestion, which seems like a plausible hypothesis. Feeling better physically would then clearly have consequences on mental health, but via indirect mechanisms (no longer feeling uncomfortable or in pain). Another partially indirect explanation is that signals originating in our gut bacteria improve one particular aspect of mental health, such as fatigue, and by improving this or these factors they have knock-on effects on more general mental health. We can’t fully adjudicate between these various possibilities because of the mental inference fallacy – we cannot ask rats how they are feeling. And even in humans, when we can ask, we also need the best biological measures we can get to understand how probiotics might (or might not) be improving mental health, and we are currently limited in that respect as well.

This is just a brief impression of the field, and it’s a fast-moving field so the best evidence could change quickly. Because of its appeal, both scientists and the public can sometimes put the cart before the horse – it seems so easy to change your diet, and if there’s a chance it will cure your depression perhaps you might as well try. But it’s clear to me that we still need a lot more robust evidence to say whether improving your diet could genuinely improve mental health, and if it can, why. My advice for now is: if you like sauerkraut and other probiotic-rich foods, eat them. If you don’t, then don’t – at least not until we have much stronger, causal evidence for any kind of benefit and ideally an understanding of the how and why. For the most part, if you are depressed, the current evidence suggests you are far more likely to experience noticeable benefits from (for example) antidepressant medication than from a small dietary adjustment.



The side-effects of ‘healthy’ lifestyles

If you have ever experienced poor mental health, even mildly or briefly, you have probably encountered a number of ‘easy’ fixes you were told might improve your mental health, from taking up jogging to eating more acai berries or less cake. You may have dismissed these approaches as unscientific, embraced them wholeheartedly or tried them out with a healthy dose of scepticism.

Whichever route you’ve tried, my guess is you learned the hard way that the same diet or workout can make one person happy and the next miserable. The reason for this is because just like medication, therapy and other clinical treatments, diet, exercise and other ‘lifestyle’ interventions cause biological changes that are key to recovery for some people but useless or even dangerous to others. That’s why it is so important to understand which brain systems any treatment or intervention changes, and not just recommend it wholesale. We need to know the possible benefits and risks associated with these brain changes and why they work when they do and why they don’t when they don’t.

Often in discussing the health benefits of non-medical interventions – whether physical or mental – one neglects to mention their risks or side-effects. It’s very easy to be reminded of side-effects when talking about medication, or more obviously physical interventions like brain stimulation. Understandably it’s one of the first questions that comes up if someone mentions psychedelics or ECT. But not unlike psychological treatments, side-effects get almost universally overlooked for ‘lifestyle’-based interventions.

Although there may be physical (and perhaps some mental) health benefits of changing your diet, there are known potential dangers associated with a change of diet. In one study, people who diet more frequently are more likely to experience various risks for mental health problems, including worse emotion regulation, self-esteem and disordered eating.294 That particular study involved asking whether people have ever ‘dieted to lose weight’, but even diets just involving increasing ‘healthy’ food consumption could be dangerous. There is a more recent conceptualization of a dietary pattern called ‘orthorexia’, of which the central component is a preoccupation with healthy eating.295 People who score higher on orthorexic tendencies (thinking about the nutritional content of food, feeling bad for eating ‘unhealthy’ food, and so on) also score higher on measures of depression (and bulimia symptoms).

For most people, dietary restraint seems relatively benign. It does not come labelled with adverse events, and the associations with poor mental health described above could partially be due to people with worse mental health engaging in dieting behaviour, not necessarily the other way around. Yet there are important clinical examples of where dieting is not benign at all. In the most extreme cases a restrictive diet can unmask a latent risk for eating disorders, including anorexia nervosa, a disorder with one of the highest mortality rates of any mental health condition.

Restrictive dieting among teenage girls is associated with a much higher risk of subsequent anorexia along with other eating disorders. Female adolescents who report dieting behaviours at age fourteen (trying to eat less, refusing food or drink due to weight concerns, watching what they eat, etc.) are substantially more likely to develop a diagnosable eating disorder within the following four years.296 At the population level the prevalence of eating disorders in a community is thought to occur in proportion to the prevalence of dieting behaviour in that group, and people with particular family histories or other psychological conditions may be at particular risk.297 Even assuming the connection between dieting and disordered eating is bidirectional, dieting can mark the first stage of disordered eating. Dieting is less benign than it first appears.

A diet does not spur disordered eating in everyone. You might find yourself resilient to the various rewards of dieting (perhaps you have even bemoaned the fact that dieting has not installed itself as an unshakable habit, although you are in fact very lucky). Your resilience originates from common protective factors that help us survive, including (in most people) a strong drive for food rewards, profound discomfort when hungry, and feeling comfortable when satiated. For many, the difficulty and discomfort of dieting outweighs the rewards, which run counter to our basic survival instincts.

Yet for an important minority, differences in the brain’s processing rewards, and in particular the internal bodily feelings of hunger and satiety (fullness), can make dieting feel more rewarding than eating. Anorexia begins with a diet, which may not necessarily be done for weight-loss purposes. In the course of dieting, various positive outcomes are reinforced, by other people and by one’s own opinion of oneself. But eventually eating disorders involve a transition from an intentional choice to diet to an irresistible food-restricting habit, similar to the transition from recreational drug-taking to compulsive drug use. In the brain this implicates a susceptibility in the deep neural regions that mediate habit, such as the dorsal striatum.298

There may also be more basic changes in how hunger is processed in the brains of people with eating disorders. Most people find starvation highly aversive and fullness rewarding. In contrast, people I’ve spoken to who suffer from anorexia often describe finding fullness painful or uncomfortable, and hunger relaxing and anxiety-relieving. This is borne out in old psychological studies where people with and without anorexia rated their mood when sated – people with anorexia were more likely to experience negative feelings when sated, while people without were more likely to experience positive feelings when sated (this study found no difference in feelings during hunger).299

That means an internal sensation that many people find comforting and rewarding (relief of hunger; satiety) is experienced as aversive to people with anorexia. Our natural drive to relieve hunger and achieve satiety could theoretically be overcome by a natural drive to avoid negative bodily sensations. Historically influential models of anorexia suggest this could create a physical positive-feedback loop from the stomach where the less one eats, the more sated one feels from small amounts of food, and the more discomfort one feels from eating larger (typical) amounts.300 More modern theories suggest that heightened perception of internal signals from the body (interoception) could drive this effect: people with anorexia also report heightened heartbeat and breathing sensations, particularly when anticipating a meal.301 Disrupted perception of internal signals from the body could represent a vulnerability factor for anorexia via altered body-brain communication, making someone feel anxious about an upcoming meal and encouraging avoidance of internal sensations like fullness.301 People at risk of anorexia also learn better from negative feedback compared to positive feedback in building their expectations,302 a factor which could reinforce avoidance of negatively experienced internal states – if fullness is experienced as a punishment this could strengthen conditioned food avoidance, incentivising starvation and suppressing feeding.

An unanswered question is why we all have different experience of internal states. Where does this come from? The historical model of anorexia does not explain why only a minority of people are susceptible to this loop in the first place. Large genetic studies have found some genes that may increase susceptibility to anorexia, including differences in metabolism-related genes,303 meaning that differences in aspects of someone’s metabolism (not just their brains) may drive the disorder. When combined with dieting behaviour, brain and metabolic changes arising from a genetic predisposition could set in motion physiological processes that instil disordered eating patterns. These patterns can persist for years, sometimes for life.

Anorexia is only one of several eating disorders, a category which also includes bulimia and binge eating disorder. Different eating disorders are driven by only partially overlapping neural changes, but they are linked in their connection to dieting as a risk factor and also in their ubiquitously worrying health consequences. Even below the threshold for diagnosis, disordered eating behaviours – restricting food intake, preoccupation with one’s weight, obsessions with ‘healthy’ eating – can become patterns that lead to long-term reductions in wellbeing and physical health. Just ask anyone who’s exhibited any of these eating habits.

Eating disorders create a conundrum for public health messaging. Obesity reduction campaigns focus extensively on the dangers of gaining weight and the health benefits of weight loss. They justify this because a large proportion of the public are thought to be overweight, which is associated with (albeit not always the cause of) various health conditions. But a substantial minority of people who see these adverts are at risk of disrupted eating behaviour, which worsens mental health and increases their risk of a dangerous eating disorder. Disordered eating also has a profound impact on population health.



There is no one-size-fits-all lifestyle to improve mental health. Yet there are genuinely beneficial lifestyle changes for some people, and common neural and physiological processes underpin the huge variety of things we try in order to improve our mental health. These processes give us some clues as to when they are successful, and when they are not.

Some interventions work for many people afflicted with mental health issues. In the case of exercise, if you don’t do much to begin with, and you experience low mood, increasing the amount that you exercise is likely (but not certain) to improve your mood. But increasing exercise or other lifestyle interventions like improving sleep might not be tenable right away. They might not even be possible until someone suffering from relatively severe mental illness has found the right medication or brain stimulation treatment, enabling them to access these other interventions.

If you try out a vitamin, exercise class or new diet to improve your mental health you might just find that it works. Why it works is much more complicated. No small contributor is the placebo effect, the degree to which people expect an intervention to work. This is not necessarily a bad thing as it is useful to be susceptible to placebo effects as you are more likely to see benefit, even from interventions that do not work via traditional methods. But it is extremely unlikely that all the ‘lifestyle’ changes we have discussed work via placebo. There are still some big uncertainties. Many dietary interventions could contribute to better mental health in people who have nutritional deficiencies but it is unclear what they do for people who are relatively healthy to begin with. Whether more subtle dietary interventions, like probiotics, are effective beyond placebo in humans is still ultimately unknown. Unsurprisingly, for anything you might try, it has been shown again and again that when what you’re doing (say, restrictive dieting or excessive exercise) is making you less happy overall, this is much worse for your wellbeing than your ‘unhealthy’ diet was in the first place. It is not worth suffering through any of this if you hate it – that harm would outweigh any potential benefit.

In the final chapter of the book I want to turn to the influence that our culture has on mental health and illness. Our society has constructed a view of what it means to be mentally ill and what it means to be mentally healthy. But these norms can differ between countries and across time, meaning that mental distress is understood very differently depending on the circumstances and this understanding can change the experience of mental illness itself.







11.
The changing nature of mental health and disorder



Much has been made of the idea that our current society is responsible for declining mental health. This is not a new idea. Throughout recorded history, new cultural phenomena are blamed for worsening mental health, and usually embodied in the behaviour of the youth. ‘We feel it a duty to warn every parent against exposing his daughter to so fatal a contagion,’ wrote the Times of London. This sounds like something you might have read about TikTok in 2020, but it was actually written in 1816 about the waltz.304

In some ways, the reactionaries are right. Our current culture is shaping our mental health, and not necessarily for the better. Still, the alternative, superior cultural shapers that people might suggest to improve mental health are very unclear (they usually tend to be the very things previous generations complained about, for example, reading novels instead of spending time on Instagram, although note the former was considered a dangerous recreation for women in Victorian Britain).305

One thing most people seem to agree on is that we find ourselves in a ‘mental health crisis’ at the moment, particularly for children and adolescents. Even before the COVID-19 pandemic,* there were steadily increasing diagnosis rates of anxiety, depression and eating disorders as well as self-harm behaviour in the UK – in some age groups, anxiety and depression more than doubled between 2003 and 2018.307 Diagnoses of attention deficit hyperactivity disorder and autism spectrum disorder also doubled over this time period.307 Most people interpret this (and the similar data in other countries and groups) to suggest that mental health in young people is worsening over time. One critique of this interpretation, however, is that access to diagnosis, awareness or even diagnostic criteria might have caused this increase in prevalence.307 Interestingly, rates of diagnosis do not also nicely map onto other measures of mental (ill-)health. One large study found that despite the striking increase in mental health diagnoses in children and young adults there was no consistent trend in levels of reported psychological distress and emotional wellbeing – a bit of a paradox that could arise in part from our changing understanding of what it means to have a mental illness.308

Culture shapes and interacts with our biology, varying across generations and geographically on small and large scales. This makes some mental health disorders appear fixed in time or space, although most common diagnoses possess similar symptoms across countries and history. The culturally bound nature of mental illness tells us something about our experience of mental health in general. Similar neural changes can be perceived differently under different cultural circumstances. Moreover, being characterized differently and attributed to distinct cultural factors can end up shaping the nature of the disorder itself.

Take an historical example: hysteria. Hysteria was a prominent medical diagnosis for women in 19th-century western Europe, although similar disorders were described dating back much further. Typical symptoms of hysteria included fainting and epileptic-like fits (today called ‘non-epileptic seizures’), amnesia, paralysis, pain and various other bodily and mental symptoms. Although originally conceived as a physical problem, hysteria later became classified as a psychiatric diagnosis. This reclassification was influenced strongly by Freud who did not restrict hysteria to women, diagnosing himself with hysteria in 1905. A key characteristic of the psychiatric definition of hysteria was symptoms that would be normally associated with a physical disease process, but for which a pathological explanation was unlikely.309

Today, the diagnosis of hysteria does not exist and many people argue it never did. Was hysteria just an umbrella diagnosis under which many women with epilepsy, pain and other physical diseases were misclassified as psychiatric patients?

There is certainly an argument that hysteria tells us more about sexism in medicine than a real clinical phenomenon. There are many misogynist elements of hysteria. Even its name (hystera, Greek for uterus) has sexist origins, used in ancient Greece (400 BC) to describe a multitude of medical symptoms attributed to a ‘wandering womb’, which could be prevented by marrying early and bearing as many children as possible310 (some say Greeks adopted this ‘wandering womb’ idea from ancient Egyptian medicine, but there is not much evidence to justify this claim).311

Yet for a disease that does not exist, hysteria in the psychiatric sense has remarkable cross-cultural consistency. Most scientific and medical research has been conducted in a small subset of the world – populations which the psychological community has termed W.E.I.R.D. (Western, Educated, Industrialized, Rich and Democratic). But although ‘hysterical’ symptoms have various names around the world, their prevalence is similar and the way they manifest consistent across various social and cultural groups.312 For example, consider non-epileptic seizures. Despite the fact that most research about non-epileptic seizures is conducted on W.E.I.R.D. populations,312 non-epileptic seizures themselves have a similar prevalence, age range, sex ratio and risk factors across Brazil,313 southwest China314 and India.315

Hysterical symptoms also have cross-temporal continuity, although they are called different things in different eras, from ‘dancing plague’ to ‘shell shock’. Before hysteria became a common diagnosis, what we now think of as episodes of mass hysteria were described throughout the Middle Ages,316 including contagious convulsions and dancing. Once the European medical diagnosis of hysteria arose, non-epileptic seizures were called ‘hystero-epilepsy’ in the 19th century.312 Later, hysterical symptoms (symptoms that do not originate from disease, and which can be differentiated from neurological conditions using established clinical tests) were described as ‘shell shock’ in First World War soldiers.317

In every era there are disorders that emerge and die, yet the underlying processes live on in different times and places. Today, someone erstwhile diagnosed with ‘hysteria’ might meet criteria for the diagnosis of (depending on the symptoms) a functional neurological disorder, a psychiatric condition such as panic disorder, or a traditional neurological disorder such as epilepsy. Or, in some cases, that person might no longer receive a diagnosis at all. Hysteria as a diagnosis does not exist any longer, but many of the symptoms described have not died out because they describe true medical phenomena. In that respect, ‘hysteria’ still exists in some form today.

Just as disorders can die with cultural shifts, disorders can also be born. In 2002, American biologist Mary Leitao reinvented the term ‘Morgellons’ to explain her son’s persistent itchiness.318 She had found ‘fibres’ emerging from his skin, which in her view resembled historical descriptions of a skin infestation called Morgellons in French children in the 1600s.319 After her description of Morgellons appeared online, and eventually in the news, all around the country various people realized they too suffered from the disease. While they mostly did not meet the French historical characterization of Morgellons (especially because almost all were adults, and most were women), their experience echoed the new Morgellons symptoms described on forums, in blogs and in articles: extreme itchiness; a crawling feeling under the skin; fibres emerging from lesions on the skin. Patient numbers grew rapidly, with self-diagnosed people reaching over 15,000 across fifteen different countries320 in the first decade of the disease being named.

After many years of petitioning, a formal investigation into Morgellons was conducted by the US Centers for Disease Control and Prevention (CDC) to assess this possible new epidemic. The CDC’s 2012 report321 found that the skin lesions of Morgellons patients contained no parasites or mycobacteria. The skin lesions patients presented with clinically were consistent with insect bites or chronic scratching. The ‘fibres’ emerging from patients’ skin were composed of either skin fragments or cellulose from cotton.

According to this comprehensive report, Morgellons did not seem like an infestation. But, to the CDC, it did seem to overlap with an existing medical condition called delusional parasitosis.321 Delusional parasitosis is an unshakeable conviction that one has an infestation, some pathogen inside or on the body like an insect or parasite. It is a serious mental health condition and profoundly disturbing to experience. The conclusion of the CDC’s study is echoed by other large, robust studies, including one on delusions of skin infestation in Europe which found no evidence of infestations in the subgroup who believed they had Morgellons.322

But people’s experience of Morgellons did not disappear just because these reports were published. To this day, patients and advocacy organizations maintain that Morgellons is caused by a particular infestation (often attributed to the bacterium Borrelia associated with Lyme disease) and covered up or dismissed by the medical community. Morgellons organizations fund studies that seem to support this explanation (although it is unclear how specific their findings are: even people without the symptoms of Morgellons may test positively on some of their measures). So far, these organizations’ results have not been replicated by independent investigations.320 There are even reports of delusional infestation by proxy, including in animals: hundreds of veterinarians all around the world have described people with an unshakable belief that their pets have leeches, fleas or Morgellons when there is no evidence of any infestation.323

I am not trying to dismiss (or cover up!) how disabling Morgellons is. Although based on the best evidence the most likely cause of Morgellons in patients is delusional infestation (in most cases – some might have a different dermatological issue), it clearly causes substantial suffering and is very challenging to treat. The need for an online community of sufferers is understandable. Patients are ill, scared and feel neglected by their doctors. Symptoms of delusional parasitosis are not fake – they can be generated by expectations and beliefs of parasitosis and reinforced by one’s own actions (scratching, picking, over-bathing and so on, which can cause the very physical symptoms of the disorder). But I would suggest that in addition to support, the result of Morgellons having such a strong online presence and community is that particular symptoms might get amplified and even spread virtually. Morgellons is probably one of several disorders that has spread contagiously via the internet, an example of cultural elements driving the contagion of debilitating symptoms.

If culture influences our conceptualization, categorization and even contagion of mental illness, one might question how to couple this clear malleability of psychiatric disorders with the idea I have espoused throughout this book – that mental health and illness are biologically based phenomena.

I personally find these two ideas consistent: that there are characteristic biological changes that drive mental ill-health, but that these changes can be interpreted and even experienced differently depending on the context. Social and cultural factors play a key role in all medical disorders, but the role they play in the genesis of mental health disorders is particularly fascinating. Not only do they shape how we describe a disorder, but society can shape how a disorder is experienced and by whom. Modern social group factors also play an important role in mental health disorders.

If you are a member of a group that experiences bigotry in your community because of your sex, race or sexuality (among other examples), you unfortunately have a much higher likelihood of experiencing a mental health disorder in your lifetime. Membership of a particular minority group – which is not static but dependent on geocultural factors – can make you more likely to experience trauma, bullying or rejection from friends or family, among other experiences. These challenges are well-known to increase risk of a mental health disorder, although they are often not sufficient and have complicated interactions with other social factors. For example, many have argued that discrimination towards ethnic or national minorities increases prevalence of mental health conditions in these groups.324 This is substantiated by evidence from London in the 1990s that Scottish- and Irish-born residents had a two-to-three times higher suicide rate than locally born residents.325 Similarly there was an increased incidence of psychosis in non-white ethnic minority populations (the majority of whom were African-Caribbean), which was inversely related to the local proportion of ethnic minorities: incidence in non-white ethnic minorities was highest in neighbourhoods with the lowest number of non-white ethnic minorities.326 (Note that subsequent work examining the relationship between ethnic minority status and relative local population density found an inverted U-shaped curve for suicide attempts, such that either very low or very high proportions of ethnic minorities were both associated with lower rates of suicide attempts).327 Across both sexes, gay and bisexual people are also more likely to experience symptoms of psychosis than straight people – a correlation partly driven by someone’s experience of bullying and discrimination.328 Risk factors also interact with one another to produce different mental health outcomes. For example, gay or bisexual men are three times as likely to have major depression and 4.7 times as likely to have a panic disorder as straight men, while generalized anxiety disorder was more common in gay or bisexual women compared to straight women (it is nearly four times as common).329

I want to give one final example of a disorder that exemplifies how psychiatric conditions evolve over time: Alzheimer’s disease. Wait a moment! I hear you protest. Alzheimer’s disease and other dementias are not psychiatric disorders, they are neurological diseases. But in fact, both schizophrenia and Alzheimer’s disease were considered under the umbrella of dementias in the early 20th century – schizophrenia was formerly known as dementia praecox, or ‘premature dementia’.330 It is only as our understanding of the biology of Alzheimer’s disease and other neurogenerative dementias improved that we began to think of dementias as separate from psychiatric disorders (given the stigma associated with psychiatric disorders, some organizations are now very keen to emphasize that dementia is not a mental illness).

Medicine’s classification of dementias has changed over time because of an improved understanding of their biology. But even now there remains a spectrum of cognitive impairments (and brain changes) which may or may not be classified as dementia depending on their severity and context. This mimics the nature of mental health disorders, which involve changes that many of us experience in our life but will only sometimes affect your functioning enough to require diagnosis and treatment. Like dementia, our characterization of the mental health disorders discussed in this book will likely change over time too. In fact, I hope they do, as a result of a better understanding of the symptoms’ common and distinct biological underpinnings. Social and cultural factors play a role in all medical conditions, but they play a particularly special role in psychiatric disorders.

There is not a separate social path to mental ill-health, distinct from the biological paths we have discussed throughout the book. Via learning processes in the brain these difficult experiences can change your expectations about the world, affecting your mood, your experience of pain, pleasure and the sense of your own body. That is what makes mental health disorders biological in nature. Although risk for mental health is clearly mediated by important social factors, the process by which social factors are able to cause mental illness is entirely biological. I sometimes use the analogy of respiratory disease, which can be caused by environmental factors such as pollution or smoking. In that case, there is a clear environmental factor that we know substantially increases risk of respiratory disease. But the endpoint – emphysema, chronic bronchitis, lung cancer – is caused by biological processes in the body. The final common pathway is the respiratory system. You can think of smoking as a distal, far-away cause, and biological changes in the lungs, throat, trachea, etc., as proximal causes. In the case of mental health conditions, social factors are often distal causes (trauma, long-term stress, economic insecurity) but they affect mental health via biological changes in the brain (and body) – the proximal cause. The final common pathway for mental ill-health is the nervous system.

Despite experiencing any number of life difficulties, many people never experience a mental health condition because there are distal effects of other experiences on the same proximal, biological systems supporting mental health. So things we think of as social protectors – family or friend relationships, relative economic security – also work via biological paths to maintain good mental health in spite of adversity.

Although the boundaries and categorization of disorders can change over time and space, the experience of mental health and disorder is universal. Crucially, different experiences, treatments and biological changes do not necessarily align with the diagnostic categories you might be most familiar with. For this reason, similar biological changes in differences places and in different time-periods are understandably characterized in different ways. Even in a single time and place, scientists are questioning more and more the utility of considering mental health conditions as a separate, distinct entities.

In neuroscience, many researchers now think psychiatric disorder categories are not as biologically meaningful as we once thought, although they can be useful for pragmatic reasons such as helping someone understand their symptoms. The reality is that most people with a mental health disorder meet diagnostic criteria for more than one condition, and even within a single condition there are huge variations in symptoms (as well as in underlying neural processes even within the same disorder). Treatments that have a single disorder’s name in them like ‘antidepressants’ or ‘antipsychotics’ are actually transdiagnostic – used to treat more than just ‘depression’ or ‘psychosis’. This sounds like a semantic or philosophical point but it is actually quite practical. If biology and treatment do not align entirely with a disorder category then maybe we’ve also been going about understanding mental health and its disorders all wrong, impairing our ability to develop better treatments. Instead of trying to find treatments that match up with an existing diagnostic category, for example, scientists could be trying to discover treatments that change particular biological or cognitive patterns, which could then be given to anyone experiencing these patterns (regardless of their official diagnosis).

To move towards this new paradigm, aspects of society would need to shift as well. There is a popular conception that if your disorder is accompanied by biological changes in the body or brain it must be ‘real’ and not ‘all in your mind’. That explains the re-categorization of dementias as neurological rather than psychiatric, and it is often used to argue that new conditions such as ‘long COVID’ are either ‘physical’ or ‘mental health’ problems. Any evidence for biological changes occurring in the context of a disorder of unknown origin are taken as support for a ‘physical’ explanation.

But advocating that some disorders of unknown cause are purely ‘physical’ phenomena presumes there is a separate category of illness, one that is confined to the mind and does not involve biological changes. This category does not exist. For example, inflammatory markers in the blood called interleukin-6, interleukin-1β and tumour necrosis factor are all elevated in people with long COVID,331 and all three are also elevated in the blood of people experiencing a major depressive episode.332,333 The very existence of biological changes does not differentiate ‘physical’ and ‘mental health’ conditions. (Obviously this biological commonality also does not imply long COVID and depression are identical, only that the existence of biological mechanisms does not differentiate physical from mental health conditions. My prediction is that what we refer to now as long COVID probably encompasses several different post-viral phenomena, not a single disorder – although I am certainly willing to be proved wrong by future evidence.)

What this blurred line between mental and physical phenomena means for you is that every experience of illness is accompanied by biological changes because it is our biology that dictates whether we feel well or ill. By the same token, even your experience of physical illness is technically all in your mind – it is your mind’s experience of your body’s world. This is why disorders exist that fall very much at the intersection of physical and mental health. Yes, many ‘physical’ illnesses are best treated via changes to the body (antibiotics for an infection, surgery for a ruptured ligament and so on), but physical treatments are not exclusive to so-called physical illnesses: some people with depression respond well to ‘physical’ interventions such as anti-inflammatory drugs.334 Likewise, treatments we think of as purely ‘mental’ can be crucial paths to a better experience of long-term physical health conditions; for example, psychosocial interventions effectively reduce arthritis pain335 and irritable bowel syndrome symptoms.336 This doesn’t mean we should start treating infections with psychotherapy instead of antibiotics (!) but that we should recognize that a physical experience of an illness does not always mean that the best treatment for those symptoms is entirely physical in nature. Some people with long-term physical health conditions like chronic pain might find symptom relief from treatments traditionally confined to mental health, and some people with mental health conditions would benefit from treatments that target their physical health. This begins to explain some of the profound overlap between mental and physical health conditions both in terms of experience as well as origin. For example, the experience of functional symptoms can be indistinguishable from the experience of symptoms originating from disease or injury. To treat either of them we need to better understand the biological basis of someone’s subjective experience of ill-health, which could be an important cause or contributor to that person’s condition.

On the whole, the huge diversity of mental health treatments today makes me quite optimistic. This set of useful, proven treatments is sure to expand in future, whether in the form of invasive and less-invasive brain stimulation and psychedelic drugs or via newly established diet, sleep and exercise interventions. But this potential can only be realized with an existential shift in thinking about mental health in the first place. This shift requires two urgent changes.

First, we need to move beyond the paradigm of treating specific mental health diagnoses by developing a more clearly defined mapping between disruptions in specific processes (mental and physical) and treatment. This addresses one of the most profound challenges in the field today: the difficulty of identifying the right treatment for an individual. A one-size-fits-all approach has failed before. It should not be pursued for new treatments, no matter the enthusiasm of their proponents. The focus in future should shift from treatment recommendations based on specific diagnostic grouping of symptoms to quantifiable measures of key processes for an individual, with new or existing treatments focussed on targeting whatever system or systems is the key to that person’s mental health.

The second urgent change is a rejection of the old division between ‘psychological’ and ‘physical’ components of mental health. This divide is scientifically obsolete and arguably harmful to the many people whose experiences fall at the intersection of this arbitrary divide. Everything ‘in your head’ is a real, measurable phenomenon. Things that seem intangible and intangibly difficult (psychological pain, mental distress) can, through science, be broken down, measured and therefore changed. Our experiences arise from a complex interplay of inputs (what our eyes, or ears or body perceives) and outputs – expectations generated from the brain itself. This interplay underpins our feelings of both physical and mental health, as well as ill-health. Understanding the proximal causes of people’s experiences of poor mental or physical health is key to improving it.

The future of our society’s mental health will not arrive in the form of a single treatment breakthrough – no silver bullet for distress will be discovered. It is more likely to arrive through a systematic, scientific approach to the underlying processes causing someone’s distress and what interventions might remedy them, maybe even tailored for individuals in ways that transcend a patient’s diagnostic label. These processes, and their corresponding treatments, will not fall along traditional divides between the psychological and biological, mental and physical, but rather highlight the inseparable interdependency of these two concepts. The ultimate success of these future treatments is in realizing the potential of a brain that is adaptive to its circumstances, that learns from a multiplicity of experiences, both good and bad, to construct our felt sense of wellbeing. In this process of calibration and recalibration lies the potential for better mental health. If mental health, both good and poor, is constructed by our nervous system then it can also be reconstructed. Mental health interventions ranging from medications to placebos to talk therapy alter our expectations about the external and internal world via interlocking brain and body systems that maintain homeostasis – the ‘balanced brain’. When it comes to mental health, joy is fleeting but balance is a constant.


* ‘Mostly worse, occasionally better’ was one Canadian study’s summary of children and adolescents’ mental health during the pandemic. In over 1,000 young people, at least 70 per cent reported that at least one domain of mental health worsened, but around a quarter of the sample reported improvement on at least one domain of mental health.306
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