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Introduction


Privacy matters because it shields us from possible abuses of power. Human beings need privacy just as much as we need community. Our need for socialization brings with it risks and burdens which in turn give rise to the need for spaces and time away from others. To impose surveillance upon someone is an act of domination. The foundations of democracy quiver under surveillance.

Given how important privacy is for individual and collective wellbeing, it is striking that it has not enjoyed a more central place in philosophy. The philosophical literature on privacy and surveillance is still very limited compared to that on justice, autonomy, or equality—and yet the former plays a role in protecting all three values. Perhaps philosophers haven’t attended much to privacy because for most of the past two centuries there have been strong enough privacy norms in place and not enough invasive technologies. Privacy worked for most people most of the time, which made thinking about it unnecessary. It’s when things stop working that the philosopher’s attention is most easily caught—the owl of Minerva spreading its wings only with impending dusk.

This hypothesis is supported by the publication date of the most impactful philosophical articles about privacy thus far. Judith Jarvis Thomson’s “The Right to Privacy,” Thomas Scanlon’s response, “Thomson on Privacy,” and James Rachels’ “Why Privacy Is Important,” were all published in a 1975 issue of Philosophy and Public Affairs. The 1970s were marked by Watergate and the scandals that followed. A tape-recording system in the Oval Office and the discovery of Nixon’s surveillance of political rivals and activists led to the Church Committee—a Senate select committee that investigated abuses perpetrated by the CIA, NSA, FBI, and IRS—and to 1975 being dubbed the “Year of Intelligence.”

Since then, a whole industry dedicated to the trade of personal data has developed and grown to become one of the most popular business models of the twenty-first century. It’s time for ethics to revisit privacy. Ubiquitous surveillance snuck up on us. By the time we recognized it was happening, the surveillance architecture was already in place. As computers became cheaper, smaller, easier to use, and more powerful in what they could do, they became more pervasive. Everything—from our phones to our electricity metres, washing machines, and kettles—is turning into a computer. Interacting with computers produces data as a by-product. Businesses realized they could profit from the data left behind by users by collecting, analysing, and selling it. They started doing so without asking permission from governments or securing consent from users.

Ordinary citizens, spellbound by the novel services offered by tech companies, accepted a deal without understanding what they were giving up. The first time we opened an email account it never occurred to us that we were surrendering our personal data in return. As data-invasive corporate practices became commonplace, governments realized that they could tap into the streams of data being collected by companies, and that they could use it for the purposes of law enforcement, national security, and international espionage. The job of investigative agencies suddenly became much easier. That gave governments an incentive to allow the surveillance economy to proliferate. In June 2013, Edward Snowden, then an American National Security Agency (NSA) contractor, shocked the world by blowing the whistle on the existence of an extensive network of mass surveillance.

With the invention of new privacy-invasive technologies such as drones, wearables, and different forms of virtual and augmented reality; with a world economy that is increasingly fuelled by personal data; and with governments passing laws that continue to transform the privacy landscape, philosophical reflection on the ethics and politics of privacy has never been more necessary.

This book is intended to contribute to a better understanding of privacy—what it is, what is at stake in its loss, and how it relates to other rights and values. As I write it, data protection laws are being proposed in numerous countries; corporations, think tanks, and NGOs, among others, are developing ethical codes regulating the handling of personal information; the use of big data is growing in research, marketing, and politics. The choices we make about privacy today and in the coming years will shape the history of humanity for decades to come. Decisions about privacy will influence how courts work, how political campaigns are run, our relationship with corporations, the power that governments may wield, the advancement of medicine, the individual and collective risks we are exposed to, and, not least, whether our rights are respected as we go about our daily lives.


Why ethics?


Ethics is a necessary complement to law. Some might think that laws such as the European General Data Protection Regulation should be enough to protect privacy. But law is not enough. Ethics is necessary to ground, inform, and shape law. We regulate behaviour according to what we deem morally acceptable. Ethics allows one to distinguish between just and unjust laws. Good laws ban and disincentivize morally bad behaviour that leads to injustice, and they allow and encourage morally good behaviour. But good laws do not ban all morally bad acts—a government that overregulates its citizens can quickly turn into a police state.

Where the law should end and ethics should start in regulating behaviour is a contested issue, and the limits are often revised over time. Consider how adultery has followed a trend of deregulation in Western countries. Although there is no simple way of determining what kind of acts should be banned by law, two relevant considerations include the gravity of the harms involved, and whether such behaviour results in social injustice.

Once good laws are in place, ethics can supplement laws in their inevitable limitations. Laws are narrow in scope, as they should be; they establish minimal requirements of behaviour for social institutions to function well. Ethics goes beyond that—it identifies moral issues, reflects on the kind of society we want to live in based on ideas of what a good life looks like, and makes recommendations accordingly.

Think of the kind of people you like to surround yourself with. Would you be content with them being law-abiding citizens, or would you also like to be around people who are honest, reliable, and loyal? It is not against the law to abandon your friends when they need you the most, but it is certainly immoral. It is not illegal for doctors to have consensual sex with their patients, but unethical behaviour can make them lose their licence to practise. Laws allow us to have orderly interactions with one another within a framework of basic fairness. Ethics allows us to strive towards ways of life that will be most conducive to our own and others’ wellbeing.


Structure


The five parts that compose this book respond to five basic questions about privacy: Where does privacy come from? What is privacy? Why does privacy matter? What should we do about privacy? Where are we now?

The first part of the book is the least philosophical. It deals with the origins, etymology, history, and anthropology of privacy. There might be philosophers who want to skip these first two chapters to get into the philosophy of privacy sooner. Empirical facts are important for ethics and political philosophy, however. If we get a sense of where privacy comes from, we stand a better chance of understanding the function that privacy plays for human beings and of coming up with theories that fit our experience and needs. The significance of this section of the book lies in dispelling the widespread misconception that privacy is a modern invention that we can do without.

Chapter 1 argues that our desire for privacy is not a cultural invention, but rather has animal roots. In particular, I discuss four traits that are related to privacy and can be observed in human beings and some non-human animals alike: the need to withdraw from others, the ability to deceive, the desire to save face, and the tendency to feel uncomfortable when others stare.

Chapter 2 examines the etymology, history, and anthropology of privacy. Many of the misconceptions surrounding privacy that contribute to people not giving it the importance it deserves are sustained through ignorance of historical and anthropological facts. This chapter shows how practices designed to protect privacy are found in almost all societies, across time and geographies.

Part 2 of the book is concerned with what is privacy. To understand what privacy is, it helps to be clear on what privacy isn’t. Philosophy is like construction work: one has to tear down faulty buildings and clear the debris before one can start raising a new building.

Chapter 3 is about the relationship between privacy, the private, and the public. I argue that, whatever definition of privacy we favour, we cannot rely on the private and public distinction as it is commonly understood in order to justify a claim about what privacy is or what ought to be kept private.

Chapter 4 goes through some of the definitions and accounts of privacy that are most influential in the literature in law and philosophy—those that turn on the concepts of the right to be left alone, control, possession of information, and limited access, as well as reductionism, contextual integrity, and the attempt to understand privacy as a “family resemblance” concept. For each account I point out its strengths and weaknesses.

In Chapter 5, I present my own view of privacy: the hybrid account of privacy. An adequate theory of privacy should incorporate both access and control elements. In this chapter I argue that privacy itself and losses thereof are better explained by an access theory, while the right to privacy and violations thereof are better explained by appealing to control. I will argue for why we should understand privacy in terms of remaining personally unaccessed, and why we should think about the right to privacy as a robustly demanding good.

To better comprehend privacy losses, we need an understanding of when it is that we lose privacy to someone else. Chapter 6 is about the epistemology of privacy. Privacy is a relational epistemic state, but is knowledge necessary for a loss of privacy? What if my neighbours have justified but false beliefs about me? And what if they have unjustified but true beliefs? I argue that full and weak knowledge (true beliefs), as well as access to someone’s personal space, can lead to privacy losses.

Part 3 of the book is about why privacy matters, and how we balance its value against the value of surveillance. Chapter 7 makes a case for the value of privacy. Chapter 8 argues for the value of surveillance. Chapter 9 analyses how to balance privacy and surveillance. I argue that the internal connections between the values that privacy and surveillance protect are such that the balancing challenge demands a process of “qualitative priority” as opposed to a quantitative analysis. I use the examples of security, accountability, and democracy to illustrate how surveillance has a tendency to undermine the values, objectives, and institutions it purports to protect. Because of the difficulties in noticing and measuring the negative effects of surveillance, we are blinded by what I call the surveillance delusion: the mistaken belief that surveillance has no significant moral costs.

Part 4 provides a map of the moral territory of privacy. Chapter 10 offers an account of the right to privacy. I argue that what we colloquially call the “right to privacy” is in fact a right to robust privacy, because we want our privacy to be respected both here and now, and in relevant possible worlds. I further distinguish between respecting the right to privacy, failing to respect it, infringing it, and violating it. In turn, I distinguish three different ways of violating the right to privacy: by securing a position from which to access someone’s privacy without consent (with the intention of doing just that), by attempting to access someone’s privacy without their consent, and by successfully gaining access to that person’s privacy without their consent. Finally, I explore the collective aspect of the right to privacy and argue that privacy is a fundamental right because it protects collective goods.

Chapter 11 is about privacy duties. I argue that the duty to respect other people’s right to privacy is composed of a duty of ignorance and a duty of silence. I then argue for a civic duty of reticence when it comes to protecting one’s own privacy for the sake of the common good.

Chapter 12 is about perceptions of privacy and their manipulation: cases in which our perception about the degree of privacy we have and the actual degree of privacy we enjoy come apart. I argue that manipulating perceptions of privacy—making people think that they have more or less privacy than they actually have—is morally distinct from violating the right to privacy. However, we have the same kinds of interests in avoiding such moral wrongs. I also argue that deception regarding privacy perceptions is morally significant, and that it interacts with other factors in cases related to privacy, sometimes making the case morally worse, and other times making it better.

The last part of the book is the most applied; it deals with where we are with privacy in the twenty-first century, and where we should go, based on my account of privacy.

In Chapter 13, I offer a brief snapshot of the state of privacy in the digital age. I argue for what I call the Law of Digitization: digitization implies surveillance. Transforming the analogue into the digital amounts to increasing surveillance because it turns the world into data, making trackable that which was not. I go on to explore how surveillance is affecting the values that privacy protects and conclude that, if we want to preserve goods like autonomy, freedom, and democracy, we ought to scale back surveillance. I then respond to three objections: that we are not losing privacy because algorithms (not human beings) are doing most of the collection and analysis of personal data, that the digital age presents us with an opportunity to have a radically transparent society in which privacy is not necessary anymore, and that surveillance in the digital age is unproblematic because it’s done with the consent of the population. I end the chapter by suggesting some measures to curb surveillance in the twenty-first century.

The book concludes with some thoughts about philosophy and the future of privacy.

In an age of unprecedented data collection and analysis, we would do well to think carefully about what we might be losing when we neglect privacy. May this book provide an informative map and theory of the ethics of privacy and surveillance for the philosophically inclined; may it serve as a foundation for others to refine and build on.
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Part 1


Where Does Privacy Come From?






1


The Animalistic Origins of Privacy


When people attempt to downplay the importance of privacy, they often refer to it as a cultural invention, implying that it is a contingent preference that depends on socialization, and not a deep human need. If, on the contrary, human beings’ need for privacy turns out to be rooted in our animal origins (Westin 1970, 8, Hirshleifer 1980, 655, 657), then that would suggest privacy stems from a more primordial source than cultural preferences. The origin of privacy matters because cultural preferences can be modified, sometimes with little or no detrimental effect to people’s wellbeing, while animal needs cannot. Going against a primary need will always have adverse effects.

Most human needs have roots in animal needs. That is, most of the elements that are necessary for human beings to enjoy an acceptable level of wellbeing are also necessary for many non-human animals—especially for those who are evolutionarily close to us. Just like us, chimps and pigs need a certain amount of food and water, as well as sleep, and positive social interactions. These needs allow for little alteration—regardless of how hard you argue with your body, it will need a certain amount of food, water, and sleep to keep you healthy. Privacy, or something like it (we can call it proto-privacy), may also be necessary for the wellbeing of most animals, including human beings.1

In this chapter I discuss four traits that are related to privacy and can be observed in human and non-human animals alike: the need to withdraw from others, the ability to deceive, the desire to save face, and the tendency to feel uncomfortable when others stare.


1. Withdrawal


With the exception of social insects, almost all animals seek individual seclusion or intimacy in small groups or couples at one time or another (Klopfer and Rubenstein 1977, 53). As I write this chapter, a video has been circling social media platforms showing a cat who likes to lock himself in a closet, shielding himself from his flatmates, a dog and another cat.2 An even more surprising example of animal withdrawal is babblers: even though these birds are highly social beings, they do not copulate in the presence of others: “they hide under or behind bushes and copulate in privacy” (Zahavi and Zahavi 1997, 145).3 Chimpanzees have also been known to have secret mating rendezvous, which are ways to withdraw and, in some cases, deceive, as we will see below.

Animal withdrawal from others often expresses itself as territoriality—when an animal claims a limited area for itself and defends it against intruders. The territory defended can be an individual one, or that of a couple or a small group. Empirical evidence suggests that members of at least some species use naturally occurring landmarks to demarcate the limits of their territories (Eason, Cobbs, and Trinca 1999). Even though territoriality is widely spread across the animal kingdom, it can have different functions in different species, and it may not be possible to generalize a common function (Brown and Orians 1970, 248). In some cases, territoriality can be explained as an effort to secure food. In others, it is related to mating stations. In cases in which territorial behaviour has been shown to be unrelated to food, security, or mating, it is unknown why animals engage in it (Lawes and Henzi 1995, 242).

I intend this discussion of withdrawal by animals to count as support for the primal importance of privacy. It could be argued, however, that perhaps territorial behaviour did not evolve because it has a specific function to play (Brown and Orians 1970, 248), and animals might be better off without it. Individuals acting territorially have been successful in reproducing; that is how the feature has been preserved. There are traits, however, that do not worsen the chances of survival for a species, but that a species might be better off without.

Since natural selection selects for traits that allow survival, it is possible that a trait may be preserved that is detrimental to the wellbeing of the species, the individual, or both (Hirshleifer 1980, 653). In other words, natural selection does not select for what is ideal for the individual or the species; it selects for what is good enough for survival and reproduction. There are also traits that might have been helpful at some point in the history of a group or species but that are no longer so. Territoriality is a costly behaviour. It takes time and energy to defend one’s space. It could thus be argued that animals would be better off without those instincts. This argument could be compelling if territorial behaviour brought no benefits to individuals. As it happens, however, enjoying space free from the unwanted presence of others undoubtedly carries benefits.

Peter H. Klopfer and Daniel I. Rubenstein (1977) are convincing in their proposal that privacy be interpreted in economic terms across species. According to this view, there is an equilibrium level of privacy that is reached when the marginal gain in fitness due to increased privacy (through territoriality, for example) equals the marginal loss of fitness due to the costs of increasing privacy (64). The implication is that there must be some gain in fitness due to increased privacy. And that gain may be related to the wellbeing that results from enjoying some personal space.

Having an adequate amount of personal space seems to be a requisite for the physical and psychological wellbeing of individuals. Territories give individuals more chances for withdrawal. When animals get crowded, they become stressed. With no space for themselves, rest becomes impossible. Hindering animals’ ability to withdraw has catastrophic effects. Crowded broiler chickens, for instance, try to remain close to walls in order to avoid disturbances from others as much as they can (Buijs et al. 2010). When conditions become too crowded and chickens are not allowed to avoid one another, they become stressed and aggressive, often pecking each other to death. To avoid such behaviour, a common and brutal practice is to sear off their beaks (Ellis 2007). Other animals react similarly when deprived of a physical territory for themselves. High population density creates high blood pressure, diseases, aggressive behaviour, and in some cases even death (Andrews 1979, Christian, Flyger, and Davis 1960).

Despite our cultural sophistication, human beings are also animals—we share genes and evolutionary history with other creatures. It is therefore likely that the human need for privacy is related to animal territoriality and the need for personal space, and that it likewise contributes significantly to our mental and physical wellbeing. In the case of human beings, however, and probably as a result of the development of language, a metaphorical zone of personal information complements the physical zone of personal space.

For human beings, privacy is not only a matter of periodic physical withdrawal, but also of keeping certain kinds of information to ourselves. There are two ways of keeping others from knowing certain things about us: withholding information (keeping quiet, hiding information) or deceiving (lying or misleading others). Depending on the context and the reasonable expectations of the parties involved, withholding information can sometimes be a form of deception.


2. Deception


Although it is a matter of controversy how much animals understand about the tricks they engage in, deception is a fundamental tactic to gain advantages in the animal kingdom. Male chickens produce food-associated calls to attract potential female mates even when there is no food available (Gyger and Marler 1988). When pitted against dominant chimpanzees in contests over food, instead of being open and honest about their consumption of food, subordinate chimpanzees will selectively obtain pieces of food that dominant individuals had not seen or did not know about (Hare et al. 2000). When rhesus monkeys are given the opportunity to steal a grape from a human being who is looking away, they will choose the grape that is placed in a container that makes no sound when touched (as opposed to the one placed in a container that makes noise when tinkered with) so as to pass unnoticed (Santos, Nissen, and Ferrugia 2006). These studies suggest that some animals, especially non-human primates, may understand others’ mental states. While it would be too bold to claim that animals have personal information that they do not want to share with others, the seed of that phenomenon—withholding information and deceiving others—does seem to be found among some non-human animals.

Whiten and Byrne (1988) have created a taxonomy of deception in primates that includes deceiving others through concealing something from them (withholding information), distracting them (which sometimes involves seduction), and faking of various types. Some of the examples discussed in their work do not seem very related to our common-sense understanding of privacy (e.g., a female seducing a male and unexpectedly stealing his food and running away). Some other examples, however, would certainly be considered cases related to privacy if only the protagonists of the anecdotes were human beings. The following example is taken from Frans de Waal’s Chimpanzee Politics:

Dandy and a female were courting each other surreptitiously. Dandy began to make advances to the female, whilst at the same time restlessly looking around to see if any of the other males were watching. Male chimpanzees start their advances by sitting with their legs wide apart revealing their erection. Precisely at the point when Dandy was exhibiting his sexual urge in this way, Luit, one of the older males, unexpectedly came round the corner. Dandy immediately dropped his hands over his penis concealing it from view. (de Waal 2000, 36–37)

Granted, a man would not court a woman in the same fashion (one would hope), but hiding sexual arousal is a common manifestation of the human desire for privacy. De Waal mentions other cases in which chimpanzees hide their erections. Similarly, Whiten and Byrne (1988) recount how gelada baboons suppress their usually loud vocalizations when mating within auditory reach of the rest of the group.

The reasons behind such examples of modesty, however, are potentially very different in human and non-human primates. Dandy, the chimpanzee, is most likely trying to avoid a dangerous confrontation with an older and more powerful male. De Waal believes that secret chimpanzee rendezvous are meant to avoid interruptions and male competition. It is not clear that this is the main raison d’être of privacy in human sexuality. One could argue, however, that the lover of an adulterous woman likewise desires privacy in order to avoid having a threatening confrontation with her husband (and his own wife, if he is also married). The political sociologist Barrington Moore speculated that it is important for people to have sexual acts be private, among other reasons, to avoid unpleasant interruptions, and to control jealousy and possessiveness, which can lead to aggression (1984, 70–71). Perhaps chimpanzees and human beings are more akin than we might want to think.

Above and beyond the possible social functions there might be for sex being private, most people would feel embarrassed if their sexual lives were exposed. Can chimpanzees or other non-human primates feel embarrassment?


3. Saving face


It is unclear whether non-human primates feel embarrassed about their sexuality. Some biologists, however, think that some non-human primates are worried about saving face and can feel embarrassment in other situations.

Jane Goodall tells the story of Freud, a five-and-a-half-year-old chimpanzee who was swaying back and forth on the stem of a wild plantain, showing off near his uncle, an alpha male named Figan. When the stem of the plantain suddenly broke, Freud tumbled into the grass, unhurt but seemingly embarrassed, immediately looking over to see whether Figan had noticed (Goodall 2000, 166–167).

Similarly, Marc Hauser recounts how a male rhesus monkey fell into a ditch as he walked away from a female with whom he had just mated. The male quickly stood up and looked around, as if worried that the female had seen him. After making sure his fall had gone unnoticed, he resumed his walk with a proud bearing (Hauser 2000, 200–201).4

What these and other cases seem to suggest is that chimpanzees (and perhaps other primates) worry about what others think about them and may experience embarrassment. Most biologists, however, seem to think embarrassment in non-human animals is not something we can detect, except by questionable subjective judgements of similarity with human behaviour.5 It thus remains unclear whether non-human animals experience embarrassment as we do. What is clear, however, is that others’ gazes can make non-human animals uncomfortable.


4. Uncomfortable stares


If you grew up somewhere in the West, at some point one of your parents or guardians probably taught you not to stare at people. It is not polite. Other people’s gazes can make us feel self-conscious, nervous, and awkward.

Primates such as gorillas interpret direct stares as challenges. If you ever go into a laboratory that experiments on non-human primates, you will be told not to look them in the eye if you want to avoid trouble. In an unfortunate incident in 2007, a woman was severely injured by a gorilla named Bokito at a zoo in Rotterdam after she had made eye contact with him. To avoid future problems, a local health insurance company distributed BokitoKijkers (“Bokito viewers”): cardboard glasses with eyes printed on them that are looking upwards (Wang 2009). The glasses allow people to look straight at gorillas without them noticing direct stares.

Predators gaze upon their prey before attacking, and it may be that the human discomfort at being looked at comes from a long evolutionary history of being wary of possible threats. Imagine the alarm you’d feel as you notice that a lion has spotted you across the savannah. The less one is looked at, the less likely it is that one may become prey. It might be thought that the desire not to be looked at is simply a remnant of an evolutionarily adaptive feature that is no longer relevant in today’s world, since most people are no longer vulnerable to becoming prey to animal predators. It is still the case, however, that others who observe us make us more vulnerable to them.

Consider how terrifying it can be for a woman to be observed lustfully by a man in a dark and deserted alley. The more someone watches us, the more information they can glean to use against us. Human beings may not be prey to lions anymore, for the most part, but we can still be victims of each other. Even in cases in which we are certain we are safe, we might not be able to shake off the feeling of discomfort and vulnerability when others look at us. This uneasiness at being watched is probably partly the result of our evolutionary history.


5. Conclusion


Is the human desire for privacy rooted in tendencies found in animals? While the observational evidence cited in support of this hypothesis is certainly suggestive, claims in this regard can only be tentative. There is no easy way to dismiss worries regarding the possible anthropomorphization of animal behaviour. That some acts by animals are similar to human acts that are motivated by the desire for privacy does not mean that the underlying origins, functions, and mechanisms are alike (Klopfer and Rubenstein 1977, 53). That said, animals’ needs for withdrawal and personal space show remarkable similarities to our needs, and failing to acknowledge parallels between human and non-human animals is just as bad scholarship as anthropomorphization.

The negative effects of crowding in prisons, for example, suggest that lack of opportunities for withdrawal are just as detrimental to human health and wellbeing as they are to animals (McCain, Cox, and Paulus 1976, García-Guerrero and Marco 2012).

The case of deception is less clear. While we can evidently see our own abilities to withhold information and misguide others reflected in non-human animals, it is doubtful that they use these skills to protect their privacy in the way that we do. Our use of those aptitudes is much more extensive. Nevertheless, both human and non-human primates seem to use deception to avoid unnecessary confrontation. Primates seem to value something like proto-privacy. A safe conclusion is that, at the very least, our evolutionary history has provided us with skills to deceive that aid us in protecting our privacy.

In the case of embarrassment, anecdotal evidence suggests that non-human primates may exhibit similar emotions, but as conclusions in this regard seem highly speculative and interpretative, we have reason to be cautious.

Finally, the uneasiness experienced by primates when they are being stared at seems to be quite similar to the discomfort felt by human beings. It is likely the case that direct gazes feel like a challenge or possible threat to most primates.

In short, the human need for privacy seems to be closely related to animal needs for withdrawal, and to the innate feeling of discomfort primates experience when being watched. These similarities between human and non-human animals are unlikely to be a mere coincidence, given the evolutionary history we share.

That needs for privacy—or proto-privacy—can be found in non-human animals already suggests that the human desire for privacy is not a cultural product. This inference is not conclusive, however, as some of the evidence is anecdotal and subject to different interpretations. If privacy practices were to be found in different cultures and times, that would constitute further and stronger evidence towards the universality of privacy.
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1 John L. Locke has made a related claim: that non-human animals also eavesdrop on one another (Locke 2010, ch 2).

2 See: https://www.youtube.com/watch?v=_OG28uamCqA. For a compilation of cats seeking privacy, see: https://www.youtube.com/watch?v=XFCxqXiOprA. Last accessed on July 2018.

3 I am grateful to Alex Kacelnik, Professor of Behavioural Ecology at the University of Oxford, for calling my attention to this example.

4 I include Hauser’s example on the assumption that most of his work is accurate. It should be acknowledged, however, that in 2010 Harvard University found him guilty of fabricating data and manipulating the results of some of his studies.

5 Alex Kacelnik, Professor of Behavioural Ecology at the University of Oxford. Personal communication.
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Etymology, History, and Anthropology of Privacy



1. Etymology


Having probed into the animal origins of privacy, or proto-privacy, we now turn to the history of privacy. As language is one of the marks of humanity, it is only proper to start our exploration of privacy with an expedition into etymology. A rigorous definition of privacy will be offered in Chapter 5. For now, a visit to the etymology of the term will be enough to set the stage and give a rough and ready idea of what privacy means. Although current uses of the term do not reflect all of the senses that it has carried in the past, we have inherited many of them, to varying degrees.

Privacy and private share the same Latin etymology. Privatio meant “a taking away” (as in deprivation) and the adjective privatus correspondingly denoted something withdrawn from the public sphere (Webb 2007, xvi). Its oldest connotation, therefore, was negative. The private was a lacking of the public—the public being the greatest good, where people fulfilled their potential. In this sense, a person who lived a strictly private life was not fully human (Aristotle 2013, I.2, Arendt 1998, 38).

In Cicero’s vocabulary, to act privatim (the adverb whose opposite is publice) is to act not as a public officer, as a magistratus invested with a power originating from the people, but as a private individual. “The private act was one committed not in the open, in the forum, before the eyes of all, but inside one’s own house, in isolation, hidden from the view of others. The noun privatum refers to a person’s own resources, property for his own use; and, again, to the home (in private, ex privato: inside or outside the home)” (Duby 1988c, 3–4). Thus, the fundamental meaning of public is that which the people as a community possess. In opposition, the private had the connotation of, on the one hand, that which departs from the communal and, on the other hand, that which relates to domesticity.

During the Middle Ages the word privatus incorporated the meaning to be “in retreat.” In a genealogy composed by Lambert of Saint-Omer in the early twelfth century, the term privata describes Robert le Frison’s (count of Flanders) stay at the monastery of Saint-Bertin. He was a persona publica, a prince, who temporarily abandoned his role as a sovereign to go into the relative seclusion of the monastery. Additionally, in the written Latin of the monasteries, the term privatae came to refer to latrines (Duby 1988c, 5–6). It was not so much that latrines allowed one to be alone; rather, latrines were private insofar as they were away from public areas and behind closed doors.

In Romanesque language, there seems to be a shift in the meaning of private that denoted the secret or the intimate. In the chronicle Roman de Rou, written by Wace in 1160–1170, Norman notables who are searching for ways to avoid taxes imposed on them by the Franks meet privément. Wace describes their gathering as one held behind closed doors. Thus, privacy came to connote meetings held clandestinely. Privacy is what enabled conspirators to plot against the ruling power. Private and public were understood as conflicting forces, and many times authorities saw themselves as having the duty to uncover private activities that could endanger their power (Duby 1988c, 6).

In English, the word privacy is a relatively recent term. The Oxford English Dictionary cites an isolated example of privace in the mid-fifteenth century. A similar term, privity, is an older word, used in the early thirteenth century. The likewise similar adjective and adverb privy and privily were used quite commonly in the fourteenth century (Webb 2007, xvi).

Ronald Huebert (1997) argues that the early modern meanings of the English terms privacy and private belong to four distinct semantic clusters. The first cluster understands what is private as a deficiency, a lack of what is public (hence the etymological cousins privative, deprivation). This sense of privacy carries with it a negative connotation, much like the Latin term. In military terminology, for instance, private designates the absence of rank.

A second semantic grouping is related to ownership and property. Writings from the sixteenth and seventeenth centuries consider private property as a refuge from the public sphere. Here we find a shift into a positive connotation of privacy.

A third cluster of meanings relates privacy to concealment of various kinds. Privacy can refer both to a concealed item and to the place of concealment. A special case is the modern phrase “private parts.” In A Relation of Some Yeares Travaile (1634), Thomas Herbert writes that in some East Indian cultures “the women goe most part naked, except a cloth which should cover those parts, made to be private” (cited by Huebert 1997, 32). Herbert also makes reference to sexual activities being done in private.

The fourth semantic cluster that Huebert identified has to do with various kinds of interiority. The poet Eliza speaks of the duty to share her creativity and not keep it isolated in her inner self: “my desires were not given me, to be kept in private to my self, but for the good of others” (Eliza’s Babes or The Virgin’s Offering, 1652). Huebert argues that, in Shakespeare’s plays, the private refers both to being left alone and to being with (or in) one’s thoughts. He offers the following quotation as an example: “How is the King employ’d?” asks Suffolk in Henry VIII (2.2). “I left him private, full of sad thoughts and troubles,” answers Lord Chamberlain.1 Privacy is often a reason for concern. Shakespeare seems to have thought that there is such a thing as too much privacy. In Romeo and Juliet, Montague is worried about his son, Romeo, who keeps too much to himself. According to Huebert, however, there is a shift in perceptions of privacy between the early sixteenth century and the mid-seventeenth century that goes from “suspicion or hostility to privacy (…) to an acceptance of and even a cherishing of privacy” (1997, 35).

While we seem to have mostly lost the first semantic cluster relating to deficiencies (except, perhaps, in theological circles), the other three senses are still found in our words “private” and “privacy.” In Chapter 3 I will argue, however, that it is a mistake to confound private property and ownership with privacy, even if it is a common thought.

Moving along in history, nineteenth-century French dictionaries define the verb priver as taming or domesticating. Likewise, the adjective privé describes the family, the home, the domestic interior. In Émile Littré’s dictionary, originally issued in 1863–72, one finds among other examples an expression coming into current use at the time: “Private life should be lived behind walls.” Littré goes on to explain that it was “not permissible to inquire or talk about what goes on in the home of a private individual [particulier]” (Duby 1988c, 3).

With this general idea of what privacy has meant and means, we can now travel through time and cultures to see how privacy has been experienced through history.


2. Privacy: variations and commonalities across time and cultures


Sceptics of the universality of privacy are quick to argue that our ideas about privacy are modern: that at other times and in other cultures privacy has not been valued like it is today. Even within what can be broadly construed as “Western culture,” norms about what should remain private are said to have undergone such dramatic changes over the course of history, that the idea of privacy being a universal value or need may seem far-fetched.

In this vein, Lawrence M. Friedman writes that “Privacy, as idea and reality, is the creation of a modern bourgeois society” (Friedman 2007, 258). Similarly, Vint Cerf, one of the architects of the internet and Google’s Chief Internet Evangelist, thinks that privacy emerged during the industrial revolution (cited by Ferenstein 2013), and journalist Thomas McMullan has suggested that privacy was invented with the telegraph (McMullan 2015). If privacy were indeed a recent cultural development, and people in the past and other cultures have lived happily in its absence, then it would be plausible to think that we could easily do away with privacy without much loss. In what follows, I go through some of the changes that have taken place in Western societies with respect to privacy. I then look at other cultures to show that privacy is a desire that has subsisted across diverse cultures and times.

Perhaps the most private of places for most contemporary Westerners is the bathroom. It is very rare for people to want company when they are sitting on the toilet. One of the historical examples often given to suggest that privacy is a recent development is Roman bathrooms (e.g., Ferenstein 2013). Romans were fond of combining “evacuation and conversation,” as the writer Bill Bryson puts it (2010, 500). Their public latrines could seat twenty or more people close together. This custom lasted for centuries, with some modifications. Romans were not the only ones who were not shy in the bathroom. Hampton Court Palace, built in 1514, contained a “Great House of Ease,” which accommodated up to fourteen people; Charles II was accustomed to go to the “privy” with two attendants; and George Washington’s home had a lavatory with two conjoining seats (Bryson 2010, 500).

One might be tempted to infer that perhaps Romans (and people who followed their customs) did not have a need for privacy. If they were willing to do in public what today we view as one of the most private activities there is, then perhaps Romans did not feel embarrassment like we do, and were happy to share everything with the people surrounding them. There is much evidence against that hypothesis, however.

It is quite clear that Romans were intent on keeping some kinds of information private. They frequently attended temples to ask favours from gods. Some of those favours were less virtuous than others. When they asked to be richer than their neighbours, for example, they did not want other worshipers to hear about it, so they wrote down their less honourable wishes in a sealed document that was left on the altar (Veyne 1987b, 211). Similarly, privacy of correspondence was highly valued. When Mark Antony read out loud the letters that Cicero had sent him, the latter went before the Senate to denounce him:

But he also read letters which he said that I had sent to him, like a man devoid of humanity and ignorant of the common usages of life. For who ever, who was even but slightly acquainted with the habits of polite men, produced in an assembly and openly read letters which had been sent to him by a friend, just because some quarrel had arisen between them? Is not this destroying all companionship in life, destroying the means by which absent friends converse together? How many jests are frequently put in letters, which, if they were produced in public, would appear stupid! How many serious opinions, which, for all that, ought not to be published! Let this be a proof of your utter ignorance of courtesy. (Cicero 2009, 18)

Critics might be tempted to think that, even if Romans valued privacy regarding certain kinds of information or documents, they might not have had a desire for physical privacy. In other words, maybe ancient Romans did not have a need for physical withdrawal, as demonstrated by their scatological customs. While it is quite likely, if not certain, that Romans were more gregarious than modern day Westerners, there is evidence that suggests there were places and times for solitude. The historian Paul Veyne points out that “For the ancients, a man’s study was a sanctuary of private life” (Veyne 1987b, 229). The study was a place where a person could retreat from social life in order to read and write.

Perhaps, then, it was only privacy with regard to the body and bodily functions that Romans did not value. After all, it is said that men and women bathed together in public baths. But even this moderate hypothesis is highly questionable. It is still a matter of debate to what extent people using public baths were unclothed (Fagan 2005, 25–26). It seems that there was much variety in this and other aspects of bathing. At least in some cases, there were different times or separate bathing wings for women and men. Furthermore, there is evidence of some prevalent taboos when it came to sex and exposing the body. A man was considered a libertine if he made love before nightfall,2 without darkening the room first, and if he made love to a woman who was completely naked. According to Veyne, “only fallen women made love without their brassieres, and paintings in Pompeii’s bordellos showed even prostitutes wearing this ultimate veil” (1987b, 203).

The reader might understandably wonder whether I might have chosen the wrong society in an effort to cherry pick. If we are looking for a Western culture in which people do not have reserves about exposing their bodies, perhaps we should look to ancient Greece. The Greeks were well known for adopting in the seventh century bc the curious custom of practising athletics unclothed (Scanlon 2002, 326). Athletic nudity was unique to Greeks. It differentiated them from other Mediterranean societies, and other nations mocked them for it (Scanlon 2002, 208).

Despite this custom, however, ancient Greeks were vulnerable to being embarrassed about their naked bodies. Many Greeks, unconvinced by the new custom, ridiculed those engaging in athletics in the nude (Scanlon 2002, 207–208). For many, the prospect of disrobing in front of people, even in the context of an accepted practice, was a source of anxiety. First, Greeks worried about being physically fit. Lucian, for example, mentions how “expecting to appear unclothed before so many people, [Greek athletes] try to attain good physical condition so that they may not be ashamed of themselves when they are stripped” (cited by Scanlon 2002, 208). Second, they worried about sexual arousal. It seems that the practice of infibulation (drawing up the foreskin of the penis and tying it with a cord) was widespread. The purpose was apparently “to prevent the embarrassment of an erection in public context” (Scanlon 2002, 235). It is untrue, then, that the Greeks had no reservations about exposing their bodies.

Ancient Greeks were also concerned about private information. In To Demonicus, a text that offers advice to a young man, Isocrates encourages self-restraint. He advises one not to “expose” oneself to others. Isocrates instructs Demonicus that if he ever needs advice from a friend about an embarrassing matter, he should pretend to be asking advice on behalf of someone else in order to get the benefit of the counsel without having to expose himself. “Hence the Athenian private gentleman,” concludes Moore, “was expected to be a very reserved and private person” (1984, 132). Accordingly, it was considered a disgrace to have domestic disputes among relatives become public (Moore 1984, 139).

What the Greek and Roman examples show is that, despite the widely different practices of our ancestors, we find at least as many commonalities as differences between their concerns for privacy and our own. Ancient Greeks and Romans were familiar with feelings of embarrassment concerning the body, they valued privacy with respect to certain kinds of information, and they withdrew in solitude (or intimacy) to rest and to engage in activities, like writing, that are best done alone. Similar examples can be cited throughout the history of the Western world.

Architecture is a telling expression of privacy considerations. In their deliberate design of space, cultures reveal their priorities. At the end of the Middle Ages and the beginning of the Renaissance in Italy, when the bourgeoisie began to have enough money to build houses to their liking, they built private bedrooms for all members of the family, including children. Sometimes even couples had different bedrooms for each spouse. The famous architect Leon Battista Alberti

recommended that husband and wife each have a room so that neither would burden the other unduly—in case of illness, oppressive heat, or pregnancy, for example. The two rooms should communicate so that husband and wife could meet without attracting the attention of gossips. A quiet, heated, private room was even more indispensable to an elderly person (…). Most of all, however, a private room was needed by the head of household, particularly if he belonged to a great lineage. The bedroom was the secret chamber, where the master of the house contemplated his most precious possessions and consulted his most valued family documents as he decided on a proper course of action. (cited by de La Roncière 1988, 216–217)

Privacy concerns during the Renaissance were related to “ideas about the importance of self-reflection, of personal development, and of psychological well-being” (Ronnes 2004, 108). Houses were seen as refuges for privacy. Expressions like “being alone,” “shutting oneself up,” and “being private” took on positive connotations (Ronnes 2004, 106). The development of hallways and servants’ quarters further speaks to a preference for privacy.

It can be argued that the progression towards spatial privacy has been an ongoing tendency on a par with material development. In 2011, about a third of households in the United States and the United Kingdom had one person living in them. In Sweden, where there is a strong welfare state that allows people to have a reasonable degree of independence, 47 per cent of households have one resident (Klinenberg 2012). It seems that, insofar as people do not depend on others and can economically afford it, they choose ways of living that are conducive to privacy.

By citing these examples, however, I do not mean to give the impression that privacy has always been unquestionably valued in Western history. It is worth keeping in mind that some of the etymological origins of the word have negative connotations. At different times in history and in different contexts, privacy has been regarded as something suspect and dangerous. In late antiquity, Jews and early Christians worried that privacy could jeopardize loyalty and solidarity with the group (Brown 1987, 254). The epitome of virtue was for individuals to give the whole of themselves to their religion:

In the first century A.D. this model [of suspicion about privacy] was supported, with widely varying degrees of urgency and abruptness, by the belief that through the action of God a social state presently governed by the abrasive opacities of double-heartedness would give way, among a true remnant of Israel, to a time of utter transparency to each other and to God. In such a true, redeemed community, the tensions of the “evil heart” would have been eliminated. (Brown 1987, 254–255)

Similarly, the familiar view that good people have nothing to hide and therefore only evil people want privacy can be found in eighteenth-century literature (Spacks 2003, 49).

Negative views of privacy have at times been associated specifically with women. Men in feudal France thought that women were up to no good when they were alone in the chambre des dames, where it was accustomed to lock them up (Duby 1988a, 77–79). During the eighteenth century, women were seen as vulnerable creatures who were endangered by privacy. It was thought that if women were allowed to read by themselves, they might be victims to uncontrolled fantasies that could lead to disaster (Spacks 2003, 10).3

In short, privacy has not always been looked at favourably. But that it has attracted criticism shows that there has been a persistent desire and practice in Western history to withdraw from others. If people had not sought privacy, critics would not have needed to express their worries. These examples—both of practices that protect privacy and of condemnations of privacy—show that privacy is not something we have invented recently. For all that has been said so far, however, privacy could still be thought to be a Western invention, and not a panhuman desire. Can privacy concerns be found in societies that are culturally distant from the West?

In Privacy: Studies in Social and Cultural History (1984), Barrington Moore convincingly answers this question in the affirmative. He understands privacy as “a desire for socially approved protection against painful social obligations” (Moore 1984, 6). Moore looks at societies in which, at a first glance, privacy seems scarce or non-existent, only to find that privacy practices are ubiquitous after all.

The Utkuhikhalingmiut (abbreviated as Utku), are an Inuit community of twenty to thirty-five people who live inside the Arctic Circle in Northern Canada. They are an isolated community, with the nearest trading settlement being several days away by dogsled. The Utku remind us that for much of human history, solitude was very dangerous. Given the environmentally hostile conditions they live in, the Utku cannot afford to be by themselves. They rely on each other for survival, living in tightly packed tents (in the summer) or igloos (in the winter). Living in such confined spaces, the Utku have devised an unusual form of withdrawal. In the igloo, every person has a sleeping space into which no one intrudes without permission. An individual seeking withdrawal may spend hours or even days lying silently in their bed, facing the wall, ignoring those around him, without being disturbed (Moore 1984, 4–11). When the environment does not allow for physical walls, social norms can act as invisible fences that protect privacy.

Of the cultures explored by Moore, the Sirionó, a hunting and gathering people in Bolivia, are the likeliest candidates to have no concerns for privacy. According to Moore (1984, 18) a striking feature of this community is the utter disregard they show towards one another. They survive with a minimum of cooperation. In terms of privacy, all physiological activities can be carried out in public (Moore 1984, 18).

Moore continues, “Siriono society lacks all but the most minimal distinction between what is private and public—and suffers the disadvantages of both. There is neither protection against intrusion nor the advantages that come from cooperation and the recognition of a collective interest” (Moore 1984, 19). Even in this society, however, Moore finds embers of privacy. Couples often find seclusion in the forest to engage in sexual intercourse (Moore 1984, 67). Likewise, a desire for privacy can be glimpsed in the frequent complaints about noise and disturbances that are due to living in close quarters (Moore 1984, 275). Finally, one can speculate that individuals welcome the break they get from each other when they go out for a day of hunting or gathering, alone or in pairs. In many societies, hunting and gathering activities provide a temporary escape from the burdens of sociality and thus have a privacy function beyond providing food for the group.

To further support his observation that privacy is a panhuman desire, Moore cites the work of Clellan S. Ford and Frank A. Beach. They studied twenty-five societies about which adequate information about sexual habits existed. People in twenty-four of those societies chose to have sexual intercourse in private places (Ford and Beach 1951, 70–71).

As a final non-Western example, it is worth mentioning that people in ancient China were not strangers to privacy concerns. Among their many norms, it was customary to consider the sexual act a sacred practice that should never be performed in public or talked about with strangers (Moore 1984, 256). In the Analects, there is a passage that suggests that the people of ancient China did not approve of intrusions into their private space. Confucius criticizes a man who is so “dishonest as to sneak into places where one has no right to be, by boring a hole or climbing through a gap” (Confucius 1938, 2:21).

After this brief tour of privacy through times and cultures, it seems warranted to believe that privacy is not a new concern. Admittedly, this chapter does not offer an exhaustive historical overview of privacy.4 That is not its aspiration. Rather, the point of the chapter is to offer enough evidence to show that the desire to seek refuge from the demands and risks of social interaction has been shared by many cultures throughout history. Privacy is a need born out of sociality. As Moore points out, “Without society there would be no need for privacy” (1984, 73). To survive and flourish, we need others as much as we need some distance from them. For individuals to thrive, a balance must be struck between sociality and privacy, and the exact point and style of equilibrium varies across societies and individuals. Ways of finding spaces and time for privacy also vary widely across cultures. What remains common to all is the need to keep to ourselves from time to time and in certain circumstances.

Indeed, it may be that privacy differences across time and geographies are more due to contextual differences than to cultural ones. When we are in absolute need of others for survival, like the Utku are, privacy becomes a secondary worry. When less wealthy societies, like those of antiquity, have less privacy than more affluent ones, it may be due to privacy being a relatively expensive good. Similarly, a privacy exposure that could cause severe harm in one society may be harmless in another (Räikkä 2008, 543). In today’s United States or Europe, the exposure of medical records could lead to people not getting hired, or even losing their jobs. That might not be the case for the Utku or the Sirionó. If the Utku, then, are not worried about medical privacy, that is not because their culture is very different from ours, but rather because medical privacy is less relevant in their context. Insofar as people protect their privacy in an effort to avoid harm and seek greater wellbeing, it is something common to all human beings.

A brief tour through the origins of privacy has given us a vague sense of what privacy is about. The next part of the book delves into the challenge of offering a satisfactory definition of privacy.


The Ethics of Privacy and Surveillance. Carissa Véliz, Oxford University Press. © Carissa Véliz 2024. DOI: 10.1093/oso/9780198870173.003.0003




1 The quotations offered by Huebert as evidence for this fourth sense of privacy do not show incontrovertibly that they are referring to interiority. For example, Huebert quotes Shakespeare’s Malvolio, in Twelfth Night (3.4), who says to Olivia: “Go off, I discard you. Let me enjoy my private.” Huebert concedes that one interpretation of the quotation is simply that Malvolio wants to be alone, but, he adds, “I’m confident that Malvolio’s ‘private’ here is also his inner self, his state of mind.” Regardless of whether Huebert is right that the modern meanings of privacy include a notion of interiority, this connotation seems to be alive and well in the present. For most people, there would likely be nothing more invasive of their privacy than another person reading and divulging their thoughts.

2 Romans probably inherited this taboo from the Greeks. Moore points out that “According to Pindar, both gods and men should have the modesty and restraint not to consummate a marriage in the light of day” (1984, 140).

3 That men had more opportunities for privacy than women is an instance of a more general tendency of privacy to be a privilege of the more advantaged members of society. The rich—who can afford to have more personal space—typically have enjoyed more privacy than the poor. A critic might point out that, historically, rich people have had less privacy because they have been surrounded by slaves or servants. Slaves, however, did not count as equals (Veyne 1987b, 73). Masters did not need to be worried about upholding social norms in their presence. In the words of Peter Brown, “Nudity before one’s slaves was as morally insignificant as nudity before animals” (1987, 246). As the lower echelons of society transformed from slaves to servants and their moral significance started approximating that of equals, different privacy norms developed. In Victorian Britain, servants were expected to keep out of sight and be as near invisible as possible (Bryson 2010, 147–148). Sometimes servants were made to turn their faces to the wall when their masters passed by, and houses were increasingly designed to keep staff separate from family members.

4 Some of the most comprehensive, if slightly indirect, histories of privacy are all five volumes of A History of Private Life (Veyne 1987a, Duby 1988b, Chartier 1989, Perrot 1990, Prost and Vincent 1991). Seek and Hide (Gajda 2022) is the fascinating history of the legal right to privacy in the United States. Also see Privacy: A Short History (Vincent 2016).
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Privacy, the Public, and the Private


Before turning to the most influential definitions of privacy in the philosophical literature, it is important to clarify the relationship between privacy and the dichotomy of the public and private spheres in order to avoid misunderstandings. To figure out what privacy is, we must also be clear on what privacy isn’t. Before building a solid definition of privacy, it is helpful to philosophically dismantle flawed structures and remove the debris.

When discussing privacy in social settings, I have often encountered people defending the view that there is no claim to privacy in the public sphere. The thought is that, if something happens to someone while in the public sphere, or if some event or person belongs to the public sphere, they cannot be expected to enjoy privacy. The assumption is that the private sphere is the proper territory of privacy, or, in other words, that private, in the sense of privacy, is whatever is private, in the sense of belonging to the private sphere.

Views of privacy that rely on the distinction between the private and the public spheres may seem intuitive at first, if only because they recognize the etymological kinship between the concepts of privacy and the private sphere. Such views, however, quickly run into trouble, having unpalatable implications. I will argue that appealing to the private and public divide is unhelpful both in defining what privacy is and in determining what ought to be protected by privacy. The objective of this chapter is to show that it is not a contradiction in terms to say that privacy issues are not concerns that only and always belong to the private sphere.

In Section 1, I consider William Parent’s view as an example of a philosophical account that relies on the public and private divide to determine what privacy is. I analyse his proposal because it makes ideas explicit that are popular in Western countries but are often expressed with less clarity in the media or in conversation. I go through some of the problems this kind of view encounters when defining privacy and justifying what ought to be private.

One might think that the problems with Parent’s view stem from an incorrect way of dividing the public from the private. In Sections 2, 3, and 4, I examine three alternative ways of marking out the divide—spatially, financially, and with respect to the roles we play. I argue that none of these ways of separating the private and the public can justify a definition or a defence of what ought to belong to the realm of privacy.1 In Section 5, I argue that the distinction between the private and the public is especially unhelpful in the digital age, when the paradigms of the private sphere are collapsing into the public sphere.

In this chapter I will not yet offer a philosophically rigorous definition of privacy. As a rough and ready working understanding of privacy, it can be said that the private, in the sense of privacy, refers to that which individuals have reason to keep hidden from most other people (except a chosen few). I will mostly rely on paradigmatic privacy cases to argue that, whatever definition of privacy we favour, and as long as we want it to accord with common usage, we cannot rely on the private and public distinction to justify a claim about what privacy is or what ought to be kept private.


1. The private as that which is unpublished


One common way of thinking about what is private is conceptualizing it as whatever is not part of the public record. The public record includes newspapers, court proceedings, official documents open to public inspection, and more recently, whatever can be found on the internet through a search engine or on a social media platform. On this way of framing the divide, the private sphere is whatever is not in the public sphere, and the public sphere is whatever has been published and is accessible to the public.

In 2016, two Danish social science researchers collected and analysed public user data from approximately 68,000 user profiles on the online dating website OkCupid. They wanted to analyse the relationship between cognitive ability, religious beliefs, and political participation. When the researchers published their study in an open access online journal, they included their entire dataset, without anonymizing users or applying other privacy-preserving techniques to obscure the sensitive data. Even though the real names and photographs of the site’s users were not included in the dataset, the publication of usernames, bios, age, gender, sexual orientation, religion, personality traits, interests, and answers to popular dating survey questions meant that people’s identities could easily be uncovered.

When challenged about this decision and asked about whether they had made any efforts to anonymize the dataset prior to publication, the lead author, Emil Kirkegaard, responded on Twitter: “No. Data is already public.” In a later interview, he wrote: “We thought this was an obvious case of public data scraping so that it would not be a legal problem” (cited by Hackett 2016). Legal issues apart, it seems like there are ethical issues when sensitive information about people is publicized—even if it was already in a public database.

The assumption made by these researchers, and many other people, is that privacy cannot be violated by publishing data that is already on the public record because whatever is public cannot be said to be private. Although this view is mostly found in public debates and everyday conversations, some philosophers defend it too. William Parent, for instance, argues that a person loses privacy when others come to have personal knowledge about her that was not on the public record (1983a, 269).

Parent has defined privacy as

the condition of not having undocumented personal knowledge about one possessed by others. A person’s privacy is diminished exactly to the degree that others possess this kind of knowledge about him.

(Parent 1983a, 269) (emphasis added)

For Parent, a fact is documented if it belongs to the public record (information published in newspapers, court proceedings, official documents open to public inspection, etc.). Nothing in the private sphere is therefore documented. Crucially for his definition of privacy, he understands personal information as

facts which most persons in a given society choose not to reveal about themselves (except to close friends, family,…) or facts about which a particular individual is acutely sensitive and which he therefore does not choose to reveal about himself, even though most people don’t care if these same facts are widely known about themselves. (Parent 1983a, 270)

Parent’s account commits him to an extremely counterintuitive implication: that privacy is not lost through the publication of personal information. B loses his privacy the moment A gains some undocumented personal knowledge about him, but not when she puts that information in the public domain by publishing it, and not when other people start learning about the now-documented personal information. For Parent, then, having one’s affairs published in a tabloid is not a privacy problem.

One option to avoid this counterintuitive implication would be for Parent to defend the view that undocumented personal information should never become documented or published. There is no evidence to think this is his view, and it would be a very unpalatable stance to take, as it would seriously diminish free speech and journalistic enterprises. If, however, he does not take this view, then the implication is that he is not able to claim, on the basis of his account of privacy, that some things which are part of the public domain should not be—things that, for privacy reasons, should have never been made public. Because, in his view, people only lose privacy when knowledge is first gained, Parent can make no normative assertions about whether something already known should be published.

Despite these implications, Parent writes that “a person does lose a measure of privacy at the time when personal information about him first becomes a part of the public record, since the information was until that time undocumented” (1983a, 271). I do not see how this conclusion can follow from his account, however. On Parent’s definition, person B only loses privacy when person A has knowledge of B’s undocumented personal information.2 Therefore, B would lose privacy when a journalist learns something personal about him, not when she publishes that information. Gaining knowledge of B’s personal information is not the same thing as that information becoming part of the public record.

Perhaps the most troublesome implication of Parent’s view is that privacy cannot be further lost once a piece of personal information is on the public record—even if it had been forgotten and is suddenly rediscovered. Suppose, writes Parent, that A finds a story about B in an old newspaper in which she learns personal information about B—that he has gambling and drinking problems. Can we accuse A of invading B’s privacy? “No,” answers Parent. While it is understandable to feel reticence at calling A’s action an invasion of privacy, pace Parent, it seems unreasonable not to concede that, at the very least, B has lost some privacy. But Parent thinks that B does not lose privacy because that information is not undocumented.

Imagine that A gives the information about B to a reporter who then re-publishes it in a popular contemporary magazine. Isn’t B’s privacy diminished in this case—doesn’t he lose privacy? Again, Parent answers “No,” on the grounds that it cannot be an invasion of privacy because publicly available information can be found by anyone, “without resort to snooping or prying” (1983a, 271). But surely one can be made to lose privacy even in the absence of snooping or prying. A flatmate can accidentally walk in on one while one is naked in the shower, for example. In this case, even if it is questionable whether there has been an invasion of privacy—that is, even if it is debatable whether there can be involuntary or blameless invasions of privacy—surely privacy has been lost. Losses and invasions of privacy are not the same thing, and Parent’s view cannot account for that difference.

Take the following example, inspired by the real world. Imagine that there is highly sensitive information about an individual called Milan in some police files in Czech Republic. The files suggest that Milan was a police informer during the Communist regime in 1950. After, say, fifty years, the files become declassified and enter the public domain. For eight years, no one reads those files. Then one day, in 2008, someone stumbles upon the files and publishes their content in a prominent Czech newsmagazine, which eventually causes the information to become front-page news in international newspapers.3

When did Milan lose privacy? In 2000, when the files were declassified but nobody had read them (it is plausible to think that there was no one alive who was even aware of their existence), or in 2008, when the files were read and reported on in magazines and newspapers?4 It seems more accurate to say the latter. Milan’s privacy might have been put at risk when the files were declassified, but loss of privacy occurred when someone read the files, followed by a graver loss of privacy when the information was published in a Czech newsmagazine, followed by an even more significant loss of privacy when the news was published worldwide. What this example shows is that the degree of accessibility to information and the number of persons who access that information matter for privacy.

Parent’s account cannot accurately reflect nuances. If we think of the private as the unpublished, there is absolutely no difference in loss of privacy between having intimate information about oneself published in a blog that no one visits and no one will ever read, and having it published in the front cover of the New York Times, where millions might read it, because both belong to the public sphere. This implication is too implausible to be tenable.

The importance of degree of accessibility is at the heart of the European “right to be forgotten,” which forced Google to allow the deletion of links that contain information that can stigmatize individuals for what they did in the past but is no longer relevant for the public. The links that companies like Google delete from their search engines are still alive on the original websites (e.g., of newspapers), but by not appearing in a search they are much less accessible.

Another example of how privacy can be damaged even when the information in question is already in the public domain is the aggregation of data. Internet users leave a trace of public bits of information about themselves. When scattered, each bit of information may not be meaningful enough to be considered a loss of privacy. Aggregated, however, they can give an extremely detailed portrait of a person, including her ideas, buying habits, employment status, medical issues, legal problems, personal interests, sexual preferences, geographic location, and more.

Going even further, Benedict Rumbold and James Wilson have argued that “there can be cases in which an individual’s right to privacy could be violated by the appropriation and dissemination of information either that they themselves have made public or that has been inferred from information they have made public” (2019, 3). Rumbold and Wilson’s view is even more of a challenge to accounts like that of Parent because they successfully argue that people can have their right to privacy violated, not only by certain uses of information that has become public, but even in cases in which individuals themselves made that data public. A person, they argue, cannot waive her right to privacy unintentionally, and if she was unaware of the kind of information that could be inferred from data she has made public, her right to privacy has been violated when those inferences are made.

It seems, then, that contrary to what Parent believes, having undocumented personal information known by others is not necessary for losing privacy: one can lose privacy even if all that is known about oneself was already in the public domain. In other words, there can be losses of privacy through documented personal information becoming known.

One might wonder why someone like Parent might want to hold such an implausible account of privacy. Why would someone want to answer “no” to the question of whether people can lose privacy with the aggregation of public information or the publication in a widely read newspaper of documented personal information? Parent replies as follows:

An affirmative answer blurs the distinction between the public and the private. What belongs to the public domain cannot without glaring paradox be called private; consequently it should not be incorporated within our concept of privacy. (Parent 1983a, 271)

As we will continue to see throughout this chapter, the ideological conviction that privacy can only belong to the private domain, far from clarifying what privacy is and what ought to remain private, blinds us to the nature of privacy. The thought that what is private, in the sense of privacy, must be whatever is private, in the sense of belonging to the private domain, is a false tautology because the adjective “private” is being used in different ways. When we talk about private property, or a private detective, or a private school, we don’t use the word in the same way as when we talk about private information. Despite the common etymology, there are different senses of the word “private,” and there is no paradox in arguing that some events taking place within the public domain are private and should remain private. Just think about the many times you’ve had a private conversation in a public space.

A critic might think that Parent’s definition fails to account satisfactorily for privacy not because it relies on the private and public divide, but rather because it does not separate the public from the private in the right way. Parent divides the private from the public in virtue of what has been published, but there are other, maybe better, ways of understanding both spheres. In what follows I explore three other ways of dividing the private from the public: physically, financially, and with respect to the roles we play.


2. The private as a physical zone


Another common way of distinguishing the public from the private is to think about the private sphere as a spatial area, inhabited by individuals and families, which is out of bounds to the government and to other citizens. This limit is set normatively, not descriptively. A passer-by might be very eager to explore the contents of your home, but we set boundaries to restrain that kind of access. Similarly, a government may desire to know what sexual practices its citizens consensually engage in while in their bedrooms, but again, from a liberal point of view (which I am assuming here, for the sake of illustration), access to that information should be curbed.5 The home is the paradigmatic locus of what is private in a spatial sense.

Conversely, the public sphere is comprised of communal areas that are the legitimate concern of everyone—the government and the people. Streets, public squares, parks, and government buildings are paradigmatic public spaces.

It is worth noting that spatial privacy is a very close cousin of territoriality. The implication of dividing the private from the public spatially is that people can expect privacy only in the protected comfort of their homes (as long as they do not engage in criminal activities). In public places, however, privacy is not to be expected or respected. Accordingly, there are those who think that photographers have a right to take shots of anything and anyone they can see in public.

Photographer Nick Turpin, for instance, defends the view that “what happens in a public place should be a matter of public record.” Turpin admits that taking photographs in public places can have bad consequences: “I could be photographing a couple kissing while they shouldn’t be kissing. But if they are doing it in a public space, it’s a risk that they’re running…” (cited by Laurent 2013). The responsibility, then, is not on the photographer for capturing what is happening in public places, but on the people who do something in public that they don’t want captured by a camera.

Turpin’s view may seem convincing because his example, kissing in plain sight, appears to be a voluntary act. When we look at other examples, however, the view that people do not deserve privacy on the streets seems less appealing. Imagine a woman getting hit by a car on the street. When the paramedics arrive, they cut through her clothes in the process of providing her with medical attention. In this situation it is much less clear that witnesses are entitled to take photographs of her naked and injured body—much less publish them. That she did not intend to be unclothed in public and the sensitive nature of the situation are weighty reasons for people to act with tactfulness. This case is enough to show that Turpin’s view is wrong. People do have a claim that others respect their privacy when being in a public space—at least in certain circumstances.

Even in cases in which it seems that people have chosen to carry out a sensitive act such as kissing in public, it is worth bearing in mind that our “choices” are often much less free than they might seem. A couple may not have enough money to pay for a hotel room, and they might not live in a place where they can enjoy privacy. Privacy can be an expensive good. A political dissenter may not be able to meet with a fellow activist in her home because she suspects her house is under surveillance. Sometimes, the only breaths of privacy we can enjoy are precisely in public spaces, where we have a chance to be away from people who can recognize us, where we can get lost in the crowd.6

In this vein, Patricia Meyer Spacks has pointed out how, historically, women have searched for privacy outside of their homes: “the housewife wants privacy specifically to get away from her family for a time” (2003, 1). Although the home has been traditionally thought of as a refuge from the demands of the larger society, this has been true mostly for men, who went out to work and socialize, and came back home to relax. Especially for people who work from their homes, domestic chores and family obligations can get in the way of individual privacy. Having to engage with family can hinder spending time by oneself writing in one’s diary, for instance, or having the chance to speak privately with a friend, away from the eyes and ears of one’s spouse and children. Intimacy can become oppressive, particularly in close quarters (Moore 1984, 277, 42). An escape from others is important for wellbeing. We all get privacy from our close ones by leaving our homes for some hours every day and entering the public sphere. School, work, and solitary walks (even when they take place in crowded streets) are all potential privacy resources.7

In addition to these counterexamples, an equally important shortcoming of arguing that privacy belongs to the private sphere, understood as a spatial zone, is that we are presupposing the truth of the demarcation, rather than arguing for it. Demarcating the private on the basis of that which is the legitimate concern of individuals and families is a normative decision. Such a characterization could not explain why something should be protected by privacy; it would instead beg this question. In other words, it is not enough to say that “x should be protected by privacy because x is part of the private domain.” One would then have to justify why x is off-limits or not a legitimate concern of the government or the public.


3. The private as that which is not publicly funded


A further familiar way of drawing a line between the private and the public is by appealing to the sources of funding. If an institution is funded with money earned by businesses or individuals acting in a non-governmental capacity, it is considered part of the private sector. Similarly, individual citizens belong to the private sphere on account of their wages, estates, and shares being personal assets. In contrast, when an institution is funded with money coming from taxpayers (qua taxpayers), it is usually listed as belonging to the public sector.

You might think that privacy has nothing to do with the source of funding, but it is plausible to argue that, as citizens, we have a claim to know about the lives of public officials because we are paying for their salaries through our taxes, for instance. Just as employers are entitled to some degree of knowledge about their employees (at least while the latter are on duty), so we are entitled to keep an eye on our public officials.

Financially separating the private and the public is tricky, however. There are many private businesses (for instance, pharmaceutical companies and big tech companies) that receive public funding or tax breaks and yet are still considered private companies. On the other side of the divide, private funds often go into politics, which is traditionally considered part of the public sphere. Most political campaign spending in the United States is privately funded, for example.

Even if we could sharply distinguish between private and public funding, marking the divide by focusing on the origin of money will not help us in deciding what should remain private. It can be argued that all finances pertaining to taxpaying should be accessible to any other citizen —as is the case in Norway— or at the very least to the eyes of the government. That the demand for a certain amount of financial transparency from all citizens is a reasonable one shows that not all that is financially private should always be guarded by privacy.

Conversely, public institutions should sometimes be protected by privacy. A sensible concern is that lack of transparency might encourage corruption and wrongdoing. Nonetheless, it is a plausible hypothesis that, at least in some cases, publicly funded institutions might need a degree of opacity. Consider a publicly funded institution that protects human rights—it might need privacy to safeguard its sources of information, as well as victims of abuses. When governmental congressional committees are closed, politicians feel more at ease expressing their opinions and compromising with opposing factions without feeling like they lose face with respect to their constituents (Westin 1970, 45). We will look more deeply at the topic of transparency and privacy in institutions in Chapter 9.

The implication of these counterexamples is that what was true of the first two ways of delimiting the private and the public is also true for this one: privacy cannot be descriptively specified or normatively decided by reference to what is privately funded.


4. The private as a role we play


A final prevalent way of distinguishing the private from the public is by making reference to the different roles people play in society. As we saw in Chapter 2, the Latin etymology of “privacy” is related to acting on one’s own behalf, as opposed to acting as a public officer (magistratus). A private role is, roughly, one in which an individual is entitled to act (and, arguably, in some cases is obligated to act) in her own interest, in the interest of her family, or in the interest of a small group of people to which she belongs. For the sake of argument, I will assume that the paradigm of a public role is that of a public official. I realize, nonetheless, that there are public roles, such as that of celebrities, which may have a very different function. The role of a public official, in contrast to a private role, is one in which the person should act for the sake of the citizenry as a whole—with their interests in mind (Geuss 2001, 46).

It is a matter of controversy exactly what it means to act in the interest of the people. Some might think that the role of a public official is to act on the basis of the aggregation of individual preferences (as derived from certain institutional mechanisms), independently of the content of those preferences. Others might think that the public official should rather follow her own conscience and do what she sincerely believes will result in better outcomes for society. What is beyond controversy is that the public official should never act, in her capacity as a public official, for her own benefit, or for the benefit of her close ones. As a public servant, she is supposed to serve others. How to best serve the public is a matter outside the scope of this chapter.

People who play a public role also play private roles, but they are expected to separate those two when they are on and off duty. When a senator is acting as a senator, she ought to seek to further the interests of the citizens in her society, and the partiality she might feel towards her friends and family should be put in parenthesis when voting about legislation. When that same person goes on holiday, however, she is allowed to take her public official hat off and exercise her private role as wife, or mother, or sister, which requires that she make decisions for the benefit of her family.

Conduct that would be pejoratively called “favouritism” or “nepotism” in the context of a public role is considered acceptable behaviour for paradigmatic private roles (Jones 1984, 608). The shopkeeper who is the sole owner of her shop and hires her nephew instead of looking for the most qualified candidate may not be doing what is best for her business, but she may be doing what is overall best for her family. In any case, she is not doing something morally condemnable, and her action is certainly not comparable to the wrongness involved when a public official takes advantage of her position to hire a nephew for public office. Sometimes private and public roles conflict, and good systems are ones that prevent or minimize such clashes.

The categorization proposed is admittedly imperfect. Some roles do not fit neatly into one box or the other. Despite the characterization being a rough one, however, it is enough to show that even in clear-cut cases of people performing public roles, it is not evident that privacy is out of place.

Consider the following example, taken from Mexican politics (Glum 2015). A public official makes a call to another public official to talk about a matter of public importance. The call is made from a government office and using a mobile phone paid for by the government. Unbeknownst to them, they are being wiretapped and recorded. The recording was subsequently published on YouTube by an anonymous user. Although the conversation took place within the public realm, and the topic was of interest to the citizenry, it does not follow that citizens are entitled to spy on public officials. In this case, the privacy of the public officials involved was infringed, and a criminal complaint was filed.

The audio leak showed one of the public officials unacceptably ridiculing a group of indigenous people. We may want to justify such infringements of privacy in the case of whistleblowing that denounces wrongdoing, but they still count as privacy infringements, even when they are warranted. Whoever recorded the juicy piece of conversation must have surreptitiously heard many more private conversations that should not have been heard by anyone other than the interlocutors (assuming the police or other authorities have no reason to suspect the public officials). Private conversations between public officials on duty could contain, for example, state secrets that, if known by others, could jeopardize diplomatic or political plans, or even the security of citizens. Not everything that goes on in the life of a public official while she is on duty should be scrutinized by the public, and citizens are not morally entitled to spy on their public officials.

Conversely, not everything that goes on when a public official is off duty ought to be private. It is said that, in order to belong to the Bullingdon Club, the elite Oxford drinking group, it is currently required of new members that they burn a £50 note in front of a homeless person as an initiation ritual (McTague 2013). Suppose that, in thirty years’ time, a member of today’s Bullingdon Club becomes Prime Minister. Even if he was not in public office when he was initiated into the Club, information regarding that event is arguably relevant enough that the future Prime Minister may not have a claim to privacy with respect to it. While the information may not speak to his abilities as a Prime Minister, it speaks to his character and his attitudes towards the underprivileged. As Prime Minister, he will be pushing for legislation that can significantly affect the worst off, and British citizens are entitled to know what his attitudes are towards the poor. People may change, of course—particularly when decades have passed. But having such a precedent would put the burden of proof on the politician in question to demonstrate he has changed his attitudes towards the poor.8

A similar argument is often used when exposing the infidelities of public officials. I believe the argument fails in most cases of adultery. The Bullingdon Club initiation is politically relevant because it directly speaks to the person’s attitude towards the worst off, who form an important sector of the population. An infidelity, on the other hand, is typically not politically relevant. There are a handful of exceptions, however, such as when the infidelity can be shown to be expressive of unacceptable views about women, for example, or when rape or other criminal behaviour is involved. Other cases in which it is not clear that an affair is politically irrelevant include: when a politician who has voiced homophobic views is found out to have homosexual relationships; when the infidelity is committed by a politician who has strongly defended family values and is in a position of power that could enable them to legislate family relationships; or when politicians get involved with influential people in politics or business in a way that could give rise to conflicts of interest. In most cases, however, the sexual lives of politicians are not politically relevant and should not be exposed.

Some people might want to argue that infidelity suggests that the public official in question is dishonest. Empirical evidence suggests, however, that honesty is not a robust trait: a person likely to be honest in one situation can be dishonest in a different context; someone can be honest with her constituents and dishonest with her family (Hartshorne and May 1928).

Some readers might disagree with the way I have characterized private and public roles because my paradigmatic public roles are highly politicized. It is common to think that people should be separated into private citizens and public figures (or celebrities), depending on the kind of exposure they have to the public in everyday life, or the interest they inspire. On this view, it is often believed that public figures must accept, as part of their job description, that they are entitled to less privacy than regular people. This terrain is highly controversial, with many grey areas. Among other relevant factors to take into account, we should distinguish between people who become famous involuntarily (e.g., the victims of terrible and highly publicized crimes), and people who have striven for fame and depend on it for their success (e.g., actors). As Shakespeare remarked, “Some are born great, some achieve greatness, and some have greatness thrust upon them” (Twelfth Night, Act 2 Scene 5).

It seems reasonable to think, however, that even the most public of figures, the most famous of celebrities who want to be famous, are entitled to some privacy. We all need some moments of relaxation to maintain an acceptable level of mental health. Even celebrities who want and need their fame to succeed, then, ought to be allowed some spaces where they can take a break from their public personae and engage in personal activities away from the gaze of fans, critics, and paparazzi. If we do not respect celebrities’ privacy, we not only invade their privacy, but also that of their families and friends.

Celebrities’ claim to some degree of privacy is enough to show that this way of parsing the private and the public is not enough to decide what should be private. This is not to say that someone being a public figure is not an important consideration when it comes to deliberating about more thorny cases involving claims to privacy on the street. Someone being a public figure, though, is not enough of a justification to invade that person’s privacy in any and all circumstances.


5. The vanishing private sphere


The previous sections clarified what privacy is not by arguing that distinctions between the private and the public do not track what privacy is or what it ought to protect. This section further refutes the myth that privacy belongs only to the private sphere by arguing that the digital age is blurring the boundaries of whatever might have been left of the home as the paradigm of the private sphere. There is no longer a private sphere to which privacy could be restricted.

Once upon a time, you could shut off from the external world by closing the front door of your home. If your desire to be unseen and uninterrupted was particularly strong, disconnecting your landline and lowering the blinds would pretty much guarantee privacy and peace. Those times are long gone.

In the digital age, the world imposes itself in your home and even your bedroom through the internet. It not only interferes with your solitude and concentration through calls, messages, gaming notifications, beeps, and other nuisances; it also devours as much personal data as it can. Smart TVs and personal assistants listen to your conversations. Smart meters, thermostats, hubs, and even toilets can monitor your every use of appliances.

The home, what used to be the most private of domains, is private no more. There are two main dangers of believing in the myth that privacy pertains only to the private sphere. The first one is that we might deny people privacy in public spaces in circumstances in which some degree of privacy is appropriate (e.g., it is important that people are able to have private conversations in public places). The second danger is that, if we restrict privacy to the traditional private sphere (i.e., the home), and then seriously erode privacy in that sphere, privacy might end up disappearing altogether. It is misleading to say that privacy belongs to the private sphere; it amounts to assuming that privacy is being protected in the home, when it is not.


The ubiquitous internet


I recently researched buying a new TV. I went into the electronics shop in the neighbourhood where I live and asked for a “dumb” TV. The sales adviser looked at me as if I had asked to buy an alien. I explained: I want a TV with no camera, microphone, or ability to connect to the internet. “Sorry, we don’t sell those.”

Everything is becoming a computer connected to the internet: from your car to your fridge, oven, light bulbs, and of course, your phone, which is hardly a phone anymore, even if it can make calls. Already, once-common phrases like “going online” or “navigating the internet” have ceased to make sense. The internet is everywhere, and we are never offline.

A critic might argue that, just like you could disconnect your landline thirty years ago, you can disconnect from the internet when at home. However, it is increasingly the case that you need to be willing to be connected to the internet (and have your data collected) if you want to enjoy certain products or services that used to work without an internet connection. Smart TVs are an example. Speakers, electric toothbrushes, and even washing machines are following suit, which means that the consequences of turning off your internet are many more and more inconvenient than unplugging your landline thirty years ago. Turn off your internet and, not only can you not receive and send calls and emails (which your boss is likely expecting, even in “non-working” hours), but you also can’t watch TV, or listen to music, or print, etc.

Consider smart meters. Electricity providers in the UK are pressuring people to adopt these as part of a government scheme that hopes to have a smart meter in all homes. Some energy providers do not offer an analogue meter, and once a smart meter is installed in a home, the next tenant or homeowner will not have the choice of an analogue meter. Once you have a smart meter, there is no opting out of the risks involved in being online. Even if the internet is down for a period of time, data collection devices often collect the data offline and send it once the internet is back up. The opportunities for offline living are getting slimmer.


Leaky homes


Every connection to the internet is like a doorway to anywhere in the world. When you open the front door of your home, you mostly meet neighbours and people living in your city. When you open a door into the internet, you can potentially meet anyone—from the most benevolent person to the most malevolent one, from your close neighbour to someone across the world. Closing the front door to your home is no longer effective for keeping others out because that is not the preferred entrance of today’s thieves, peeping Toms, and salespeople.

Everything that is connected to the internet, and every computer that interacts with another computer, is a source of porousness in homes. Smart homes are permeable in at least two ways. First, any computer that is online is hackable. Second, online computers are more often than not collecting as much data about you as they can and sending it to countless private and public organizations.


Leaky minds


It is not only our home that is leaky—even our minds are. You might think that, even if every appliance in your house is monitoring your every move, you can still enjoy mental freedom. Perhaps the mind, and not the home, is the ultimate private sphere. You are free to sit quietly in your bedroom and let your thoughts run wild without anyone but you knowing about them. That is technically true. Except, for the most part, that is just not how we do our thinking.

Human beings are experts at using their environment to assist their cognitive processes. Suppose I ask you to multiply 56 times 12. Would you do that calculation in your mind? If you were born before the 1980s, you might grab a pencil and paper and use that to multiply faster and more accurately. If you were born after calculators became easily available, you would probably use the calculator on your smartphone.

In using our environments to help us think, we spill our minds onto our surroundings. The idea that the external world is a component of the mind on account of its vital role in cognitive processes is called the extended mind theory (Clark and Chalmers 1998). Before computers came along, some people poured their minds into their diaries, which could be safely kept away from prying eyes in the private sphere of a locked drawer in their homes. Most diaries today probably exist on Word documents in people’s laptops, and in the cloud.

Even if you don’t keep a diary, your mind is still partly outside of your skull. If you find this idea hard to believe, consider the following thought experiment. Suppose a police officer knocks at your door right this moment. She informs you that the government has issued an order that all citizens must have their minds scanned for the benefit of national security. She then gives you two options: you can either have your brain scanned, or you can have your smartphone scanned. Which would you choose? What do you think would give the police officer more information about who you are, what you’ve done, what you think, and who you know?

Before answering too quickly, consider all the things that your brain seems to routinely forget—like where you were a week ago at noon. Your smartphone, on the other hand, contains a precise record of everywhere you’ve been, going back more than a decade, if you’ve been using your Google account for that long. Think of all the text messages and emails you’ve exchanged, the photos you’ve taken, and the web searches you’ve done. Think of the times you or one of your loved ones have had a health scare and you have looked it up online.

It is quite likely that there is more of your mind (or, at the very least, of your memory) in your smartphone than in your brain. If the idea of your most intimate thoughts being outside the protection of your skull makes you feel a bit apprehensive, think about everything you have in the cloud—that is, in someone else’s server. Unless you’ve changed the default settings, all your WhatsApp and iMessenger texts are there.

What is unfortunate is that neither the cloud nor your devices enjoy the same degree of protection from privacy intrusions as your brain does. If you were to testify in a legal trial, you would have the privilege against self-incrimination. In some countries such as Spain, that right goes as far as allowing defendants to lie (Pradera 2009). In other words, the law would not force you to confess to something that goes against your interest. Data from your smartphone, on the other hand, can be used as evidence against you, inside and outside the courtroom.

If you travel to the United States, your electronic devices may be searched, and your data may be copied by customs agents, even if you are American (Miroff 2018). Some people advise that you leave your devices at home when travelling (Larson 2017). From a privacy point of view, that is sensible advice. But it may underestimate how big of an ask it is to leave our smartphones at home. Our smartphones are not only calculators for us—they are the way we communicate with our loved ones, and they are our work tools. They are where we keep much of the practical information that helps us navigate our world more easily. They are parts of our minds.

And yet these devices that hold so much of our private minds are very porous. It is not only that law enforcement and border control agents can access them. Almost every app that we install in them gets some personal data from us. To take one example among many: more than 250 gaming apps on Google Play Store use your smartphone’s microphone to identify what you are watching on TV (Maheshwari 2017).

What is most worrisome is that we feel like smartphones are a bubble of privacy, when in fact, they are not. We treat our smartphone as if it were the perfect best friend—the one who would never gossip about you or betray you. We surrender our most private information to our smartphones as if no one was watching. But they are.

What used to be the paradigmatic loci of the private—our homes and our minds—have become the paradigmatic loci of data collection. The private sphere is fast vanishing, which makes the concept less useful than ever for privacy.


6. Conclusion


If we want a definition of privacy that resembles our common linguistic usage, our social norms, and expectations, and that can also form the basis of a defensible normative stance regarding what ought to be kept private, it seems that the distinction between the public and the private cannot help us. How we characterize the private can have important implications for privacy, of course, but our social norms regarding privacy are much more nuanced and contextual than the broad-brush strokes of the distinction between the public and the private.

Realizing the divide between privacy and different senses of the private, Hannah Arendt argued that the “distinction between the private and the public realms, seen from the viewpoint of privacy rather than of the body politic, equals the distinction between things that should be shown and things that should be hidden” (1998, 72). While this way of separating the public and the private is accurate when it comes to privacy, it is also tautological. It cannot serve as a way to justify what should be private, as one needs to give an explanation of why something should be hidden or shown. (Not that Arendt meant this characterization to be justificatory of privacy.)

The distinction between the private and the public is often fraught with vague ideological assumptions that do not stand up to scrutiny, and the unreflective use of such distinctions can impede our understanding of the world (Geuss 2001, 10). Far from helping us to determine what is desirable and undesirable, and what belongs where, the distinction can sometimes be an obstacle that hinders us from seeing the best moral and political options available.

There are many different senses of what the private is, and no paradox is involved in saying that there are some things that should remain private, even in the public sphere. Privacy belongs not only in our homes, but also in the public sphere—in publications like blogs and newspapers, in public spaces like parks and streets, in publicly funded places and projects, and in public roles. We should not appeal to a vacuous ideological distinction to help us work out what should be private and what public. Rather, we should explore our values, think about what would make our society better, and then stamp “private” on whatever we think people should keep to themselves.

In summary, the distinction between the private and the public, first, should specify the sense that is being used for the term “private”: are we talking about what should be private in the sense of ownership, source of funding, privacy, or something else? Second, the distinction should be the conclusion of a moral argument—not a premise.

Readers might wonder, however: if we cannot use the distinction between the public and private spheres, how are we supposed to decide when privacy is owed? The first step is to define privacy. That is the objective of the following two chapters.
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1 Helen Nissenbaum argues for something similar, although she frames the private and public dichotomy in terms of incursions by government actors, incursions in private domains, and dissemination of private information (2010, 114–116). She believes technological advancement is the reason the dichotomy has become less useful as a foundation for a conception of privacy (2010, 116). I am not sure the dichotomy was ever accurate enough to be in alignment with social norms governing privacy.

2 Parent’s view being connected to knowledge inspires interesting questions related to privacy and truth. Can a person lose privacy when someone thinks she has gained knowledge about him, when in fact she has gained a false belief? I will come back to this question in Chapter 6, on the epistemology of privacy.

3 The protagonist of this unfortunate episode was the Czech novelist Milan Kundera. While there is much controversy surrounding these events, I am assuming here for the purpose of illustration that the accusation made against him is true, although in fact I tend to think it is false, as the evidence against Kundera seems flimsy. The question of whether wrongdoing should be allowed to remain private is a fascinating issue, but a normative one, and beyond the scope of this chapter.

4 The Czechoslovak State Security files have been released gradually. A dissident first published 200,000 names of officers and collaborators in the early 1990s. The Czech Interior Ministry then released a list of 75,000 agents and collaborators in 2003. The rest of the files became accessible to the public when they were transferred from the Interior Ministry to the Institute for the Study of Totalitarian Regimes in 2007. I was not able to verify the exact year in which the files pertaining to Kundera were released; the year 2000 is speculative and used only for illustrative purposes.

5 I am also assuming here a right to privacy, which I will argue for in Chapter 10.

6 David Vincent makes the point that, from at least the late-medieval period onwards, people used outdoor spaces, including in the streets, in their search for privacy (Vincent 2016, 11).

7 Elsewhere I have argued for the importance of protecting privacy in public places (Véliz 2018). “Streets are the veins of a city, and citizens are the oxygen that runs through them, making the metropolis live and breathe. However, there are certain preconditions necessary for citizens to be able to fully enjoy their streets”: they must be reasonably safe, clean, and respectful of privacy (Véliz 2018, 24).

8 My thanks to Cécile Fabre for this example.







4


Ten Accounts of Privacy—And Their Shortcomings


In this chapter, I go through some of the definitions and accounts of privacy that are most influential in the literature in law and philosophy—those that turn on the concepts of the right to be left alone, control, possession of information, and limited access, as well as reductionism, contextual integrity, and the attempt to understand privacy as a “family resemblance” concept. For each account, I point out its strengths and weaknesses.

This chapter serves as preliminary work for the next chapter, where I present my own definition of privacy.


1. (1) Privacy as being let alone


In 1890, Samuel Warren and Louis Brandeis published their famous article “The Right to Privacy,” which constitutes the first theoretical attempt to lay out the nature and importance of privacy. Warren and Brandeis were responding to the development of mass media:

Instantaneous photographs and newspaper enterprise have invaded the sacred precincts of private and domestic life; and numerous devices threaten to make good the prediction that “what is whispered in the closet shall be proclaimed from the house-tops.” (Warren and Brandeis 1890, 195)

Warren and Brandeis recognized privacy as entrenched in culture and evolving over time in response to social and technological developments. They believed that “Political, social, and economic changes entail the recognition of new rights,” and that “the common law” should develop to “meet the demands of society” (1890, 193).

Warren and Brandeis thought of privacy as intimately related to being let alone. Their view is particularly understandable given that their target was the yellow or tabloid press. Journalists who take pictures invasively and print gossip are a nuisance—it is not for nothing that they are called paparazzi, an Italian dialect word that describes the exasperating noise of a buzzing mosquito.

Although the matter is somewhat controversial, it appears that Warren, a lawyer from Boston, was especially sensitive to the “overstepping” of the press on account of having married the daughter of a senator. From the time Warren got engaged to Mabel Bayard in 1882 until “The Right to Privacy” was published in 1890, there were almost sixty articles about the Bayard-Warrens in the newspapers (Gajda 2008, 44). The content of the articles included comments about the “accentuated” hips of the new Mrs Warren, information about her spending a lofty amount of money on a painting, and detailed descriptions of the deaths and funerals of two family members (Gajda 2008, 45, 41). It is no wonder that Warren and Brandeis would later argue that the law should “protect those persons with whose affairs the community has no legitimate concern, from being dragged into an undesirable and undesired publicity” (1890, 214).

Warren and Brandeis argued that the right to privacy is an instance of the right to be let alone:

the protection afforded to thoughts, sentiments, and emotions, expressed through the medium of writing or the arts, so far as it consists in preventing publication, is merely an instance of the enforcement of the more general right of the individual to be let alone. It is like the right not to be assaulted or beaten, the right not to be imprisoned, the right not to be maliciously prosecuted, the right not to be defamed. (…) The principle which protects personal writings and all other personal production, not against theft and physical appropriation, but against publication in any form, is in reality not the principle of property, but that of an inviolate personality. (Warren and Brandeis 1890, 205)

Sticklers for accuracy will notice that Warren and Brandeis do not define privacy. At most, they attempt to define the right to privacy, though the bulk of their article is about defending the importance of privacy. It can be argued, however, that one can infer a definition of privacy from their definition of the right to privacy. If, according to Warren and Brandeis, the right to privacy is an instance of the right to be let alone, then we have reason to think they thought of privacy as an instance of being let alone. Most privacy scholars have taken this interpretation to be true. It is important to acknowledge nonetheless that there is a significant degree of speculation on this inference. As my own account will show, privacy and the right to privacy may be two very different things. A number of scholars have endorsed this definition of privacy as being let alone.1

Many philosophers (e.g., Davis 2009, Parent 1983b, Thomson 1975) have interpreted the cited passage to mean that an “instance” refers to an example or single occurrence of the right to be let alone. According to this interpretation, someone has privacy just when she is let alone and loses privacy when she is not let alone. Under this common interpretation, this account captures both too much and too little.

As Judith Jarvis Thomson points out, if we hit Jones with a brick, we have not let him alone, yet it does not seem that we have violated his privacy (we seem to have violated some other right) (1975, 295). If someone can keep his privacy intact while not being let alone, the implication is that letting someone alone is not necessary for that person to retain his privacy.

Conversely, as Steven Davis points out, someone who voluntarily discloses personal information by sharing it out loud in the village square is being let alone and yet is losing privacy with respect to the information he conveys to the villagers who are walking by (2009, 451). This example shows that letting someone alone is not sufficient for him to retain his privacy. Another example is the use of methods of surveillance of which the victim is not aware. In one sense, it seems that if we do not touch the person or go near her but only watch her every online activity on the internet, we let her alone, in the sense that we let her do as she pleases without interference; yet it seems on the face of it that we are at the same time invading her privacy.2

In my view, a more accurate and fair interpretation of Warren and Brandeis’s phrasing is to understand privacy as a subcategory within the general right to be let alone (Gavison 1980, 437, footnote 48). According to this interpretation, all people who are let alone have privacy, but not all people who are not let alone are deprived of privacy. That is, one can fail to be let alone by virtue of someone violating some other subcategory of the general right to be let alone (different from privacy). If this is the right interpretation, then the objection that letting someone alone is not sufficient to secure privacy is still pertinent, but not the objection about necessity. In other words, hitting Jones with a brick while respecting his privacy is not really a counterexample because we are not letting him alone in virtue of violating some other kind of right under the broader heading of the right to be let alone (e.g., the right not to be assaulted). In contrast, that someone may lose his privacy while being let alone (as in the village square case) is still a counterexample, because under this interpretation, we should expect all people who are being let alone to have privacy.

More importantly, this account of privacy is dissatisfying because it suffers from underdescription. Warren and Brandeis do not tell us what is special about privacy—what makes privacy privacy and not some other kind of right under the general heading of being let alone. If being let alone is the genus, and having privacy is a species of being let alone, more would have to be said in order to differentiate privacy invasions from other kinds of invasions. Privacy cannot consist just in being let alone.

Moreover, as presented by Warren and Brandeis, the concept of being let alone is so vague that it can be easily manipulated to fit people’s interests. The authors do not define what they mean by being let alone. The person who screams out intimate information in the village square might try to argue that he is not being let alone because there are too many people on the square who are staring at him. Similarly, intelligence agencies like the NSA could argue that they are respecting people’s privacy because they are letting them alone, in the sense that their surveillance is unobtrusive.

Warren and Brandeis’s account is the first but not the last theory to come up in law that seems at best partial and at worst far from our common understanding of privacy. I suspect part of why accounts in law can be so distant from common-sense understanding is that, more often than not, law theorists are attempting to offer accounts that will protect people’s privacy within existing legislation that was not originally designed to protect privacy. Warren and Brandeis draw on threads of past jurisprudence and try to construct a legal concept of personality using property doctrine, tort law, copyright law, and damage principles. They trace protection of privacy by the law of contract, trespass, defamation, and breach of confidence to argue that courts could protect privacy without the need to legislate a new cause of action in tort.

In summary, the definition of privacy as being let alone falls into two pitfalls: it is too restrictive (it is not sufficient for privacy), and it is underdescribed.


2. Control-based definitions



(2) Control of information


Charles Fried has defined privacy in terms of control over information:

Privacy is not simply an absence of information about us in the minds of others; rather it is the control we have over information about ourselves. (…) The person who enjoys privacy is able to grant or deny access to others. (Fried 1970, 140)

Randall Bezanson agrees:

The idea of privacy (…) expresses more clearly the individual’s interest in some measure of control over self through control over information. (Bezanson 1992, 1140)

Rather than focus on publication in newspapers, as Warren and Brandeis did, Bezanson thinks “regulation should focus on the collection of information and access to it, with regulation at the point of publication serving only a secondary protective function” (1992, 1136).

There are problems with defining privacy on the basis of control, but I will mention those below, when I discuss other control-based definitions. For now, I will only mention one important problem that arises from restricting privacy to information.

Consider the case of a peeping Tom who catches a glimpse of a naked victim. Intuitively, it seems that privacy is not only about information, but also about physical access. The sheer gaze of someone can feel like an invasion of privacy, as was mentioned in Chapter 1, even when that uncomfortableness cannot be explained through the information that the watcher gains. I will consider an objection to this view later on in this chapter.

This account covers too little. A more promising account of privacy as control, then, might be one that goes beyond information and includes other kinds of access.3


(3) Control over being sensed by others


For Richard Parker, privacy amounts to having control over who can sense us:

[P]rivacy is control over when and by whom the various parts of us can be sensed by others. By “sensed,” is meant simply seen, heard, touched, smelled, or tasted. By “parts of us,” is meant the parts of our bodies, our voices, and the products of our bodies. “Parts of us” also includes objects very closely associated with us. By “closely associated” is meant primarily what is spatially associated. The objects which are “parts of us” are objects we usually keep with us or locked up in a place accessible only to us. In our culture, these objects might be the contents of our purse, pocket, or safe deposit box, or the pages of our diaries.4 (Parker 1974, 281)

Parker’s focus on the physical has the implication of making personal information and privacy come apart. Though the previous discussion suggested that privacy cannot be explained adequately only through personal information, doing away with sensitive information and focusing only on sensorial access seems just as inadequate.

The following examples show the counterintuitive implications of Parker’s definition. Parker argues that if “we tell someone that we are homosexual, we lose control over private information, but we do not necessarily lose privacy” because we “choose to let him hear us, and retain the power to stop speaking to him” (1974, 282, 294). It seems to me that it makes more sense to say that when we share sensitive information with close ones, we relinquish privacy in exchange for intimacy, understanding, acceptance, and meaningful connections. Similarly, Parker contends that “if X read Y’s diary, Y’s loss of privacy would be the same regardless of the contents of the diary. The offense against Y’s privacy is that the diary was seen, meaning in this case, read” (282). These unpalatable implications point to two sources of problems with this account.

The first source is the focus on physical access to the detriment of personal information. For Parker, it is the exact same loss of privacy if someone reads an empty diary that we just bought and have not had time to make use of—a diary devoid of personal information—as if they read our life-long diary where our darkest secrets are kept, because “in either case, [we] lost the same degree of control over who saw [our] diary,” (1974, 282) and “the information revealed when we are sensed does not affect the degree of the loss in privacy” (283). However, if we were given the choice to relinquish an empty diary or a full one to someone else, I am quite certain most people would choose the first option, probably without even feeling any loss of privacy had occurred (perhaps a loss of autonomy, but not of privacy).

Parker believes that people respond strongly to their information being violated because the collection of information about people “devalues privacy” by making the individual lose control of the flow of information about herself, by making privacy less secure (threatening privacy), and by making the individual “constantly uncertain” of whether she still has privacy (285). Parker’s explanation seems like a convoluted way of accounting for what is undesirable about having someone access one’s personal information. It seems inaccurate to describe a situation in which someone acquires a great deal of sensitive information about us through other means than sensing us (e.g., through other people’s gossip) as one in which we still have privacy, but it is a “devalued” kind of privacy. It seems that privacy is something generally valuable to us, and a devalued privacy is no privacy at all.

The second source of problems for Parker is the focus on control. The problem is seen most clearly when he discusses the possibility of someone, call him Hicks,5 recording a conversation we are having at a party. Parker writes that whether “the recording is ever replayed has no effect on the degree of loss of privacy, for the loss consists not in being listened to, but in losing control over when and by whom one is listened to” (283). In other words, for Parker there is no difference in loss of privacy between the following possibilities: Hicks having a recorder at a party but not using it, Hicks recording our conversation but never replaying it and keeping it in a safe, Hicks recording our conversation and replaying it to himself (assuming here that I had the conversation with Hicks), Hicks recording a conversation I had with someone else and replaying it to his friend, and Hicks recording a conversation I had with someone else and broadcasting it on the radio.

A satisfactory account of privacy should be sensitive to the degrees of loss of privacy this gradation of examples shows. A control-based account is unlikely to be able to do so, because as soon as someone has a recorder that is not in our power, we have lost control of who might hear what we say. Julie Inness, however, thinks that control-based accounts of privacy can respond to this objection.


(4) Control over intimate decisions


Julie Inness argues that

privacy is the state of possessing control over decisions concerning matters that draw their meaning from the agent’s love, liking, and care. In other words, claims to privacy are claims to possess autonomy with respect to love, liking, and care. (Inness 1992, 140) (emphasis added)

The kind of decisions Inness has in mind are decisions about who we allow to have intimate access to ourselves (she includes informational access as a subset of access (63), as well as sensorial access), and other decisions about intimacy such as “child rearing and education, family relationships, procreation, marriage, contraception, and abortion” (64). Inness equates love, liking, and care to intimacy. She believes that

To call Y [an intimate decision about x] “intimate” is to claim that it involves a choice on the agent’s part about how to embody her love, care, or liking. Y involves such a choice because x [range of instances of access, instances of information dissemination, and the agent’s activities] draws its meaning and value from the agent’s care, love, or liking. (Inness 1992, 91)

It is unclear what Inness means by “care.” At no point in her book does she define the term, but her theory seems to suggest that she has in mind a relational concept of caring for someone (attending to them, taking care of them, being fond of them), rather than a more abstract caring, as in “I care about what happens to my country.” When discussing the value of privacy, for example, she says that “privacy is valuable because it acknowledges our respect for persons as autonomous beings with the capacity to love, care, and like—in other words, persons with the potential to freely develop close relationships” (95). And elsewhere she writes that “the attitudes of love, liking, and care are directed toward the development of affiliation with others” (87).

A major problem with a conception of privacy focused on what is shared with our close ones (those whom we love, like, and care (for or about)) is that it is incapable of explaining privacy in regard to personal information that someone might not want to share with anyone—not even her loved ones. In fact, it is plausible to argue that there are some kinds of personal information which people might be particularly interested in hiding from those to whom they are closest. That Inness’s theory is incapable of dealing with these cases is exemplified in her discussion of a legal trial: Melvin v. Reid. In this case, a movie had been made depicting the past of the plaintiff as a prostitute and using her maiden name. The plaintiff won the suit. Inness analyses this case in the following way:

Melvin involved privacy considerations because the defendant disseminated intimate, personal details about the plaintiff’s former life as a prostitute, thus allowing others to gain intimate informational access to the plaintiff’s life. Such details about an agent’s past life are intimate because they are commonly imbued with emotional significance as far as their sharing is concerned; typically, we share secrets about our past with those for whom we feel love, care, or liking. (Inness 1992, 128)

Inness does not consider the possibility that the biggest privacy damage in this case might have been the disclosure of sensitive information to Melvin’s own family. Melvin might have been adamant in hiding her past particularly from those she loved, cared for (or about), and liked the most for fear of feeling rejected or misunderstood, or to protect her children from the potentially traumatizing truth that their mother had to become a prostitute to earn a living. Often our darkest secrets are more easily shared with strangers than with our families. Because we care more about the people we love, we are particularly vulnerable to them, and they to us. To protect ourselves and our nearest and dearest, in some cases we hide painful truths from them. It is not uncommon for veterans, for example, not to want to speak to those whom they love, care for (or about), and like about their experiences in war—what they saw, what they did, and what was done to them.

Likewise, Inness’s theory cannot explain why most people feel it is an invasion of privacy when a stranger goes through their dustbins. Rubbish is not the kind of thing we typically share with those whom we love and like.

A further questionable element in Inness’s proposal is her inclusion of private decisions such as childrearing and abortion as privacy issues. She justifies it by appealing once again to the intimacy of such decisions:


We commonly distinguish between intimate and nonintimate decisions about our actions, characterizing intimate decisions as “private” or “personal”—unfit subjects for the state’s regulatory power. Consider the difference between being informed that the social welfare mandates that we must engage in sexual activity with specified individuals and being informed that the social welfare mandates that we must pay taxes. (Inness 1992, 64)

Liberty of action is curtailed in both instances, but it is only morally acceptable in the latter case. Inness’s choice of examples is a good one, and we might be persuaded that personal decisions should be included in the realm of privacy protections if we stay with the examples she provides. As soon as we leave those extremes, however, it becomes much less obvious what should be considered personal or intimate decisions. We might think that what characterizes personal decisions are sensitive themes such as sex and the body. Indeed, Daniel Solove, in his justification for the inclusion of what he calls “decisional interference” in his taxonomy of privacy, offers the following observation:

Decisional interference and exposure have been judicially recognized to affect the same aspects of the self—health, the body, sex, and so on. The decisional interference cases track traditional areas that are widely considered to be private, such as the home, family, and body. (…) Decisional interference [also] bears a similarity to the harm of intrusion as both involve invasions into realms where we believe people should be free from the incursions of others. (Solove 2006, 559)

In a similar vein, Judith DeCew defends the inclusion of decisional interference in privacy due to the “nature of the decision[s],” which “involve issues related to one’s body, family relations, life style, or child rearing” (1986, 165, 159–160).

We deceive ourselves if we think the government does not and should not get involved in matters related to our bodies or families. Obligatory schooling is one way in which the government heavily influences childrearing and gets involved in family matters; child abuse is prohibited within (and outside of) the family; maybe more controversially, polygamy is banned in most countries in the world. Any government is bound to have regulations on the body and the family, and it does not seem to be a matter of privacy. Obligatory vaccinations are another example. On this point I side with critics such as William Parent (1983a, 273) and Louis Henkin (1974), who have pointed out that decisional interference cases primarily concern issues of autonomy and liberty, not privacy. As Richard Posner writes:

we already have perfectly good words—liberty, autonomy, freedom—to describe the interest in being allowed to do what one wants (or chooses) without interference. We should not define privacy to mean the same thing and thereby obscure its other meanings. (Posner 1981, 274–275)

It seems to me that, once again, we face a case of distortion of a concept produced by the legal point of view—by lawyers’ laudable desire to protect people. Some lawyers believe that people should be free to decide, for example, whether to have an abortion. From this point of departure, they will use any and all legal tools available to them to defend their case before judges and juries. In some cases, the recourse to privacy has succeeded in convincing judges and juries that women should be free to decide whether to have an abortion, but that does not mean it is a conceptually valid move.

To return to the etymology of the word privacy, there is no evidence that anything like so-called “decisional privacy” was part of the early meaning of the term, which further supports criticisms against this notion.

There are some decisions about one’s life or one’s family’s life that should only be made by individuals themselves, without any interference from the government. There are other decisions about one’s life or one’s family’s life that may be justifiably influenced by the government. The line between these two spheres is constantly disputed and negotiated, and it is geographically, culturally, and historically contextual. The separation in question, however, is not delineated by the home, the body, the intimate, or the private, as my examples show. Furthermore, it should be noted that the defence of “decisional privacy” seems like a particularly normatively laden one, as it seems to imply which kinds of decisions should be up to the individual. It is perhaps not ideal to define the concept of privacy so normatively.

It is possible that the confusion of considering intimate decisions a matter of privacy arises because these kinds of decisions involve personal information that is related to privacy. For example, if the government regulates contraception, it will likely need to have personal information about individuals that it should not be allowed to have for privacy reasons. But the privacy concerns here lie in the information, not the decisions themselves; the decisions themselves are a matter of reproductive rights and freedom. Another possible source of confusion is Warren and Brandeis’s legacy of thinking of privacy as an instance of being let alone.

More generally, apart from the content of privacy (whether it is about information, sensorial access, or intimate decisions), my main criticism of all three control-based definitions of privacy (those of Fried and Bezanson, Parker, and Inness) is that control seems to be neither a necessary nor a sufficient condition for privacy.

One can have no control over one’s information and sensory accessibility and yet enjoy privacy. Scientists at Harvard University have developed a drone the size of an insect that has been dubbed RoboBee (Poole 2013). Future generations of RoboBees can be expected to carry minuscule video cameras for surveillance; call this prototype RoboSpyBee. Suppose, for the sake of argument, that there is a RoboSpyBee already developed and sitting in a scientist’s lab at Harvard. It seems to me that, even though RoboSpyBee is outside of my control, my privacy has not been lost simply because the Harvard scientist has acquired the power to invade my privacy.6 As long as RoboSpyBee is not following me around, my privacy remains intact. A further example is given by William Parent: a comatose patient may have no control over his privacy, but if others protect it for him (or if others ignore him), he cannot be said to be devoid of privacy (1983b, 343–344). If one can lack control and yet enjoy privacy, control is not necessary for privacy.

Conversely, one can have unlimited control over one’s information and sensory accessibility and yet have no privacy. Suppose A tells something sensitive about herself to B. In that moment, A loses some privacy with respect to B, and some control (as B may divulge that information). But suppose further that A incarcerates that individual and allows him no contact with the outside world. In this case, A seems to retain control over her personal information, but it is still true that she has lost some privacy to B, which implies that control is not sufficient for privacy.

On the sufficiency claim, it can also be argued that if someone decides to divulge personal information about himself to the public (through a blog, the press, TV, etc.), it seems that he loses privacy as he exercises control over his information. Politicians know that if they want to become public figures, they must surrender a part of their privacy to the mass media. They regularly do it voluntarily. It seems, then, that one can lose privacy precisely by exercising control over one’s private information and personal access.

The most plausible defence of control I have found in the literature is the following. Inness argues that the second kind of objection, that one can lose privacy while exercising control of one’s personal information,

fails because of its overly simplistic notion of control. (…) Exercising control is an ongoing process; as such, it consists of not only the voluntary initiation of a situation, but also the ability to regulate the situation as it develops (which includes the ability to either continue or halt it) and a reasonable expectation of continued control. Furthermore, an agent must be able to exercise this regulative ability with respect to her desired end, rather than an arbitrary or imposed end. (Inness 1992, 48–49)

Inness further clarifies what she means by control: “We have control in situation X when there exists a reasonable probability that we could regulate the outcome of the situation without recourse to emergency maneuvers” (51).

If one decides to disclose intimate details about oneself to the public, explains Inness, one can be said to lose privacy under a control-based conception of privacy because, even if one had control to initiate this action, the moment one gives information to strangers, one loses the ability to regulate its future dissemination, because strangers “do not possess duties to conceal information that has been revealed to them” (1992, 55). In contrast, if one discloses information to friends, though one forgoes “physical control” of the information, one still retains “equally effective control due to social norms and ties of friendship” (55, footnote 18).

Inness’s notion of control, however, seems too demanding to be realistic. Rarely can we regulate the initiation, development, and future of anything in life, privacy included. Control is an illusion. Inness wants to have us believe that we retain control of our information, and hence privacy, when we confide in friends. The pervasiveness of gossip, however, defies this idea. As soon as we share information with others, we lose control because we cannot recall it; we have lost the option of keeping it to ourselves, we cannot erase it from others’ minds.7

Furthermore, as soon as we speak about intimate issues, our information might not even be in our friend’s control: she might involuntarily talk about it in her sleep; unbeknownst to both, someone might be overhearing us, or an NSA analyst may be listening to and recording our conversation through one of our mobile phones. But perhaps we are lucky. Maybe no one is overhearing or recording our conversation, and maybe our trusted and trustworthy friend does not talk in her sleep and takes our secrets to the grave. If this is the case, then we have only lost privacy with respect to our friend, and we have suffered no privacy invasion because it was a voluntary act. Even if we lack control of that information once we share it, our privacy with respect to people other than our friend can remain intact, which further shows that privacy cannot be defined on the basis of control.8


(5) Control over self-presentation


In one of the most recent control-based theories, Andrei Marmor has argued that “the underlying interest protected by the right to privacy is the interest in having a reasonable measure of control over ways you present yourself to others” (Marmor 2015, 22). Since we need a reasonably predictable environment regarding the flow of information to successfully control our self-presentation, a violation of the right to privacy, then, for Marmor, “consists in the manipulation of the environment in ways that unjustifiably diminish one’s ability to control how one presents oneself to others” (Marmor 2015, 25).

Control over self-presentation, however, is not necessary for privacy. Suppose your boss forces you to dress in a certain way (e.g., in formal attire for work); she would thereby affect your control over self-presentation without invading your privacy (Lundgren 2020).

Control over self-presentation is not sufficient for privacy either. Imagine your cousin becomes interesting to an intelligence agency; she is a suspected criminal. Spies begin to follow her around, they put microphones in her house and listen to her conversations, record her online activity, and so on. When you talk to her, and when you visit her home, you are being spied on too. The spies do not interfere with your self-presentation in the slightest, and they have no plans to disseminate your private information and jeopardize your self-presentation, as they are after your cousin, not you. But that you have lost privacy by being heavily spied on seems clear.9


3. (6) Privacy as keeping personal information safe


Inspired by William Parent’s account of privacy, which was explored in detail in the previous chapter, Steven Davis (2009) has made a crucial observation: that many attempts to define privacy mistake having a right to privacy for having privacy itself. Borrowing heavily from Parent’s account, he offers the following definition of privacy:

In society T, S, where S can be an individual, institution, or a group, possess privacy with respect to some information, p, and some individual, U, if and only if:

a)  p is personal information about S.

b)  U is not in an informational state with respect to p nor is the information, p, readily available to U.

In society T, p is personal information about S iff (…) most people in T would not want anyone, other than him/herself, to be in an informational state with respect to q where q is information about them which is similar to p, or S is a very sensitive person who does not want anyone, other than him/herself, to be in an informational state with respect to p. In both cases, an allowance must be made for information that most people or S make available or would make available to a limited number of other people or to a certain subset of people. (Davis 2009, 455)

Davis inherits from Parent the advantage of specifying that privacy is about personal information. He further strengthens his view by explaining how privacy comes in degrees: one can have privacy with regard to a certain bit of information and a certain individual. The greater the number of individuals who know about a bit of personal information about ourselves, the less privacy we have with respect to that information. A further advantage of his view is that it can accommodate different cultural conceptions of what is to be considered private.

It could be argued that it is unwise to make an account of privacy so open to cultural variations because it prevents us from criticizing exhibitionist trends. For example, younger generations seem to share much more information about themselves on social media than what older generations deem appropriate. If that amount of sharing becomes the norm, then much information previously thought of as personal will cease to be so, so that we will not be able to say of people who share intimate information on social media that they will be losing privacy. That is an undesirable consequence, as young people do seem to be losing privacy. Davis is defining privacy. He could’ve inserted some measure of objectivity into this definition, and he could also use an account of the right to privacy to introduce some normative considerations that could criticize a particular culture for having an overly narrow domain of privacy.

Even if that strategy could work, Davis’s account is not without problems. He argues that informational states include knowing and believing that p (as long as the belief is warranted), as well as non-propositional information involving sensory modalities (e.g., how someone looks). He does not say, however, how one is to judge whether a belief is warranted. And even if we could agree on criteria for a belief to be considered warranted, it is unclear how one can lose privacy due to a false, yet warranted, belief.10

Consider an example of a justified false belief. Let’s say that I believe my neighbour Jack is unemployed based on how much time he spends at home lately. I tell no one about my belief. Let’s assume that the belief is warranted, for the sake of argument. And let us assume it is true that most people in our society would not want others to know or believe they were unemployed if they had chosen not to reveal that information. In fact, Jack is not unemployed, but merely working from home. Davis’s view would have us think that Jack lost privacy on account of my false belief in his unemployment, even if I did not publicize that belief. It is unclear to me whether Jack lost any privacy at all. If he did, however, it is not because of my believing something false about him, but because of me noticing something strange about him and perhaps paying closer attention to him than what is normal, which would typically lead me to learn more from him than if I had not paid attention.

A further problem is that Davis’s account equates someone possessing information with someone having ready availability to that information. It seems, however, that one has less privacy if Hicks reads one’s emails or diary than if he merely has readily available access to them but never reads them, as I indicated when I discussed Parker’s view. The second situation might also be bad for privacy, but there is an important nuance in degree that Davis’s account does not capture.

Furthermore, Davis’s rendering of “ready availability” is rather implausible. He gives an unconvincing example to illustrate what he means by something being readily available:

It is easy for employees at my university’s computing service to read my e-mail. This, however, does not make my e-mail readily available to them, as I understand the notion of ready availability. There are thousands of people who use my university’s e-mail system and out of these, the employees have not decided that they are going to read my mail, although it would not be difficult for them to do so. Since they have not thought about reading my e-mail, it is not readily available to them. Had they thought about reading my e-mail, I would suffer a loss of privacy. (Davis 2009, 457)

It seems far-fetched to make losses of privacy depend on others’ thoughts about whether they will access one’s personal information. If we forget our diary in a friend’s house, but she never reads it, it seems that we have not lost any privacy, regardless of whether our friend had a fleeting desire to read it at some point.

Finally, Davis’s account does not seem to give a satisfactory account of physical sensorial privacy. Consider the case of a reoffending peeping Tom who already knows what Victim looks like unclothed, but who continues to peep. It would seem that every time Tom peeps, Victim loses privacy, even if Tom does not acquire any new knowledge or beliefs. Davis thinks that his definition does account for this case. The information, argues Davis, is different every time Tom peeps because it is indexed with respect to the exact time at which he gains the non-propositional information. Different informational states corresponding to two different times of peeping have different truth conditions. This observation seems beside the point, however.

Imagine the peeping Tom looks through Victim’s window for a whole hour. He learns nothing new because Victim is going through a daily routine that Tom has seen many times before. Presumably the truth conditions for every second Tom peeps through the window are different (i.e., is he looking at Victim at t1? At t2? At t3?), but this fact is absolutely irrelevant for Victim. Suppose Victim knows that Tom has seen him many times before. Victim is not worried about Tom’s informational states, much less about their truth conditions; if he were to explain the wrongness of what Tom does, he would likely never make reference to those factors. Victim is made uncomfortable not only by the information that Tom may acquire about him, but also by Tom’s sheer gaze. There is an almost physical discomfort in having someone look at one when one does not want to be looked at that does not seem to be captured by describing it in terms of the information others may acquire about one.


4. (7) Privacy as limited access


Ruth Gavison agrees that the realm of privacy is broader than that delimited by information. She believes privacy is better described as a concern over our accessibility to others:11

[P]rivacy is a limitation of others’ access to an individual. As a methodological starting point, I suggest that an individual enjoys perfect privacy when he is completely inaccessible to others. This may be broken into three independent components: in perfect privacy no one has any information about X, no one pays any attention to X, and no one has physical access to X. (Gavison 1980, 428)

On this account, there are three components of such limited access: secrecy, anonymity, and solitude.12 We lose privacy when others obtain information about us, when others pay attention to us, or when others gain physical access to us.

One may wonder what unifies these three concerns. For Gavison, we claim privacy in these three different ways for similar reasons (i.e., privacy has a series of functions in our lives): “the promotion of liberty, autonomy, selfhood, and human relations, and furthering the existence of a free society” (1980, 423). More succinctly, privacy allows individuals to do what they otherwise would not do for fear of others’ reactions in different spheres of life (friendship, politics, academia, etc.).

The first category proposed by Gavison, secrecy, seems slightly inappropriate. While the limiting of personal information is certainly a crucial aspect of privacy, as the disadvantages of Parent’s and Davis’s accounts suggest, it is too broad to claim that privacy is about information in general. It seems that not just any kind of information can be related to privacy. Barring strange situations and outlandish inferences, the colour of my doorbell does not seem like a private piece of information.13

The second problem with this category is that “private” and “secret” are not always coextensive. Not everything that is private information is a secret. Consider genetic information. While we may not want to publish the results of a genetic test online for fear of what others might do with them (e.g., perhaps a future employer who is racist would not want to hire you if you have the “wrong” genetic background), it would be strange to consider them a secret. Suppose you had never even looked at the results of the genetic test. The results would still be private information about yourself, but they could hardly be considered a secret if the person owning the secret (and whom the secret concerns) does not even know the content of the secret. Who could be said to be keeping the secret from whom? Conversely, not everything that is secret is private information. As Inness points out, the organization of a surprise party may be a secret to the birthday person, but it is not usually considered private information (1992, 60).

Gavison’s second category, anonymity, is likewise problematic. She argues that a person can lose privacy by being paid attention to (by being followed, stared at, listened to, or observed in any other way). She argues that attention is different from information, even though these two ways of accessing someone are related:

Attention is a primary way of acquiring information, and sometimes is essential to such acquisition, but attention alone will cause a loss of privacy even if no new information becomes known. This becomes clear when we consider the effect of calling, “Here is the President,” should he attempt to walk the streets incognito. No further information is given, but none is necessary. The President loses whatever privacy his temporary anonymity could give him. He loses it because attention has focused on him. (Gavison 1980, 432)

Later on in her article, Gavison affirms that “the aspect of anonymity that relates to attention and privacy is that of being ‘lost in a crowd’ ” (1980, 434, footnote 40). It seems to me that what Gavison is after is “inconspicuousness”—the quality of going by unnoticed. Somebody can be the centre of attention in a crowd (say, because of the way he is dressed) and still be anonymous, in the sense of not being identified by others as any particular person with a name, an address, and so on. More importantly, the stress of being singled out in a crowd can be explained away through the other two categories contemplated by Gavison: informational and physical access. When someone calls “Here is the President!” in the middle of a crowd, people who are there receive relevant information (the President is here at this time; that person there is the President), and they attain physical access to him (they probably turn to look at him). It seems, then, that the notion of losing privacy through being the focus of attention is unnecessary, because such cases can be explained by people gaining informational and physical access to one.

Gavison’s third category, solitude, seems to correctly identify an aspect of privacy, even if the label she chooses for it is again somewhat misguided. It is often true that seeking privacy is coextensive with seeking solitude. Privacy, however, is not always individual. Couples typically seek privacy now and then, and we would not call it solitude. It follows that when we want privacy, we do not always want to be alone, but we do want to be able to choose our company. When we are in situations in which we feel vulnerable (e.g., in a hospital bed), we want to be able to choose who has physical access to us. In any case, the limitation of physical access is a crucial aspect of privacy, of which the peeping Tom is a paradigm. The case of the peeping Tom, however, shows that sensorial access at a distance should be included within this category. Whether the peeping Tom is looking through our window or our webcam, what is of most concern is the visual access he gains to us.

Independently of the aspects of privacy she proposes, Gavison’s account has been criticized for her focus on the limitation of access. Parent claims that limited access is neither necessary nor sufficient for privacy (1983b, 345–346). One could imagine X not having privacy with respect to some information despite access to X being limited. Consider Hicks eavesdropping on a conversation through a closed door. Access can be significantly limited: let us imagine Hicks cannot make out every word, and when cars go by outside the building, he ceases to hear; but now and then he can hear phrases that give him an overall sense of the conversation.

Another example, given by Parent, is that of a policeman who wiretaps a person despite access being limited by the requirement of getting permission from a judge before listening in (1983b, 346). These examples show that limited access does not seem sufficient for privacy. Conversely, one could imagine someone having unlimited access to X and yet respecting X’s privacy. Consider a person in a changing room in the gym who could look at X naked but chooses to look away or turn around. Or imagine someone who stumbles upon someone else’s diary but does not read it. These examples purport to show that limited access is not necessary for privacy.

Gavison, however, could respond by arguing that the policeman has effectively transcended the previously limited access by getting a warrant and has achieved full access once he wiretaps someone’s phone. Similarly, if Hicks can make out the sense of the conversation he is eavesdropping on, Gavison could argue that it follows that he has (enough) access to that conversation to invade the interlocutors’ privacy. Likewise, Gavison could argue that the person who looks away in a gym is effectively limiting her access.

What is missing from Gavison’s account, however, is further specification of the appropriate limits to access that are to count as privacy. It is not enough to say that access is limited. Gavison has in mind a gradation: from perfect privacy (e.g., being in a cave in a deserted island) to no privacy at all (e.g., being naked and plugged into a mind-reading machine that broadcasts thoughts). But both situations are impossible in life. In the real world, access is almost always limited (i.e., we cannot read each other’s minds), but there are some limits that are much more relevant for privacy than others (e.g., underwear is usually more important for privacy than outerwear). Gavison cannot account for the difference in relevance that limits have for privacy. If we follow her definition, as soon as some passer-by catches our eye in the street, we lose privacy; but this degree of attention seems too trivial. Talk of limited access in general, thus, is not specific enough to be informative, accurate, or useful to think about privacy. We must look for relevant limits to access.


5. (8) Reductionism


A natural reaction to the difficulties of coming up with an adequate definition of privacy is to think that perhaps there is no unified definition of the term that can make sense of our intuitions. Maybe all the connotations ascribed to privacy are hopelessly heterogeneous. Some philosophers have thus argued that trying to define privacy is misguided, and that the concept of privacy can be explained away in terms of its composing elements without any loss.

In an article entitled “The Right to Privacy,” Judith Jarvis Thomson defends what she dubs the “simplifying hypothesis”:

[T]he right to privacy is itself a cluster of rights, and (…) it is not a distinct cluster of rights but itself intersects with the cluster of rights which the right over the person consists in and also with the cluster of rights which owning property consists in.14 (Thomson 1975, 306)

In other words, according to Thomson, we may want to call this heterogeneous cluster “rights of privacy,” but these rights lack a common foundation. Each is in fact an instance of some other, more fundamental, right. If we want to protect privacy, she argues, what we have to do is protect those other rights.

Thomson starts by presenting two paradigmatic cases of violations of privacy. The first scenario, The Pornographic Picture, involves someone spying on someone else’s home:

Consider a man [(call him Bernard)] who owns a pornographic picture. He wants that nobody but him shall ever see that picture—perhaps because he feels that nobody shall know that he owns it, perhaps because he feels that someone else’s seeing it would drain it of power to please. So he keeps it locked in his wall-safe, and takes it out to look at only at night or after pulling down the shades and closing the curtains. [Hicks has] heard about his picture, and [he wants] to see it, so [he trains his] X-ray device on the wall-safe and look[s] in. (Thomson 1975, 298–299)

To own a picture, Thomson argues, implies that one has a variety of positive rights with respect to it: one can sell it, tear it, modify it, stare at it, etc. It also implies that one has negative rights with respect to it: a right that others will not take it away and, more controversially, a right that others not look at it. She thinks that, even if we have the right that others not look at our belongings, we might not always want to claim that right. Sometimes we invite others to look, and sometimes we are just not careful enough to protect our belongings from others’ glances. In those cases, if someone looks at our belongings, no right is violated because we have waived our right (302–304, 311).

The second scenario, The Quiet Fight, is a case of eavesdropping. Suppose a couple are

having a quiet fight, behind closed windows, and cannot be heard by the normal person who passes by; and suppose that (…) [Hicks] trains an amplifier on [their] house, by means of which he can hear what [they] say; and suppose that he does this in order to hear what [they] say… (Thomson 1975, 296)

Thomson believes that, while The Pornographic Picture story involves a violation of property rights, The Quiet Fight involves a violation of rights over the person. She argues that bodily ownership, or self-ownership, gives rise to a right to limit others’ access in the same way property ownership generates a right of inaccessibility. We have a right that others not touch us, see us, hear us, etc. (Thomson also mentions the right that we not have our words transcribed, and that we not be modelled in bas-relief, as further examples.) We can, however, waive these rights—voluntarily or through some kind of negligence—by letting others touch, see, or hear us, and so on. If a couple is screaming while they argue, and a passer-by hears them, no right of theirs is being violated because, by yelling, the couple waives their right not to be heard. Their rights would have been violated had they taken “conventional and easily available steps” to prevent listening (e.g., closing the windows, lowering their voices), and Hicks had used his amplifying device to listen in to them (1975, 306).

For Thomson, then, every privacy right is overlapped by other, more fundamental, rights and can thus be fully explained in terms of the right from which it is derived (property rights and rights of the person). According to her, “it is possible to explain in the case of each right in the cluster how come we have it without ever once mentioning the right to privacy” (1975, 313).

The strength of Thomson’s argument lies in its parsimony—if successful, it does away with an allegedly useless concept—as well as in the valuable contribution made by calling attention to the close relationship between ownership and privacy. It is indeed true that access to others’ possessions or persons often constitutes a violation of privacy. Contrary to what Thomson argues, however, having a justified property or self-ownership claim is neither necessary nor sufficient for having a privacy claim. To illustrate this point, we can return to the case of The Pornographic Picture. Imagine that the picture in question is not really Bernard’s, but Mustapha’s. Suppose Mustapha lent it to Bernard for a period of time. Furthermore, suppose that Bernard is not actually in his house but is rather in his friend Fanny’s vacation cabin, where he has locked the picture in a safe also owned by Fanny. Suppose, then, that Hicks, our spy, turns on his X-ray machine to Fanny’s cabin to see Mustapha’s pornographic picture (which is temporarily enjoyed by Bernard).

It is not at all obvious whose privacy Hicks is invading. It seems reasonable to argue that Fanny’s privacy is being invaded, as Hicks is getting a glimpse of her home, a very personal possession. However, it is equally reasonable to say that Bernard’s privacy is being invaded (particularly if Hicks sees Bernard enjoying the picture), even though Bernard owns neither the picture nor the cabin. Furthermore, it is also reasonable to argue that Mustapha’s privacy is not being invaded, particularly if Hicks has no knowledge of Mustapha’s existence, even if he is the rightful owner of the picture.15

Consider another example: it seems reasonable to think that Helmholtz has a right to privacy that other people (say, in the train) not look at the passport he carries in his backpack (suppose that he does not want people to see it because he hates the way he looks in his passport picture), even if his passport is in fact not owned by him, but by the government that issued it.

As a third example, consider dustbins. Items discarded in the rubbish are usually considered abandoned property—meaning that the owner has relinquished her claim to the contents of the bin. Yet Hicks could learn a lot from someone just from taking her rubbish and analysing it. He could plausibly get DNA samples, he might find intimate items such as pregnancy tests, he would know what his victim buys and eats, he might even find papers that convey his victim’s thoughts and feelings (discarded drafts of essays or a memoir), as well as financial information about his victim (e.g., by reconstructing shredded bank statements).

These three examples show that ownership is not necessary for privacy; that is, one can lose privacy even if one does not own the items that one’s privacy protects. Ownership is also not necessary for having a claim or a right to privacy, as it seems we have a right that persons not snoop around things that would make us lose privacy even when we do not own those things.

Ownership does not seem to be sufficient either for someone to have a right to privacy. Ownership of a house, for example, may not automatically give one the right that others not look at it (if it’s visible from the street). If we had a right that others not look at anything we own, that would imply we are waiving dozens of rights every time we leave our home. That proliferation of rights is counterintuitive.

Perhaps most unsatisfying of all, Thomson’s theory has no way of explaining the difference between things we think of as very private (like a diary) and things we own that may not be so private (a tourist guide, or a novel). If privacy rights are nothing above and beyond ownership rights, then everything owned is equally private, regardless of the nature of the object.

Admittedly, the notion of “personal information” is prominent in the paper, though Thomson neither defines it nor points out its importance. In a discussion on torture and extortion by threat, she contends that we would violate a right of privacy (apart from violating other rights, such as the right not to be hurt) only if the information we were after was “personal” (1975, 308). When discussing whether there is a violation of some right if someone publishes in a newspaper that Bernard owns a pornographic picture, Thomson argues that the violation could be explained by

our having a right that others shall not cause us distress, and then add that what is violated here is the right to not be caused distress by the publication of personal information, which is one of the rights which the right to privacy consists in, and one of the rights which the right to not be caused distress consists in.16 (Thomson 1975, 309) (emphasis added)

The “simplifying hypothesis” may not ever mention the word “privacy” to explain why we have a right, but if it is to be minimally plausible it does seem that it has to surreptitiously rely on concepts such as “personal information” that intuitively are at the heart of what we mean by privacy. Finally, even if the right to privacy were a subtype of ownership rights, Thomson has failed to give an account of what marks out the distinct kind of ownership it consists in. I briefly revisit her account in Chapter 10.


6. (9) Contextual integrity


Helen Nissenbaum’s theory of contextual integrity is one of the most influential accounts of privacy in the literature. According to Nissenbaum, “a right to privacy is neither a right to secrecy nor a right to control but a right to appropriate flow of personal information” (Nissenbaum 2010, 127). What establishes what is appropriate are social norms that depend on context: the types of information in question; the roles of the subject, the sender, and the recipient of the information; and the principles under which the information is communicated. A violation of the right to privacy happens when these norms are contravened.

There are a few problems with Nissenbaum’s account. The first is that, although there is something intuitively true about privacy being invaded when social norms are broken, it is too vague an account of privacy. Social norms are not always obvious or explicit. Different social groups in society may have different norms. Furthermore, when new technology comes along, there may not be social norms around it for some time. Take a case in which someone with millions of followers on social media shares a post made by someone with a few followers who is revealing something personal about herself. Is this a violation of the right to privacy? Perhaps not, if one argues that the social norm is that social media posts are public and it is morally acceptable to share them widely. Or maybe it is, if one argues that the person who shared personal information about herself didn’t expect to reach a wide audience because of how few followers she had. Either way, it’s not clear that Nissenbaum’s theory can help us.

A second problem is that the theory tends to be a conservative one, as Nissenbaum herself admits (161). In relying solely on social norms, it accepts “the tyranny of the normal”; it has no resources to challenge social norms. Nissenbaum argues that there are advantages to a theory being conservative: “For reasons of expectation, accumulated wisdom, and settled rationale, a presumption in favor of entrenched, context-relative informational norms makes sense” (164). While social norms are indeed embodied forms of accumulated wisdom, aggressive marketing and sly data collection techniques by big tech companies have been shown to be incredibly effective at eroding social norms around privacy.

Nissenbaum writes that “what bothers people, what we see as dangerous, threatening, disturbing, and annoying, what makes us indignant, resistant, unsettled, and outraged in our experience of contemporary systems and practices of information gathering, aggregation, analysis, and dissemination is (…) that they transgress context-relative informational norms” (186). But extensive surveillance practices have been going on for decades now, with people not being bothered enough, and not realizing how dangerous they are.

We need a theory that can be precise enough to tell us when privacy is lost, and when the right to privacy has been violated, and normative enough that it can better inform social norms and practices, as well as laws. If the law is based on social norms and expectations of privacy, increasing surveillance in society and getting people used to it will eventually erode privacy altogether. The job of the law shouldn’t be to normalize surveillance (Hartzog, Selinger, and Gunawan forthcoming).


7. (10) Family resemblance


There are a few strategies to try to give a satisfactory account of privacy. The first is to attempt to define it through necessary and sufficient conditions (accounts 1–7). The second is to appeal to reductionism, arguing that privacy or the right to privacy can be better understood as dissolving in terms of other, more basic, concepts (account 8). The third is to reaffirm whatever social norms we have (account 9). The fourth strategy proposes to understand privacy not as a unified concept, but as a cluster of different meanings, all glued together through resemblance. Daniel Solove defends the view that

privacy is better understood by drawing from Ludwig Wittgenstein’s notion of “family resemblances.” As Wittgenstein suggests, certain concepts might not have a single common characteristic; rather they draw from a common pool of similar elements. (Solove 2002, 1091)

Solove believes that it is not possible to come up with a single definition that will share a common denominator and include all types of privacy. According to him, privacy “is a concept in disarray. Nobody can articulate what it means” (Solove 2006, 477). The best we can do, he argues, is to come up with a taxonomy of privacy: a list of privacy-related items that justify their inclusion in the cluster by dint of their resemblance to other items on the list.

For Solove, privacy amounts to “protection from a cluster of related activities that impinge upon people in related ways” (2006, 484). His taxonomy organizes such problematic activities into four groups:



1. Information collection, which includes surveillance and interrogation.

2. Information processing, which encompasses aggregation, identification, information insecurity, secondary uses of collected information, and failure to communicate to data subjects the information that others have about them.

3. Information dissemination, which includes breaches of confidentiality and disclosures, blackmail, appropriation (identity theft), and the dissemination of false information about individuals.

4. Invasion, which is comprised by intrusion (“invasive acts that disturb one’s tranquility or solitude”), and decisional interference (Solove 2006, 491).



Solove points out various resemblance relations. Here I review some of them. For Solove, interrogation is similar to intrusion in that it is invasive. “Like disclosure, interrogation often involves the divulging of concealed information” (2006, 501). He does not explain what he means by “divulging.” If he means that disclosure is like interrogation in that interrogations often lead to involuntary disclosures on the part of the person being interrogated, then it seems to me a mistake to think that they are similar: that one may lead to the other does not imply resemblance. If he means to say that disclosure is like interrogation in that the content of information in both cases is often communicated to a wider audience, then there might be a confusion between the acquisition of information and the dissemination of information.

Solove goes on to argue that identification resembles disclosure in that both involve the revelation of true information. “In some ways, identification resembles interrogation, as identification often involves the questioning of individuals to compel them to identify themselves” (2006, 514). Once again, practices often going hand in hand does not amount to them being similar to each other. It is true that identification is often achieved through interrogation, but this does not imply resemblance. Identification, furthermore, can be achieved through other means (e.g., aggregation of information). It is like saying that making documentaries is similar to doing interviews, as documentaries often include interviews. But there are many documentaries that do not include interviews.

Solove uses the same kind of reasoning when it comes to intrusion and disclosure, and once again when it comes to decisional interference and blackmail: “Intrusion is related to disclosure, as disclosure is often made possible by intrusive information gathering activities” such as surveillance and interrogation (2006, 553). “Decisional interference also bears an indirect resemblance to blackmail, in that laws restricting consensual private sexual behavior often give rise to blackmail” (2006, 561). Finally, according to Solove, decisional interference resembles intrusion in that “both involve invasions into realms where we believe people should be free from the incursions of others” (2006, 559).

As Hans Sluga (2006) has successfully argued, the notion of family resemblance borrows from two very different ways of understanding the relationship between words, which correspond to different vocabularies: that of kinship, and that of similarity. From the perspective of kinship, families are families in virtue of causal connections of descent, and things are part of the same umbrella term (e.g., “games,” “privacy”) in virtue of a linguistic history. If families depend on causal connections of descent, then similarities in family members “do not constitute that membership”—“they only provide evidence for it” (Sluga 2006, 15–16).

Given that Solove points out similarities among the cases he includes in his taxonomy, it is unlikely that he is appealing to kinship relationships, and it is wise of him not to. While kinship terms cannot be defined once and for all because they are always open to new members—we never know who will become a part of the family—they can be defined by “limiting ourselves to a particular moment, or to how these terms have been applied in the past” (Sluga 2006, 18). Solove wants to argue that privacy cannot be defined at all, so it makes sense for him to understand family resemblance as relations of similarity.

What makes similarity terms indefinable is that “the range of relevant similarities is not fully determined” (Sluga 2006, 18). Solove himself briefly entertains the objection that such open-endedness can imply that similarity concepts are boundless, endless. If that were true, similarity concepts could include anything at all, as one can always find some resemblance between any two items—even if they are among the most disparate of things (e.g., dogs and mortgages resemble each other in that they can be found on planet Earth). As a result, the concept of privacy would be empty—anything could be tied to it. Solove responds to this objection as follows:

Although Wittgenstein suggests that not all conceptions are “closed by a frontier,” this does not mean that conceptions are endless. Rather, it means that not all conceptions have fixed and sharp boundaries separating them from other conceptions. Boundaries can be fuzzy or can be in a state of constant flux. (Solove 2002, 1098)

The response misses the target because it does not address the fundamental issue of how to make sure concepts are not endless, even if they have fuzzy edges or change. Another way to phrase the challenge is to ask what is needed for a resemblance to count as a family resemblance.

Michael Simon answers this question by suggesting that “two or more things may be said to fall within the range of a family-resemblance term if and only if they can be connected by relevant similarities to a single paradigm” (1969, 412). On this view, one cannot say that a, b and c are xs just because a resembles b and c resembles b. Rather, one would need to find a paradigm case p and argue that a, b, and c are xs in virtue of their resemblance to p. One implication of this proposal is that it is possible that a, b, and c may not resemble each other in any (non-trivial) way and still be xs.

Even this more restricted version of family resemblances encompasses too much. Even if we could find a way of discarding all trivial resemblances, such as being found on planet Earth, there are other resemblances that are non-trivial and yet seem inappropriate for the justification of membership. Take surveillance as a paradigm case of a privacy issue. One could argue, for instance, that boxing blows, blood transfusions, and torture are all privacy-related issues because they resemble surveillance in that they are all invasive. But that is clearly false, under any common use of the word privacy.

If all words were thought of in terms of family resemblances, it would be hard or impossible to distinguish one term from another, as all terms would encompass an inordinate number of things.

The problem of unboundedness in defining privacy spills into ethics. How we define privacy will have an impact on what we think should be protected by privacy. If there is no way to select what kinds of things belong to the concept of privacy, we will have no clue as to what kinds of things ought to be protected by privacy.


8. In search of a better definition


Given the difficulty of proposing a satisfactory definition of privacy, some authors decide not to define it at all. In On Privacy, Annabelle Lever warns that her book “will not advocate or defend a particular definition of privacy, on the grounds that this task—if necessary or useful—may be easiest to accomplish once we have a better sense of the philosophical terrain involved” (2012, 7).

There is some wisdom to this strategy. People talk about privacy all the time without first defining it; we often have an intuitive notion of the term we can work with. Pretty soon, however, a lack of a definition is an obstacle to meaningful reflection and debate.

It seems to me that it is better to have a definition of privacy that one knows is not perfect (because it may be controversial, or it may leave out a few cases that should be included, or incorporate others that should not be included) than no definition at all. Having a definition allows others to assess our claims with precision. It also allows for progress to be made. If one compares old accounts of privacy, such as that of Warren and Brandeis, with more recent ones, one gets a sense that definitions of privacy have gone through a process of refinement through time. It is plausible to argue that we have a better understanding of privacy today than we did in 1890, and hopefully we will have yet a better understanding in the future.

In the following chapter, I offer my own definition and account of privacy, the hybrid account of privacy, which is intended to contribute to the improvement of our understanding of the concept. It builds upon some of the virtues of the definitions I have reviewed here and tries to avoid the pitfalls pointed out in this chapter.
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1 See, for example, Bloustein (1978, 123–186), Freund (1971, 182–198), Posner (1981, 314–316).

2 Thomson offers a similar example: “The police might say, ‘We grant we used a special X-ray device on Smith, so as to be able to watch him through the walls of his house; we grant we trained an amplifying device on him so as to be able to hear everything he said; but we let him strictly alone: we didn’t touch him, we didn’t even go near him—our devices operate at a distance’” (1975, 295). I chose internet surveillance as an example because of its contemporary relevance and because X-ray devices physically harm individuals through radiation.

3 Privacy has also been characterized in terms of the control a person has over information about themselves by Alan Westin (1970), Arthur Miller (1971), and Elizabeth Beardsley (1971), among others.

4 Other philosophers who contend that privacy is about control over a certain realm of life include: Elizabeth Beardsley (1971), Robert Gerstein (1978), James Rachels (1975), Jeffrey Reiman (1976), and Richard Wasserstrom (1978).

5 “Hicks” was the codename of the famous British radio producer and spy, Guy Burgess. For illustrative purposes, throughout this chapter I will use this codename as a proxy for someone who spies, records, eavesdrops, etc.

6 Judith Jarvis Thomson makes a similar point: “It is the actual looking that violates [someone’s privacy], not the acquisition of power to look” (1975, 305, footnote 1).

7 One could object that this point is in direct contradiction with my criticism that when we share sensitive information with friends, we are losing privacy while exercising control. The apparent contradiction points to the equivocation in the term “control”—it is not clear whether it is meant to refer to the exercise of autonomy (in which case one does exercise control when sharing information with friends), or the ability to restrain the flow of information (in which case one does seem to relinquish control when sharing information with a friend). Inness seems to refer to the latter.

8 Jakob Mainz has argued that if we understand control as “negative control” (roughly, the ability to restrain access), control theories can avoid counterexamples that refute control theories, but this strategy is a philosophical sleight of hand because Mainz is redefining control (rather implausibly) as limited access. According to his view, if a neighbour has an X-ray machine but does not use it to spy on you, then you retain negative control (despite it being quite evident that you do not in fact have control over whether your neighbour uses his X-ray machine on you). Not surprisingly, he goes on to argue that negative control theories collapse into access theory (Mainz 2021). We will look at an access theory in Section 4.

9 Marmor’s view has led him to argue that a problem with social media is that people have too much privacy (i.e., too much control over their self-presentation) (Marmor 2023). I have argued against this view in Véliz (2022b).

10 Davis is not clear about whether he wants to include false beliefs in “informational states.” He criticizes Parent’s definition for making knowledge a necessary condition for the loss of privacy and argues that in some cases “there can be a loss of privacy for someone when others come to have personal information about him that they believe rather than know” (2009, 454). But he does not discuss the case of false beliefs; he only gives an example of a warranted belief that happens to be true. If he is only willing to entertain justified true beliefs as causes for privacy losses, then it could be argued that the former simply collapse into knowledge, which would imply that Davis ends up sharing Parent’s view on this point. We will discuss more about privacy and knowledge in Chapter 6.

11 Other philosophers who contend that privacy is about restricted access (of various kinds) include: Anita Allen (1988), Roland Garrett (1974), Hyman Gross (1971), and William Parent (1983b).

12 Gavison thinks of physical access as the kind of “physical proximity” that permits Y to observe, touch, and hear X through the normal use of his senses (1980, 433). The ability to watch and listen through technological devices at a distance is thus not included in this category. It is not clear to me why Gavison chooses to exclude sensing the person at a distance. Later on in her paper she writes that her concept of privacy covers invasions of privacy such as photographing individuals (436). She must think, then, of photographing individuals as part of either informational privacy or attentional privacy.

13 We can imagine a circumstance in which the colour of one’s doorbell is significant for privacy. Imagine that someone who knows that Victim has HIV publishes an article in the newspaper saying that there is a person who lives in Victim’s street that has HIV, and that that person lives in the house with the red doorbell. The bit of information about the red doorbell takes on a whole new significance in this context, and suddenly counts as personal information because it has become the kind of information that people would typically not want to divulge widely.

14 Similarly, H.J. McCloskey argues that “any right to privacy will be a derivative one from other rights and other goods” (1980, 35).

15 In a similar vein, Julie Inness offers a good counterexample to Thomson’s view: “imagine that I have written a number of love letters to another person. By sending these letters to the person, I relinquish possession of them, yet although the letters are no longer mine, my privacy is still violated if my lover copies the letters and distributes them to others without my consent” (1992, 33).

16 Thomson does not fully support the view she rehearses in this quote because she believes that “even if there is a right to not be caused distress by the publication of personal information, it is mostly, if not always, overridden by (…) the public’s right to a press which prints any and all information, personal or impersonal, which it deems newsworthy” (1975, 310).
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The Hybrid Account of Privacy


Although, as we’ve seen, philosophical accounts of privacy come in many shapes, most of them can broadly be divided into access and control theories. Most scholars who defend access theories of privacy define privacy as a matter of information being inaccessible or of limited access. According to such views, you lose privacy when your personal information (or some other element that privacy is supposed to protect) becomes accessible to others. In contrast, according to control theories, you lose privacy when you lose control over your personal information (or some other element that privacy is supposed to protect).

The most important advantage of access theories is that they capture the intuition that we lose privacy when someone learns about our personal information or enters our personal space, regardless of whether we are in control.

In turn, the most important advantage of control theories is that they capture the intuition that it is wrong of others to make us lose control over our personal information, even when they do not access that information. For example, it would be wrong of my friend to steal my diary and store it, just in case she might feel like reading it in the future. Even if my diary is written in code, such that she could not gain access to its content if she wanted to, it seems like I have a privacy claim against my friend that access theories cannot capture.

An adequate theory of privacy should incorporate both access and control elements. In this chapter I argue that privacy itself and losses thereof are better explained by an access theory, while the right to privacy and violations thereof are better explained by appealing to control. I will call the sum of both theories the hybrid account of privacy. An adequate access theory is a descriptive account that can help us answer questions related to when we have lost privacy. An adequate control theory is a normative account that can help us answer questions related to when our right to privacy has been violated. We need both to make sense of privacy. I will first give a snapshot of the hybrid account of privacy. I will then argue in detail for why we should understand privacy in terms of remaining personally unaccessed. A detailed account of the right to privacy as a robustly demanding good is found in Chapter 10.


1. The hybrid account of privacy in a nutshell


Privacy is the quality of having one’s personal information and one’s personal “sensorial space” unaccessed. In other words, you have privacy with respect to another person to the degree that the other person has not accessed your personal information and your personal space—that is, to the extent that they do not know anything personal about you and that they cannot see, smell, touch, or hear you in contexts in which people have reason not to want others’ attention. Personal information is the kind of information about oneself that people in a certain society have reason not to want anyone, other than themselves (and sometimes a very limited number of other people chosen by them), to know about (e.g., because it makes them vulnerable to others’ abuses of power).

One of the differences between this access account of privacy and that of others is that I take it that what is relevant for privacy is for personal information or sensorial space to remain unaccessed, as opposed to them being inaccessible.1 The adjective “unaccessed” is not found in any dictionary, but there is no suitable existing term to convey in one word the property of not having been accessed. “Inaccessible” denotes the property of not being able to be accessed, which is different from being accessible yet not actually accessed. Analogous differentiations exist in English, however, that use the same prefixes (e.g., indisputable and undisputed, inalterable and unaltered, etc.). An access theory that focuses on inaccessibility is bound to collapse into a control theory (because when something becomes accessible to others we lose control over it).

One might wonder what makes the two species—informational and sensory access—part of the genus of privacy. The unity of the category of privacy is founded on the notion of being personally unaccessed and the kinds of interests we have in not being accessed in these ways by others. When others have personal access to us, we become vulnerable to them. In some cases, this vulnerability is invited, as when we accept losing privacy with regards to our romantic partner in exchange for intimacy. In other cases, privacy losses are uninvited because they give others undesirable power over us. If an enemy knows where you live, or where you hurt, they can use that knowledge to harm you.

In contrast to mere privacy, the right to privacy is a matter of having control over our personal information and sensorial space. The right to privacy is concerned, not only with actual circumstances, but also with counterfactual ones, and not with the objects of privacy, but rather with the ways of getting at objects of privacy (e.g., spying as a way to get personal information about someone).

The good of privacy is a minimally demanding or actual one—it is one we either have in the here and now, or we do not. The right to privacy, on the other hand, is a right to a rich or robustly demanding good (Pettit 2015). Robustly demanding goods are ones that require counterfactual assurances. The right to privacy requires, not only that you not invade my privacy here and now, but that you would not invade my privacy in a range of relevant possible situations (e.g., if you stopped liking me, or if invading my privacy suddenly became profitable for you).

Rich goods have a structure that mirrors the republican ideal of freedom. For republicans, it is not enough for someone not to suffer actual interferences to be free. A slave might have a master that has never interfered with him and still not be free, because his master has the power to interfere with him arbitrarily (i.e., with impunity) (Pettit 1996). Philip Pettit (2015) has used this structure to argue that goods such as love, virtue, and respect are also counterfactually demanding in this way. I contend that the right to privacy belongs in this list. What we call the right to privacy is technically a right to robust privacy, but I will keep on calling it the “right to privacy” for short.

The need to incorporate both access and control in a comprehensive theory of privacy has become all the more important in the digital age because much of the data that we lose may never be accessed by another human being. Intelligence agencies around the world and thousands of corporations might be collecting your personal data, storing it, and allowing algorithms to analyse it and make decisions about your life. I will argue that when someone steals your personal data, they violate your right to privacy, even when they do not access that data.


2. Privacy as remaining personally unaccessed


To motivate my definition of privacy, I will start from a paradigm case of a loss of privacy. In the dead of night, a peeping Tom prowls into his victim’s backyard, gently pulls the curtain through an open window, and beholds a woman in her bedroom. This example encapsulates many a lesson about privacy. After some introductory observations inspired by the example, I will offer a proper definition of privacy.


Numbers matter


Other things being equal, one loses more privacy when one is exposed to more people. Victim is less badly off if it is only Tom peeping through her window than if there are more people watching. If Tom films his Victim and broadcasts the footage to hundreds of viewers, the privacy loss is hundreds of times worse in degree. This is one element that many definitions—such as that of William Parent, analysed in Chapter 3—fail to capture.


Privacy is not an all-or-nothing affair


Victim loses some privacy with respect to Tom, but that doesn’t mean that she has lost all of her privacy. He might be seeing her as she undresses or he might listen to a personal conversation she is having on the phone, but there are still many private matters that Tom hasn’t accessed (for instance, the Victim’s finances, her love letters, and her health records). It is therefore imprecise to say that “one has privacy” or “one does not have privacy,” although I will sometimes use this kind of expression for the sake of brevity. If we want to be precise, we need to specify whether we have privacy with respect to an object x (where x can be one’s naked body, one’s personal conversation, one’s love letters, etc.) and an individual I (at time t).


Privacy is not only about information


Suppose Victim is reading the newspaper in her bedroom and is not worried about the trivial information Tom can glean by spying on her through the window. She might still be upset about Tom’s leer, even when she is not concerned about the information he is acquiring.

We care about others accessing us in certain ways: looking at us, hearing us, smelling us, touching us. In all cultures there seems to be some kind of personal privacy bubble or personal zone that signals a limit to access, as has been suggested by philosophers like Thomas Scanlon, and John Guelke and Tom Sorell.2 I call this zone of privacy one’s personal space. It refers to a metaphorical sensorial personal zone—a sensorial personal bubble. It is a space of privacy that surrounds us wherever we go and sets the limit to others’ accessing us through their senses. Its borders are partly set by cultural norms. It is the kind of space that people in a certain society have reason not to want anyone, other than themselves (and sometimes a limited number of other people chosen by them), to access.


Culture matters


In most Western cultures, Victim would be understandably upset if a peeping Tom were to see her breasts as she undresses in her bedroom, and not so upset if Tom saw her knees. In some African tribes, however, breasts are not conceptualized as private parts, and women are considered to be naked when they expose their knees or thighs.

The kind of things people wish to keep private is at least partly determined by culture, even if there may be some universal categories such as “nakedness” that are interpreted differently across cultures. As I indicated in Chapter 2, there seem to be many more commonalities than differences in the kinds of things that people all over the world wish to keep private.


Defining privacy


These observations support the following definition of privacy (all technical terms are defined further below):

A subject S possesses privacy with respect to p, and vis-à-vis some individual I, if and only if,



a) p is either:
i. personal information about S, or

ii. S’s personal space,



b) and I has not accessed p.



For S to have complete privacy with regard to I, I would have no knowledge of S’s personal information, and no access to S’s personal space.

In society C, p(i) is personal information about S if people in C have reason not to want anyone, other than themselves (and perhaps a very limited number of other people chosen by them), to know about p(i). This definition, on the one hand, allows for cultural variations in finding ways to procure privacy while, on the other hand, introducing a measure of objectivity. Human beings have reason to keep certain aspects of themselves unaccessed by others in order to protect themselves from the burdens of social interaction and possible abuses of power in virtue of the kinds of creatures we are.

On my account, someone accesses your personal information the moment she knows about that personal data. In other words, it is not enough for the information to be accessible to her for you to lose privacy. If someone has your diary (i.e., it is accessible to her) but never reads it, you have lost no privacy. As long as the diary remains unaccessed, your privacy remains intact.

There are two ways someone’s personal space can be accessed:



1) An individual’s personal space is accessed when someone sensorially enters a culturally established personal space of hers. That is, when someone (through direct or indirect perception such as cameras and microphones) sees, hears, smells, or touches her in a zone in which there are cultural expectations to be free from the eyes, ears, touch, and presence of others (e.g., in the bathroom).

2) An individual’s personal space is also accessed when she is witnessed engaging in some activity or being the subject of some event that gives her reason not to want witnesses or to want very few chosen witnesses (e.g., when being naked). Such an activity or event may happen in the public sphere, as we saw in Chapter 3 with the example of a person needing medical attention on the street.



The unity of the category of privacy is founded on the notion of being personally unaccessed and the kinds of interests we have in not being accessed in these ways by others. As indicated in Chapter 1, privacy likely evolved from a notion of territoriality or personal space that became metaphorical with the coming of language, and it protects us from:



a) certain kinds of harms that may come about as a result of other people having access to our personal life,

b) the demands of sociality,

c) being judged and possibly ridiculed by others (and thus from self-conscious negative emotions such as shame and embarrassment), and

d) the discomfort of being watched, heard, and so on.



More succinctly, privacy protects us from the risks and burdens of social interaction, prominent among which are possible abuses of power (Véliz 2020b).

Some further clarifications are in order.


One’s personal space is not a physical space


One’s personal space is metaphorical; it is not a physical or territorial area. It is a sensorial space: a zone where one does not want to be sensed by others. Someone who places a camera outside of your bedroom window may not be invading your physical space, but they are invading your personal space. Someone placing a foot on a land that you own but have never visited may be an invasion of private property, but not of your privacy. What matters for privacy is being seen, heard, smelled, and touched by others.


Privacy is not like a bar of chocolate


Talk of loss of privacy may give the impression that privacy is a set good, like a bar of chocolate or a pie, that gets diminished every time we lose some privacy, so that we may at some point run out of it. This interpretation is incorrect for two reasons.

First, we are constantly generating personal information and opportunities for sensorial access. In fact, recent data is the most valuable kind of personal data in the data economy. Second, given that privacy can only be lost with respect to some information or sensorial access p and some individual I, and that there are billions of people in the world, you can always lose privacy to someone new. Having no privacy at all would mean being accessed (with regard to all personal information and your personal space) by everyone in the world at all times.

It can be said, however, that one person has less privacy than another with respect to something specific, such as health information. If one person’s medical records were leaked to thousands of people and another’s medical records were not, if other things are equal, the first person has less privacy than the second with respect to health information.


Privacy does not track peace of mind


It is worth noting that the condition of having privacy and the psychological state of feeling secure in your privacy may come apart.

Enjoying peace of mind as a result of believing you have privacy with respect to some p does not guarantee that you in fact have privacy with respect to p. Before the Snowden revelations, most people probably thought they enjoyed privacy with respect to their emails and internet searches. They were wrong. The realization that we have been watched may bring about embarrassment, anxiety, and moral indignation, but those feelings do not mean that we have lost more privacy than when we were unaware of the spying.

Conversely, feeling anxiety as a result of believing you don’t have privacy with respect to some p does not mean that you don’t have privacy with respect to p. Employees may feel surveilled by a camera that is looking towards them, even if the camera is a sham one that is not recording what they do. Employees are not losing privacy here, even if they are made to feel and act as if they were.

It is wrong to mislead people about whether they have privacy or not, but this wrong is not the same wrong as that of invading people’s privacy. I will come back to these kinds of cases in Chapter 12.


Some objections and responses


My account relies on the notion of access: informational access and sensorial access. Julie Inness (1992) offers the most challenging objections I have encountered to access-based definitions of privacy.3 She argues that even if “privacy often manifests itself in conjunction with limited access or separation,” that “does not mean that privacy is them” (43). Inness offers three powerful objections:

Objection 1. If access-based theories were right, it would imply privacy has a neutral valence, “since separation [as in, separation from others] is a neutral concept until it is placed within a particular context” (43). Yet she argues privacy is clearly positively valued, as ordinary language reveals in phrases such as “enjoying privacy” and “invasion of privacy” (44). Inness points out that

…a number of words describe conditions in which the individual and her activities are forcibly separated from the access of others, for example, censorship, isolation, deprivation, but these words would seldom be replaced with “privacy” and retain the appropriate undesirable value connotation. (…)

Saying that privacy, liberty, or free speech are positively valued states is equivalent to claiming that the burden of proof is upon the person who wishes to curtail privacy, liberty, or free speech—that person must offer a justification of her actions. This is not the case with a negatively valued concept such as “isolation”: no justification is required for rescuing someone from isolation. (44–45)

It is questionable that one does not need a justification to “rescue” someone from isolation. Hermits seek isolation, and it seems that one would need a good justification to drag them back into a community. There is some truth to Inness’s point, however: privacy is indeed generally valued positively. But it is wrong to think that the positive connotations often associated with privacy make it the case that privacy is not a matter of limiting access.

Privacy can be positively valued without being a good thing absolutely. That privacy is generally a desirable thing does not mean that the more privacy you have, the better it is in every conceivable circumstance. Speaking freely is a good thing; that does not mean that you should speak your mind at all times. Being free to leave your home whenever you want is a good thing; it does not follow that you should never go back home to get a good night’s rest. Rather, you should have the ability to leave home and speak freely whenever you find it good and desirable to do so. In the same way, privacy is a good thing to have whenever we find it good and desirable to have it, or whenever it benefits our wellbeing and that of others on account of the kinds of creatures we are and the kinds of societies we want to have. But some limits to privacy are desirable, lest we become completely insulated from each other.

It is perfectly possible to have too much privacy. Someone who is too private is someone who does not share her intimate thoughts with anyone, and is therefore missing out on the special kinds of connections one can establish through surrendering some of one’s privacy and becoming vulnerable to another person.

Objection 2. According to Inness, conceptualizing privacy as separation from others makes it “necessarily individualistic. As soon as one individual encounters another, no matter the nature of the encounter, privacy is necessarily lost” (43–44).

The first mistake is thinking of privacy in an all-encompassing and binary way, as something you either have or lack. As has been mentioned, privacy should be thought of as something you can have with respect to some aspect (some bit of information or some kind of personal access) and to someone. Consider the case of a couple having a quiet conversation in their home. While neither spouse has privacy with respect to the other and with regard to their feelings (assuming they are being honest), the couple have privacy with respect to the passers-by who cannot hear or see them.

Inness is sceptical that we lose privacy when we invite a close friend to our home, when we have consensual sexual intercourse with a lover, or when we allow a trusted friend to read a personal letter. She believes that it goes against our linguistic and moral intuitions to claim there is a loss of privacy in those situations: “Consider telling the other people involved in these examples, ‘I appreciate your lessening of my privacy.’ (…) Our impulse in these cases is to say that we are including another within our realm of privacy, not lessening our privacy (even in a desirable fashion)” (46).

Inness’s observation regarding linguistic usage does not prove as much as she thinks it does. First, I would find it equally strange to tell someone “I am including you within the realm of my privacy” even though that phrase makes sense to me as part of technical philosophical language. Second, while we would not thank our close ones for lessening our privacy, we could admit (at least to ourselves) that surrendering our privacy to loved ones can be hard, even when it is worth it. Think about a person who is insecure about his body because he has a scar, and thus feels fearful of losing privacy in his nakedness with respect to his lover. He might be overall happy to do it in the hopes that she will react well and not care about his scar, but he can still feel apprehension at the thought of losing privacy to another.

When we lose privacy we become vulnerable, and it is in virtue of this disclosed vulnerability that surrendering privacy to someone is a gesture of trust that, when received with sensitivity and trustworthiness, strengthens relationships. Relinquishing our privacy gives other people power over us. It might be hard to share with a friend a letter in which we reveal intimate details about ourselves, but we might be happy to do it in exchange for our friend’s understanding, acceptance, and advice. When we trust our loved ones, we are willing to take the risk of giving them power over us.

It is misguided to suppose that, because we invite another into our life (for instance, a new romantic partner), we automatically include her within our realm of privacy without losing any privacy. It would mean that romantic partners could never lose privacy with respect to each other. Someone who has her emails read by a jealous spouse would surely disagree. At least in some countries, the law recognizes that spouses can lose privacy to one another and violate one another’s right to privacy. In Spain, spying on one’s spouse’s mobile phone is punishable with two years of prison (Precedo 2015). If consensual disclosures did not amount to privacy losses, it would also imply that one could not lose privacy through social media by sharing personal information, as one would merely be inviting one’s friends into one’s realm of privacy, and thereby expanding that realm. I find these implications too counterintuitive.

Objection 3. Inness argues that privacy cannot be access-based because that would make us consider some “true privacy violations” only “threatened privacy violations” (46). To illustrate her point, Inness suggests two examples:

(1) I realize that a peeping Tom is coming to my window, so I evade him by ducking under the bed; (2) a home dweller realizes that someone is attempting to overhear her conversation (but has not done so), so she drags her friend into the closet to continue the conversation. (Inness 1992, 46)

Inness suggests that these cases involve a violation of privacy, and not just a threat. Access-based accounts of privacy, argues Inness, would be compelled to claim that as soon as the peeping Tom manages to catch a glimpse of my foot or the eavesdropper manages to catch one word of the conversation, then the situation is transformed from a threat into a privacy violation despite the triviality of what is seen or heard, and the gravity of the intention to spy. She believes that there is no salient difference between the peeping Tom coming to my window and not seeing me, and the peeping Tom coming to my window and seeing my foot. (A problem for Inness is that it is not clear she can distinguish between the moral difference between Tom seeing my foot and Tom seeing much more than that because, for her, both are simply privacy violations.)

Inness does not distinguish between privacy losses, invasions, and violations. These distinctions will be addressed in Part 4, where we delve into the ethics of privacy. For now, it’s enough to point out that Inness’s third objection is neutralized when we specify that access (informational or sensorial) must be of a personal kind. If the eavesdropper catches only one word of a conversation (say, “the”), or the peeping Tom catches a glimpse of my foot or hand, that does not count as a privacy loss because it is not the kind of access and information that people in a society have reason to keep to themselves.

It is true that the peeping Tom’s attempt to invade my privacy is significantly wrong, even if he does not manage to get a glimpse of me. But, according to my account, there can only be a privacy loss when information is known (not possessed in other ways), when someone is seen (not when images of her are kept but not seen). This implication may seem problematic. It suggests that when the NSA collects data from people—emails, images from their webcams, recordings from their conversations on Skype—there is no loss of privacy, and therefore no invasion of privacy, as long as no one accesses the data. It is not until an analyst reads the emails, watches the footage, or listens to the conversations that a loss of privacy is suffered. But the problem is solved when realizing that both the wrongness of attempting to access someone’s personal information and personal space, as well as that of collecting personal data, are not invasions of privacy (as no privacy is lost) but are rather violations of the right to privacy, as I will expand on in Part 4. That is precisely the advantage of the hybrid account of privacy: it captures both the access elements of privacy as well as the control aspects of the right to privacy.

A crucial feature of my account of privacy is that, for you to lose privacy, someone must know about your personal information, or they must gain access to your personal space. Knowledge of personal information, then, is a sufficient condition for a loss of privacy, but is it necessary, or are there other, weaker epistemic states that can lead to losses of privacy? That is the topic of the next chapter on the epistemology of privacy.
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1 Most access-based accounts of privacy refer to inaccessibility or limited access (Allen 1988, Garrett 1974, Gavison 1980, Gross 1971, Parent 1983b).

2 Thomas Scanlon, in his response to Judith Jarvis Thomson, argues that social “conventions take the form of a system of prohibitions defining a zone of privacy immune from specified interventions” (Scanlon 1975, 319). The difference between his conception of a zone of privacy and my account is threefold. First, he includes information within the zone of privacy; I find that personal information is too abstract to be thought of as a space, and it makes more sense to distinguish between personal information and personal space. Second, he doesn’t distinguish between privacy and the right to privacy. Third, much like Nissenbaum’s account, Scanlon’s view seems to depend on social norms, and he doesn’t have an obvious way of contesting those social norms. John Guelke and Tom Sorell also write about “conventionally protected zones of privacy”: the human body, the home space, and the mind (Guelke and Sorell 2016). Their account might cover too much; not everything about our bodies, homes, and minds seems to be related to privacy (that we have lungs, the colour of our walls, or the history facts we know). The authors also seem to suggest that whenever A makes B’s mind anxious, there is a loss of privacy; but a mind can be made anxious by someone without it being a loss of privacy (e.g., B might be anxious on behalf of A on account of A’s reckless motorcycle habits).

3 Kevin Macnish (2016) has similar criticisms of Inness’s objections.
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The Epistemology of Privacy


According to Alvin Goldman, privacy falls “outside the scope of epistemology” because “epistemology focuses on the means to knowledge enhancement, whereas privacy studies focus on the means to knowledge curtailment” (Goldman 1999, 173). Perhaps it has been this belief, that privacy leads to the limiting of knowledge, that has led epistemologists to largely disregard privacy, with some notable exceptions. As Don Fallis has argued, however, privacy can enhance knowledge acquisition. When librarians protect the privacy of their patrons, they encourage them to take out books and obtain knowledge. If patrons had no privacy, they would self-censor in the books they read (i.e., they’d suffer chilling effects from surveillance), and if they were brave, they might suffer bad consequences from reading problematic books (Fallis 2013, 154). Medical and legal confidentiality, anonymity online, and intimacy in personal relationships also lead to an enhancement of knowledge acquisition.

Privacy studies have much to benefit from epistemology because losing privacy is an epistemic event, and better understanding knowledge and other epistemic states can help us establish when and to what degree privacy has been lost. But epistemology can also benefit from privacy studies. Not only can privacy practices lead to increased knowledge; thinking about privacy also informs our understanding of why knowledge matters, and how pragmatic concerns might affect how we think about what counts as knowledge.

Privacy is a relational epistemic state (Blaauw 2013). That is, for me to lose privacy, I must stand in an epistemic relation to someone else. I take that much to be uncontroversial. What is controversial is the nature of that epistemic relation. Knowledge seems to be a sufficient condition for a loss of privacy. If my neighbours have knowledge of my personal information, I have lost privacy with respect to them. But is knowledge necessary for a loss of privacy? What if my neighbours have justified but false beliefs about me? And what about unjustified but true beliefs?

In this chapter I tackle these questions. Although access accounts of privacy are quite common, remarkably little has been written about what counts as access. The epistemology of privacy, in essence, is an exploration of what counts as an epistemic access that can lead to a loss of privacy.1 First, I explore the relationship between knowledge and privacy. Second, I explore the relationship between privacy, truth, belief, and justification. In Section 3, I consider whether epistemic states that amount to having less than knowledge can lead to privacy losses. I will argue that full and weak knowledge (true beliefs), as well as access to someone’s personal space, can lead to privacy losses. Section 4 explores perception and privacy.


1. Knowledge and privacy


Theorists have argued that privacy losses are factive, or connected to the truth (Blaauw 2013, 169, Kappel 2013, 180). To expose someone’s privacy is to reveal personal information about them, and one can only reveal facts, not falsehoods. The quintessential epistemic state tracking truth is knowledge. When we know something, we ascertain its truth.

In this vein, David Matheson has argued that “An individual A has informational privacy relative to another individual B and to a personal fact f about A if and only if B does not know f ” (Matheson 2007). In other words, Matheson argues that knowledge of a personal fact is a necessary and sufficient condition for loss of privacy.

Some scholars think that there might be cases, however, in which people can lose privacy without there being knowledge involved. Anita Allen gives the following example. A famous writer, call her Iris, is rumoured to keep a “secret diary of interwoven saucy facts and fantasy” about her romantic life (Allen 1988, 21–22). Suppose Henry illicitly gets his hands on Iris’s diary, and after reading it, comes to believe as facts certain fantastical entries. In this case, Allen would argue, Iris has lost informational privacy to Henry, even though Henry’s beliefs are false, and therefore do not amount to knowledge.

To this objection, Matheson responds that, while he agrees that Iris has lost privacy, he disagrees that it is on account of false or unjustified beliefs. Henry surely has acquired knowledge of personal facts about Iris: facts about her writing style, the kinds of thoughts she entertains in her private moments, etc. This response strikes me as sensible, if incomplete. It should also be noted that Henry has violated Iris’s right to privacy by getting illegitimate access to her diary, irrespective of him reading it, as I will argue in Chapter 10 on the right to privacy.

Allen’s case, while suggestive, involves too many variables. Suppose Henry acquires only one false belief about Iris. Let’s say they are having coffee together in a café, and Iris leaves behind a sheet of paper on which she has written about a fictional and scandalous romantic encounter which Henry takes to be truthful. (Let’s imagine that Henry was already familiar with her style of writing and the kinds of thoughts she entertained in her private time.) In that case, it seems to me that Iris has lost little if any privacy and, in any case, she has not lost any privacy regarding her romantic life.

So far, so good. But let’s make the case more interesting. Suppose Henry gossips about Iris’s romantic life based on his false belief. Does Iris lose privacy in this case? She has certainly been wronged. One element of that wrong is that her reputation might have been tarnished. Privacy serves a function in protecting our reputations, but that doesn’t imply that harm to our reputation necessarily involves a privacy loss.

One wrong of untrue gossip is defamation. In jurisdictions like the United States and the United Kingdom, defamation is a false statement that injures a third party’s reputation. An interesting historical fact is that defamation used to include truthful libel. A common saying was that “the greater the truth, the greater the libel” (Gajda 2022, 15). The idea was that truth could be more harmful for someone’s reputation than falsity (because truth is harder to deny), and that there were some truths that were “not fit to be told,” because they were “improper, mischievous, or illegal” (Gajda 2022, 15–16). In the United States, an influential case in 1734 against John Peter Zenger established the precedent that telling the truth cannot be defamatory. Defamation partly explains Henry’s moral wrong.

In the case of untrue gossip, however, I think there is some other wrong involved, in addition to defamation. Particularly in the case of gossip that is scandalous, rumours call attention to a person. When Henry tells other people a racy story about Iris’s love life, it invites scrutiny into her life. Neighbours and people for whom she might otherwise have passed unnoticed will turn their heads when she passes by, possibly looking for more information about her. Her having dinner with someone is more likely to be noticed and remarked upon, and more likely to be misinterpreted along the lines of the rumour (e.g., as a romantic date, as opposed to a professional or friendly meeting).

The loss of privacy in question is the loss of what Ruth Gavison called “attentional privacy,” and which, I argued in Chapter 4, can be explained through a combination of having one’s personal space and information accessed. By putting someone in the spotlight, there is also pressure for them to reveal more than they would’ve otherwise wanted to. To defend herself from false rumours, Iris might be tempted to divulge that she is in fact single and celibate.

Finally, there might be harms that result both from defamation and losses of privacy. Iris might be discriminated against, for instance, or treated differently on the basis of what people know about her, or what they think they know about her. I’m torn about whether we should call these privacy harms. That those harms are paradigmatic harms stemming from privacy losses speaks in favour of the term. That they can happen without any privacy loss (as in the case of false beliefs) speaks against it.

One of the lessons of this analysis is that the privacy losses that occur as a result of falsehoods are, first, privacy losses that happen downstream. One way to put it is that the privacy loss does not occur when a false belief is entertained or shared, but as a further consequence of that false belief and the sharing of it (increased attention leading to privacy losses). Another way to phrase it is that privacy is only lost the moment that knowledge or personal access to a person is obtained, and that those two events tend to follow the entertaining or sharing of a false belief about a person’s private life. (The way Martijn Blaauw puts it is that lies can indirectly diminish one’s privacy (Blaauw 2013, 176).)

Another lesson learnt from this case is that it has been a mistake for epistemologists to focus solely on informational privacy. Given that knowledge in epistemology usually refers to propositional knowledge, the focus on informational privacy is easy to understand, but nonetheless misguided. That the sharing of false beliefs can lead to someone losing privacy through having her personal space invaded (e.g., by other people scrutinizing her when she walks by) helps explain puzzling cases like the one proposed by Allen.


2. Truth, belief, and justification


Thus far, we have explored clear-cut cases of knowledge and privacy losses, and cases in which no knowledge was involved, and we have established that false beliefs don’t amount to a loss of privacy, although they often pave the way to privacy losses. But truth-tracking is more nuanced than that.

First, the concept of knowledge is notoriously elusive to pin down in terms of necessary and sufficient conditions. The traditional analysis of knowledge states that someone knows that p provided that: p is true, she believes that p, and she is justified in believing that p. Despite its widespread use and intuitive appeal, however, this account fails at the margins. While there is reasonable agreement that these conditions are necessary for knowledge, most epistemologists agree that they are not sufficient.

The least controversial condition is the first one: that p must be true. By definition, one cannot have knowledge of a proposition that is false. Correspondingly, one cannot lose privacy about falsehoods.

The belief condition isn’t as straightforward. It is intuitive to think that if you don’t believe p to be true, you don’t possess knowledge of p. But suppose I ask you what the capital of Bhutan is. You give the correct answer, Thimphu, even though you think you are wrong. Colin Radford (1966) argues that cases like these show that belief is not necessary for knowledge. You knew what the capital of Bhutan was; your answer wasn’t a random guess; you just didn’t believe that you knew.

It strikes me that this sort of case arises often when it comes to privacy. Sometimes, by picking up on subtle cues, you might at some level know that someone is LGBTQ, but you might not be confident enough to believe it. That makes belief quite important for privacy. Suppose Pinocchio is known to be a liar. Even if he were to spread personal information about Geppetto, if no one believes what he says, then it seems that Geppetto has lost no privacy, because no one thinks they have learnt anything new about Geppetto. Belief, then, seems necessary for losses of privacy.

Don Fallis has the opposite intuition to mine. In his example, Cliff tells Sam that Norm has a tattoo, but Sam doesn’t believe him (Fallis 2013, 165). Fallis thinks that Norm has nonetheless lost some privacy to Sam. If Sam truly doesn’t believe the assertion, however, it is unclear to me how it is different from him not believing a false assertion (in which case, presumably, Sam would have uncontroversially lost no privacy). Sam doesn’t think that he has learnt anything new about Norm, and therefore will not see or treat him differently. If Sam does treat Norm differently, for instance, by paying more attention to him, then that might lead to a privacy loss.

The salience of belief also points to how epistemology can help us explain how people can regain their privacy once they have lost it. Once someone knows something private about you, two ways to regain your privacy are if they either forget it, or if they come to disbelieve it (Blaauw 2013, 174). A third way is if you radically change your identity, such that whatever was true of the person that you used to be is no longer true of the person that you are, or if circumstances change such that what was true about you is no longer so.

One way to tackle cases such as the one presented by Radford is to argue that instances in which someone seems to know something they don’t believe don’t count as knowledge because they are not justified true beliefs, but justification is the most controversial of the three conditions. The traditional model of knowledge performs poorly on fringe cases because there are examples in which justified true beliefs don’t amount to knowledge. One classic example is seeing a clock that marks noon and believing it is noon. Unbeknown to you, however, the clock has stopped and always marks noon. So even if it happened to be noon at the time you came across the clock, it seems like that is not an instance of knowledge (Russell 1948). These kinds of examples, in which the truth-tracking element of the epistemic state seems to come about by luck, are called “Gettier cases,” in honour of the paper by Edmund Gettier that made them famous (Gettier 1963).

There have been many attempts to overcome the Gettier problem by trying to come up with a fourth condition that might rule out justified true beliefs that come about as a result of luck. They include: no false lemmas (that the belief is not inferred from any falsehoods); sensitivity (that, if p were false, S would not believe that p); and safety (that, in all nearby worlds in which S believes that p, p is not false). But for every attempt there are counterexamples (Ichikawa and Steup 2018).

A classic counterexample is one in which you are driving down a road in the Midwest that is covered with barn-façades that look like real barns. You stop and focus on one, the only one that happens to be a real barn, and believe it is a real barn (Goldman 1976). It doesn’t seem to count as knowledge, even if you didn’t infer that information from falsehoods. If we tweak the case—suppose that the particular location that you are examining is one that would not have been suitable for building a façade—then, arguably, it seems like sensitivity doesn’t catch this case.

A counterexample to safety is the following: Andy, the host of a party, does not want Michael to find the party. At a nearby crossroad, Judy is giving directions to the guests to find the party. Andy tells Judy that if she sees Michael, she should give him the same instructions as everyone else, but she should phone Andy so that the party can be moved to a different location. If a guest considers disguising himself as Michael, but doesn’t, and gets Judy’s instructions, then it seems that safety fails because, although the whereabouts of the party will be true, they could have easily been false (Comesaña 2005).

In the case of privacy, whether a belief is adequately justified might not be as relevant as in other contexts. At the very least, it does not seem very relevant to establish whether someone has lost privacy, since the more relevant question is whether the piece of personal information is true and people believe it, or whether there has been access to someone’s personal space.

Suppose that Morpheus has a dream about Maya. In the dream, Maya is pregnant. Morpheus wakes up and has a strong intuition that the dream is true, that Maya is indeed pregnant. Let’s stipulate that Morpheus’s belief is not justified, given that dreams tend to be poor trackers of truth. And let’s suppose that it just so happens that Maya is indeed pregnant. If Morpheus spreads that information in such a way that other people believe him (for instance, because they believe Morpheus to be someone who can have prophetic dreams, or because Morpheus lies about the source of his information and says that he heard it from Maya’s doctor), it seems that Maya has lost every bit as much privacy as if Morpheus’s belief was true and justified (or, in other words, if he had full knowledge).

Justification can, however, make it more likely that people believe in whatever it is justified to be believed. Justification lends credibility, and in that sense, it is related to privacy because it can lead to beliefs.

Justification can also play an important role in assessing whether it is acceptable to infringe someone’s right to privacy. The police, for example, should not invade someone’s privacy unless they have justified beliefs (reasonable suspicion) that she is a criminal. A hunch is not justification enough to invade someone’s privacy. I will leave the normative aspects of privacy for Part 4, but it is worth flagging here that I will revisit the epistemology of privacy in Chapter 11 because it is relevant to establishing what our privacy duties are.


3. Less than full knowledge


The previous analysis has suggested that, while truth and belief are necessary for someone to lose privacy, justification is not (though it is relevant to deciding whether it is morally warranted to invade someone’s privacy). But true belief isn’t enough to get us to full or strong knowledge. Therefore, we still can’t be sure whether knowledge is necessary for privacy losses.

Martijn Blaauw has argued that it is not only knowledge of personal propositions that is capable of diminishing one’s privacy (Blaauw 2013). Having certainty that p, or knowledge that p, are strong epistemic relations, but they are not the only ones that matter for privacy. Weaker epistemic relations—like having a belief that p, or having a justified belief that p, or having a true belief that p—can also diminish privacy, he argues.

According to Blaauw, degrees of (informational) privacy depend not only on the amount of propositions that are known, and the number of individuals that know about a certain personal proposition, but also on the type of epistemic relation the individual stands in vis-à-vis the personal proposition in question. To have full privacy with respect to an individual, there must be no epistemic relation between I and S. To have zero privacy, the epistemic relation must be a strong one (i.e., certainty). The stronger the epistemic relation, the more diminished one’s privacy.

When someone has certainty about some personal information about you, it’s as if your private room were filled with light. When someone has no epistemic relation to your personal information, it’s as if your private room was protected by darkness. Intermediate epistemic states shed some light in the room (Blaauw 2013, 173).

While Blaauw’s account is elegant in its simplicity, I disagree with it. I will illustrate why with examples of two possible intermediate epistemic states: one of true belief, and one of justified belief.

The case of Morpheus and Maya—in which Morpheus dreams up a true belief that is not justified and then spreads that information—shows that Blaauw’s gradient doesn’t reflect privacy losses, because true beliefs can be as diminishing of privacy as knowledge.

Now take a case of justified belief. Suppose that Lucy and Haruki are friends. Lucy has noticed that Haruki seems pale and tired of late. She has also noticed that Haruki has been losing weight. Lucy asks Haruki whether he has been working too much, but he says he hasn’t. She asks him if there is something that is worrying him, but he says there isn’t. On the basis of her observations and the evidence available to her, Lucy comes to have the justified belief that Haruki is sick.

Whatever privacy Haruki has lost to Lucy is a result of her paying attention to him, which can be cashed out as a mix of her learning personal information about him (e.g., that he is losing weight), and accessing his personal space (e.g., looking at him intently). If Lucy were to tell others that she thinks Haruki is sick, and others were to pay closer attention to him as a result, the privacy lost is explained through the insights and access they would get as a result of paying closer attention to him. If he were to be discriminated against on account of the belief that he is sick, he would suffer harms that are similar to those that are suffered as a result of a privacy breach (except in this case, they are the result of a false belief).

Lucy suggests to Haruki that maybe he should go to the doctor, seeing that he is looking spent. Haruki then explains that the reason for the weight loss and exhaustion is that he’s been training to run a marathon.

Here again it seems that Blaauw’s gradient doesn’t pan out. Whatever privacy Haruki loses is a result of someone having access to his personal information and space, and not a result of some midway epistemic state between total ignorance and certainty. What I find most strange about Blaauw’s account is that, in the case of someone spreading lies about someone else, he acknowledges that the privacy losses come later (e.g., when the victim is forced to explain herself), once the lies lead to truths. It’s puzzling that he doesn’t give a similar response in cases such as those of justified false beliefs.

Midpoint epistemic states between ignorance and certainty do raise interesting issues for ethics, however. For instance, does Lucy have a duty to refrain from making further inferences or guesses to show respect for Haruki’s privacy? The question of probabilistic inferences is all the more salient in the age of big data and artificial intelligence, when algorithms are constantly making very personal inferences about people. I will address the question of doxastic duties in Chapter 11.

For now, it’s enough to point out that probabilistic inferences can invade someone’s privacy to the same degree as knowledge, depending on the details. If an algorithm tells you that there is an 80 per cent chance that Frederick is gay, and he is in fact gay, and you treat him as gay (e.g., targeting him with products and services aimed at gay people), or you publicize that information, then Frederick’s privacy loss is as severe as if you had full knowledge. Human beings are notoriously bad at statistics, and more often than not, a high probability is treated as certainty in practice.

As the example of probabilistic inferences shows, privacy losses are possible short of full knowledge happening, as long as there is a true belief, even when it’s not justified in a way that would amount to knowledge. Don Fallis has argued that knowledge is not necessary for loss of privacy. Suppose that Cliff is an unreliable testifier and everyone knows it, but he is telling the truth when he tells Sam that he saw that Norm has a tattoo. Sam doesn’t know that Norm has a tattoo. If he is aware of Cliff’s unreliability, he is no more justified in believing that Norm has a tattoo than if he had just dreamt about it. And yet, argues Fallis, it seems that Norm has lost some privacy.

Fallis explains this purported loss of privacy by using Goldman’s causal theory of knowledge to argue that there is a causal connection between Sam’s belief and the fact that Norm has a tattoo. Cliff saw the tattoo. That causal connection is enough for Sam to be cognizant of Norm’s tattoo, cognizance being a close cousin of knowledge. Fallis goes as far as arguing that even if Cliff was drunk when he saw the tattoo, and therefore cannot be sure that Norm has a tattoo, Norm loses privacy if Cliff tells Sam about the tattoo because of the causal connection.

I have a different reading of Fallis’s case. If Sam is no more justified in believing that Norm has a tattoo than if he had dreamt it, it seems to me that the causal connection makes no difference: Norm has not lost any privacy to Sam as long as Sam doesn’t believe that Norm has a tattoo. If Sam is doubtful, and goes on to spy on Norm while he undresses, then he loses privacy.

How can we decide between Fallis’s reading of this kind of case and mine? If we tweak and extrapolate the case and imagine the story getting published or widely spread, it becomes salient how the causal connection doesn’t matter much, as long as there is true belief.

Let’s revisit the Morpheus and Maya example. Morpheus has a true belief about Maya that is neither justified nor causally connected to the truth in the appropriate way to count as either full knowledge or cognizance. But Morpheus treats Maya as pregnant. Let’s imagine that he tells Maya that he knows she’s pregnant. Supposing he doesn’t mention the source of his knowledge, Maya would understandably feel just as self-conscious as if he had come to that belief through more justified means (e.g., through reading her medical record). Maya might blush at his revelation, which would further strengthen his conviction that she’s pregnant. If Morpheus publishes a story of Maya being pregnant, and he doesn’t explain how he came to believe this information, then as long as it turns out to be true, how Morpheus came to believe that Maya is pregnant loses importance.

Every consequence in this story is the same as in a case of justified true belief (e.g., Morpheus reading Maya’s medical record), so I think we should bite the bullet and admit that a loss of privacy has occurred. We might call it an unlucky loss of privacy, given that the way Morpheus bumped into that piece of information is analogous to having found it by chance in some other way. There is an analogy here with Gettier cases, which are based on lucky true beliefs. As annoying as we might find it, sometimes luck plays tricks on us, and it is possible to lose privacy because someone stumbles into a true belief about your personal life out of sheer luck.

A critic might think there might be one difference. If Maya is an unusually steely person, she might try to deny that she is pregnant until she is sure that her plausible deniability has been utterly lost through Morpheus’s belief being justified. But presumably that would be the case even if Morpheus had read her medical record—she could still try her luck denying it in case Morpheus is lying about how he got the information.

My conclusion is that weak knowledge (true belief) is necessary and sufficient to lead to privacy losses. According to my hybrid account of privacy, then, someone having knowledge of some personal information should be interpreted as them having at least weak knowledge.

Propositional knowledge, however, is not the only way to lose privacy, so I now turn to the issue of perception.


4. Perception


Losses of privacy that stem from access to someone’s personal space are a fruit of perception. Similar issues to propositional knowledge arise with perception. Cases of veridical perception are akin to cases of knowledge; cases of hallucination and perceptual illusions are akin to cases of lies or false beliefs.

Losses of privacy through perception, however, can sometimes be more puzzling or unclear than those that happen through losses of information. Consider a case in which Kramer sees Elaine naked (to leave moral questions aside for the moment, let’s suppose Elaine was careless by thinking she was alone when she was not). Elaine has lost privacy to Kramer. But suppose that Kramer thinks he is hallucinating, or that he is so drunk that he doesn’t believe his eyes. Did Elaine lose privacy in this case?

Here again, belief is important for privacy, which makes me tend to think that Elaine has not lost privacy to Kramer, just like Geppetto has not lost privacy if no one believes what Pinocchio says about him. If Elaine doesn’t know that Kramer didn’t trust his perception, she might feel just as mortified, but if she knows that Kramer thinks he hallucinated the scene, she might feel shielded in her privacy. Either way, how much privacy Elaine lost does not depend on how she feels, as I argue in Chapter 12.

Another interesting case is that of deepfakes. A deepfake is a video of a person in which their face or body have been digitally altered. They are typically used to spread disinformation. If we understand privacy to mean something like others not having access to one’s personal data or personal space, then deepfakes do not seem to jeopardize our privacy in virtue of their being fake. In other words, provided that the deepfake in question does not express personal information about you, you might think that you lose no privacy if someone makes a deepfake about you because the image in question is not an actual image of you.

However, I contend that deepfakes can make the victim lose privacy for at least two reasons. First, a deepfake can make other people turn their attention towards the subject of the deepfake in a way that will encourage people to access the victim’s personal data and space. Deepfakes are akin to pointing at someone in the middle of a crowd and attracting the crowd’s gaze to that person. In this respect, they are similar to false rumours.

Second, a deepfake might make someone lose privacy through statistical inferences (Munch 2021). Deepfakes are typically created by a type of neural network called an “autoencoder” that works through making statistical models. Consider a deepfake in which someone’s face is attached to a naked body that has been digitally created. Even though the body portrayed on the deepfake is not the actual body of the person, if the image depicted is constructed through statistical inferences, then a loss of privacy occurs, similar to when we infer sensitive data about people. The digital body is like a guess of what the actual body of the person looks like, based on facts like how their facial skin looks and how their body looks with clothes on.

This case again points us towards the importance of epistemology for figuring out what our privacy duties are. To respect people’s privacy, there are some inferences that we shouldn’t make if we can avoid it. But that discussion will have to wait until Chapter 11.

Before continuing to build my account of privacy by going into privacy rights and duties, it makes sense to reflect on the value of privacy and how we balance it against other goods. The right to privacy is a right because privacy is important, and to explore why it is that it matters will motivate the subsequent discussion on the ethics of privacy.
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1 My thanks to Bernhard Salow, for a preliminary conversation about epistemology and privacy that led me to think more about these matters.
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The Value of Privacy


In some ways, this whole book is about the value of privacy, but this chapter spells out in a condensed form why privacy matters. I first go through the interests protected by privacy, and then discuss whether the value of privacy is only instrumental or also intrinsic.


1. The interests protected by privacy


Privacy is valuable on account of the benefits it offers and the interests we have in being free from certain kinds of intrusions.

In some cases, privacy is a necessary condition to achieve certain goods. For instance, some degree of privacy is necessary for autonomy, as we will see. In some other cases, privacy might be a sufficient but not a necessary condition to achieve certain goods. Financial and physical security are among the benefits that can be achieved in more than one way. We keep our credit card numbers away from the gaze of others because we want to avoid identity theft. Depending on certain relevant factors, such as the country we live in, or whether we might have a personal enemy we suspect could be dangerous, we may be adamant in keeping our home address private to minimize the risks of physical assault or kidnap. These benefits, however, could in principle be achieved through other means. Using biometrics in addition to credit card numbers, for instance, could solve the first problem without resorting to privacy. Hiring bodyguards could take care of the second risk. Both measures would erode privacy in the long run, however, and possibly security.

While some of the benefits that privacy can offer may be achieved through other means, ensuring privacy is often the most cost-effective way (morally and otherwise) to avoid certain harms people might suffer if they become accessed in certain ways. Other benefits, like avoiding public humiliation, can only be achieved through privacy.

Some of the benefits privacy confers are individual, others are social, and yet others are political. Most of the interests that privacy protects share connections and overlap in various ways, such that some of the justifications under one heading could belong under other headings as well.

In what follows I will suggest that privacy protects our control over self-presentation, our reputation, autonomy, creativity, security, freedom, equality, wellbeing, and democracy.


Control over self-presentation


Paramount among the goods that only privacy can deliver is “a reasonable measure of control over the ways in which [people] can present themselves (and what is theirs) to others” (Marmor 2015, 3–4). In his book, The Presentation of the Self in Everyday Life (1959), sociologist Erving Goffman described how this control was crucial for successfully managing both professional and personal relationships. Similarly, James Rachels (1975) pointed out that having control over who has access to oneself and information about oneself is intimately related to one’s ability to maintain different kinds of relationships. One shares different aspects of oneself with one’s students, one’s best friend, and one’s spouse.

It could be objected that we should not be given the chance to act differently in the presence of different people because that amounts to being two-faced, dishonest, or inauthentic. Mark Zuckerberg, the founder of Facebook, has said that “Having two identities for yourself is an example of a lack of integrity” (Helft 2011). On this view, a complete lack of privacy would be good, because it would force people to show their true nature to everyone alike.

Different relationships, however, are partly defined by different patterns of behaviour (Rachels 1975, 326). Your best friend would not be your best friend if you could not cry, swear, and express your fears in her presence. Displaying the same kind of behaviour with your students, however, or your boss, would be inappropriate and unprofessional. It is not that one is being dishonest when one acts with one’s students differently from the way one does in the company of friends. It is more that relationships function as a kind of division of labour, and burdening one kind of relationship with the features of another type of relationship creates confusion and dissatisfaction. Students typically do not want to hear about their professor’s personal troubles—only good friends do (or should). Students want (or should want) to hear about the topic they are studying.

Furthermore, as Thomas Nagel has pointed out, these patterns of behaviour are not dishonest because they are not meant to deceive; they are social conventions that are typically shared and well known by all (1998, 7–8, 11). Being able to conceal certain aspects of oneself in order to present oneself in appropriate ways depending on the public one is facing protects one from exposure without implying any kind of dishonesty or deceptiveness—just like wearing clothing is not meant to mislead others about the fact that one is naked underneath (Nagel 1998, 8).

Even if privacy can and does facilitate one’s being dishonest, it is important to remember that there are limits to the value of honesty. Being forced to speak our minds fully and sincerely on every occasion and with every person we meet would be disastrous. Conventions of restraint prevent unnecessary conflict and complications (Nagel 1998, 9). If there were no concealment—if all our political views, religious beliefs, sexual practices, and opinions about others’ sense of fashion were exposed at any place and time—there would be more opportunities for unnecessary public confrontations about issues that could well remain private without much loss, for the benefit of all.


Reputation


Having an untarnished reputation is important. It opens doors, both professionally and personally. It encourages people to trust you. It makes being associated with you a matter of pride, rather than shame.

Individuals can cultivate their reputation by acting in desirable ways (e.g., keeping promises), displaying appropriate behaviour according to each situation, and shielding from view certain aspects of themselves that might not fit well in a particular context. Having some amount of control over one’s self-presentation is crucial to maintaining a good reputation. To protect your professional reputation, for example, it is advisable to act while you are on duty in ways that show that you are someone who can be relied upon and who understands social contexts such that you will not embarrass the institution you work for. Showing up late and drunk to meetings signals that you are not dependable, and that you don’t care enough about your job or are unable to uphold professional social norms. Similarly, it is a bad idea to bring up your sexual fantasies or practices in your workplace—even if they do not involve anything morally suspect.

Privacy is necessary to maintain a good reputation, even when you have done nothing wrong. Imagine you have a father who does not exactly make you proud. Perhaps he is a convicted criminal, or someone who posts extremist content online. You may not want to disclose your connection to that person so as to avoid being judged in his shadow. You should not be judged for being the offspring of someone who has made grave mistakes in his life. You might be nothing like your father, and yet you might be judged in a negative light if people learn about him.

As Jeffrey Rosen argues, “privacy protects us from being misdefined and judged out of context in a world of short attention spans” (Rosen 2000, 8). In our effort to assess people’s characters swiftly, we build broad-stroked heuristics that may leave much to be desired regarding accuracy and fairness. Any blemish in someone’s history can become a pretext for exclusion, even when it is something that should not be taken into account in a particular context.

Privacy is all the more important for reputation in cases in which someone has done something wrong. In a world without privacy, a Jean Valjean could never become Monsieur Madeleine, as Victor Hugo’s Les Misérables illustrates. Fallible human beings need second chances to improve themselves, and privacy aids in the development of a kind of “social forgetfulness” that makes society more forgiving (Blanchette and Johnson 2011).


Autonomy


Autonomy is the ability and the right to govern oneself. Adult human beings are capable of deciding what their values are, what is meaningful to them, what kind of life they want to lead, and of acting in accordance with those values. Crucial to autonomy is the capacity to act rationally in a way that responds to one’s own motives (Christman 2015). To be autonomous, one must be able to reflect on (Watson 2013, 4–5), endorse, and act on one’s values (Christman 2015). Autonomous decisions are those that we can fully own. It is the kind of decision that expresses one’s deepest convictions, a choice that one can endorse upon reflection. To respect someone’s autonomy is to recognize and honour their power over their own life.

There are two arguments for why and how privacy is a requirement for autonomy. The first argument is non-consequentialist, and is based on the principle of respect for persons. If an autonomous person wants to carry out an activity unobserved, she is entitled to that, and watching her amounts to not respecting her autonomy—even if no bad consequences result from that act, and even if the person being watched doesn’t even know she is being watched (Benn 1971). To recognize someone as an autonomous individual is to acknowledge them as a “chooser,” which gives us a reason to respect their wishes. To spy on someone who wishes to be unobserved is not only to deny her what she wants (privacy), it also amounts to changing the nature of what she is doing, which is also a way to fail to respect her as a chooser. For instance, she might think she is having a private conversation when in fact she is not.

The second argument for why privacy is important for autonomy is consequentialist, and it focuses on the ways in which surveillance hinders the development and maintenance of autonomy. Human beings need time and space away from social pressure to become autonomous adults and to uphold that autonomy. First, privacy losses can facilitate external interferences that thwart our autonomy. Second, privacy losses lead to self-imposed limitations of our autonomy. Most people don’t have the moral fortitude to “bear unrelenting exposure to criticism without flinching” (Benn 1971, 26).

Even if you are not being criticized, but merely watched, your own perspective on what you are doing can be altered by being forced to see yourself through someone else’s eyes. Surveillance induces self-conscious emotions that can obstruct autonomy. Being watched interferes with the peace of mind that is helpful when making autonomous decisions, and it pushes us to act how others want us to act, and not how we want to act.

In this vein, Beate Roessler argues that the “unobserved spaces that we need in order to be able to act autonomously (…) would not exist if we were constantly subject to (even just potential) observation and social control” (Roessler 2017, 202). The human gaze burdens its target with pressure to conform.

When ballet legend Rudolf Nureyev decided to defect from the Soviet Union during a visit to France in 1961, he was obliged under French law to spend at least five minutes in a room by himself before signing a request for a sanctuary permit, thereby protecting him from the Russian officials who were trying to interfere with his choice (Oliver 1993). We need time and space free from external pressures to make up our minds about what we want for ourselves, and to have the freedom to carry out our desires.

Importantly, privacy and autonomy protect our right to do wrong—especially in the case of minor infractions. Often, people talk about privacy as if it’s something that we value in spite of its potential to enable people to be bad. But, as Cressida Gaukroger argues, “we often care about privacy because it allows us to be bad. People want to be able to have affairs; not give money to people in need; have inappropriate sexual thoughts; make offensive jokes with their friends” (Gaukroger 2020, 2).

Expecting saintliness from people in body, speech, and mind at all times is unrealistic and unreasonable. As Thomas Nagel puts it in one of my favourite philosophy papers of all time, “Everyone is entitled to commit murder in the imagination once in a while” (Nagel 1998, 7). Privacy allows us to “get away with” minor transgressions, and it is part of the value of autonomy that it shields individuals from undue social pressure.

The protective function of privacy with regards to autonomy should not be interpreted as something purely individualistic, however. Sometimes we need to be alone to make a fully autonomous decision. Most times, however, we exercise our autonomy in limited social contexts. We have a confidential conversation with our lawyer, or our doctor, or our family. Privacy plays a role there too by providing social interactions a shield from public scrutiny.

Similarly, autonomy also plays an important role in our political life. The secret ballot, for instance, is partly justified by its ability to protect autonomy (Lever 2015). Voting booths are designed to shield voters from external pressures—if no one can see who you vote for, no one can force you to vote against your wishes.

But, again, privacy doesn’t only protect individuals—it protects ways of life that enhance autonomy. As Dorota Mokrosinska puts it, “autonomy is not only socially embedded, but also politically embedded” (Mokrosinska 2018, 120). Mokrosinska argues that, within the context of political liberalism, having some degree of privacy is important for the practice of public justification. Public justification demands that, when making decisions about laws and policies, we must appeal to arguments that can be accepted by all. That commitment constraints what people should bring to the attention of others. When we protect our privacy and that of others, we also protect healthy forms of political engagement that foster autonomy (Mokrosinska 2018).

Without privacy, there is no autonomy. Surveillance doesn’t respect people as choosers; it facilitates external interferences into people’s lives; and it pressures people to change their behaviour for the sake of others in ways that go against their values. Given that autonomy is one of the pillars of practical ethics, human rights, and law, and given that privacy is a requirement for autonomy, it is striking that our current culture doesn’t place more importance on privacy.


Creativity


Related to autonomy, privacy protects independent thinking and creativity by providing people with spaces in which they can be free from pressures to conform. It allows individuals to do what they would not do in public out of fear of what others might think of them. Privacy enables people to practise new skills without fear of being ridiculed. It also allows people to experiment and try out ideas they may not wish to endorse in public after having thought them through in private.

Creativity involves pushing the limits of what you know and what you are good at doing. Pushing limits forces us to question convention and risk failure. Challenging the ways things are done and risking failure makes us vulnerable, and many people can only take that leap in a safe environment where they can go unwatched, where failure will not be noted, where they will not be judged for trying out something different. Creativity necessitates audaciousness, and it is harder to muster boldness when being surveilled by unknown watchers who probably do not have our best interest at heart.

In the words of Julie Cohen, privacy “shelters the processes of play and experimentation from which innovation emerges” (Cohen 2013, 1906). “Regimes of pervasively distributed surveillance and modulation seek to mold individual preferences and behavior in ways that reduce the serendipity and the freedom to tinker on which innovation thrives” (Cohen 2013, 1920).

The musician Igor Stravinsky worked behind closed doors: “I have never been able to compose unless sure that no one would hear me” (quoted in Walsh 1999, 115). Margaret Mitchell, the author of Gone With the Wind, “fought violently against letting even close friends read as much as a line” of her unfinished work. When a friend showed up unannounced, Mitchell threw a bath towel over her manuscript to protect its contents (quoted in Pyron 1991, 223). Perhaps these and other artists wouldn’t have created their masterpieces in a digital age in which constant distraction and surveillance are becoming the norm.


Security


Anyone who has been born in a dangerous country has an instinctive understanding of the connection between privacy and security. When you live in a dangerous country, you don’t give your name to just anyone (much less your phone number or address), you look behind your shoulder to make sure no one is following you, and you may even change your routines from time to time. The more someone knows about you, the more vulnerable you are to them. The less they know, the fewer opportunities they will have to harm you.

The less privacy people have, the more likely it is they can become the victims of a crime, from identity theft and stalking all the way to murder. In their article The Dark Side of Numbers, William Seltzer and Margo Anderson document how population data has been used in human rights abuses.

One of the most striking examples is how European countries fared during the Holocaust. Nazis raided local registries to get to the data that would allow them to find Jewish people. For decades, the Dutch had employed a population statistics pioneer called Jacob Lambertus Lentz and IBM punch card machines to collect data on religion and other personal details; the aspiration was to have a comprehensive system that could follow each person “from cradle to grave.” In contrast to the Netherlands, censuses in France did not collect information about religion for privacy reasons. The last census to collect such data was taken in 1872. Henri Bunle, the chief of the General Statistics Office of France, made it clear to the General Commission for Jewish Questions in 1941 that France did not know how many Jews it had, let alone where they lived. Furthermore, France did not have an extensive punch card infrastructure like that of the Netherlands, making it hard to collect new data (Seltzer and Anderson 2001, Véliz 2020b).

The result was that the Nazis found it much easier to apprehend and assassinate their targets in the Netherlands:

These registration systems and the related identity cards played an important role in the apprehension of Dutch Jews and Gypsies prior to their eventual deportation to the death camps. Dutch Jews had the highest death rate (73 percent) of Jews residing in any occupied western European country—far higher than the death rate among the Jewish population of Belgium (40 percent) and France (25 percent), for example. At the same time, Jewish refugees from Germany and other countries living in the Netherlands during the Nazi occupation experienced an overall death rate lower than that of Dutch Jews. The best explanation for this unusual phenomenon was that these refugees, unlike most Dutch Jews, avoided registration. (Seltzer and Anderson 2001, 487–488)


Freedom


Surveillance is bad for freedom (Richards 2022, Ch 5). What connects surveillance and freedom is the ability to exercise power over people. Artifacts promote certain values. Surveillance tools afford control; they afford the chance of keeping a close watch on something or someone (Véliz 2022a). Surveillance leads to control and control leads to losses of freedom.

According to the pure negative concept of freedom, I am unfree to act in a certain way if someone interferes with my behaving that way or has the disposition to interfere with me if I were to attempt to act that way (Kramer 2001). Boudewijn de Bruin argues that the three steps that connect privacy to negative freedom are, first, the disclosure of information of a data subject; second, belief revision about the data subject by the person who receives the information; third, the action or disposition to act of the recipient of the information (de Bruin 2010).

Consider how data brokers sell personal data to prospective employers. Employers are accessing your online footprint to assess whether you are the kind of person they want to hire. On your social media, you have shared old photographs of your “wild” student life. Suppose prospective employers blacklist you as a result. In this case, employers interested in you revised their beliefs about you as a result of the information accessed, and they went to act in a way (i.e., blacklisting you) in which they would not have acted had they not accessed your personal data. That interference in your life makes you lose freedom. Were you to apply for a job, being blacklisted would disallow you from entering the job market.

Suppose you notice you are not getting any job interviews. You decide to delete your social media accounts and change your name, and soon enough you begin to receive invitations for job interviews. Given your experience, you decide not to post about your social life anymore. You also decide not to ask your friends and family for the advice that you desperately need regarding a health concern; you are too afraid that your employer or prospective employer might find out and that it might count against you. Your privacy losses are limiting your freedom because they are making you act in ways that go against your autonomy. Importantly, the ways in which you want to act are not criminal or morally wrong (posting a photo of yourself getting drunk with your friends, or talking about a health concern, is nothing for which you ought to be penalized). What this example shows is how surveillance tends to lead to self-censorship in the hope of preventing a possible interference.

Historical examples that illustrate how surveillance tends to impact freedom abound. Authoritarian regimes depend on surveillance to hold on to power, as exemplified by East Germany’s Stasi, Russia’s KGB, and surveillance practices in today’s China.

In more democratic countries, surveillance practices also embody authoritarian tendencies. Surveillance is often used to exercise control over critics and political opponents. During the Civil Rights Movement in the United States, the FBI surveilled and then blackmailed Martin Luther King, threatening to expose his extramarital affairs if he didn’t commit suicide (Garrow 1981, Richards 2022, 146–147). Similarly, in 2013, Edward Snowden leaked documents that showed that the United States’ National Security Agency had been gathering data on “radicalizers” and their visits to porn sites. According to the NSA’s own documents, “very few” of these people were “associated with terrorism” (Greenwald and Grim 2013). The objective was to discredit radical critics of US policy.


Equality and fairness


One of the greatest virtues of liberal democracy is its emphasis on equality. No one is above the law, everyone has the same rights, everyone of age gets a vote, and everyone gets the opportunity to participate in shaping their society in more active ways—even those who end up on the losing side of a vote.

There are two ways in which losses of privacy have a negative impact on equality. First, the act of surveilling someone is an act of domination. Surveillance grants power to the watcher in a way that puts them on a higher hierarchy with respect to the person being watched. As Jonathan Wolff argues, respecting people as equals means trusting them. And trust implies not asking certain insulting questions, not prying. “I presume that you can justify yourself if called on to do so, but it is not my place to call you: I am your equal, not your superior” (Wolff 1998, 109). In a society of equals, no one should have to submit to intrusive examinations.

In a similar vein, Annabelle Lever has argued that, in addition to protecting citizens from coercion and intimidation, secret voting also reflects the value of equality. Citizens are entitled to vote, and they don’t owe an explanation to anyone as to how they voted or why. The secret ballot protects citizens from possible public shaming, and in so doing protects their equal status as citizens. “Democratic claims to privacy (…) are concerned with affirming and protecting the status of citizens, not simply with protecting their interests” (Lever 2015, 178).

The second way in which losses of privacy affect equality is more instrumental: personal data can be used to discriminate against people, as well as for blackmail and other nefarious purposes that undermine equality. It is therefore not surprising that privacy claims have often been claims against discrimination and unequal treatment (Richards 2022, 160, Igo 2018, 3).

In keeping certain kinds of information concealed, privacy promotes equality by preventing others from treating us differently on account of our identity, our convictions, or our history. Sometimes hiding your past, your heritage, or some other information about yourself is the only way to transform your life for the better, to avoid unfair discrimination, and escape having others categorize you into an unmovable box.

Personifications of justice are often depicted wearing a blindfold, symbolizing justice’s impartiality. Elsewhere I have argued that privacy is what blinds the system to ensure that we are treated equally, fairly, and impartially (Véliz 2020b). Privacy is the blindfold of justice that safeguards equality.


Wellbeing


All the negative effects of privacy losses that we have reviewed thus far are also bad for wellbeing. It is taxing to fear for your reputation; it is infuriating to have your freedom and autonomy restricted; inequality breeds mental illness (Wilkinson and Pickett 2018); insecurity makes us feel exposed and vulnerable, and being the victim of a crime can significantly affect a person’s wellbeing. Being watched is stressful. It reminds us of our vulnerability, of the possibility that we might be a lion’s prey.

Social interaction is necessary for human flourishing, but having company forced upon us when we do not want it can be a heavy burden. A healthy balance between sociality and having some time and space free from others’ gaze contributes to people’s psychological wellbeing. Engaging in social interaction means having to fulfil expectations and deal with responsibilities; keeping others at some distance from time to time allows us to relax. Privacy also frees us from unwanted distractions, giving us opportunities to concentrate (Gavison 1980, 446–447). Having a zone where we can be free of intrusions enables us to devote our time and energy as we see fit without having to worry about staging a performance for others or catering to their needs.

A chief motivation to protect privacy is avoiding embarrassment and other negative self-conscious emotions. There are certain morally innocuous things that we can only do at ease by ourselves or with select intimate others. The unwanted presence of others can either eradicate the possibility of doing these things, or transform the nature of activities in undesirable ways (e.g., what could be a meaningful and intimate conversation with one’s spouse may become a superficial and bland one in the presence of another).


Democracy


In the political realm, privacy contributes to the protection of liberal, democratic, and pluralistic societies (Gavison 1980, 442). I’ve already said much about how privacy protects democracy, in that it protects autonomy, freedom, and equality. Privacy also allows political groups, such as parties, to compromise with opposing factions, and work out their political positions before being subjected to public scrutiny (1980, 456). Chapter 9 investigates in more detail how transparency can affect political negotiations. Liberalism requires that people have the right to keep private their votes, associations, and thoughts.

Human beings tend to conform more when they are under the constant gaze of others. Privacy is valuable insofar as we want to incentivize independent thinking. This point can be considered a contemporary version of John Stuart Mill’s argument for a protected private sphere that can encourage experiments in living, individuality, and the freedom to form one’s own opinion (Mill 1978).

Many psychology experiments show how the presence of others can lead to conformity, but the Asch study is a classic one. Solomon Asch (1951) conducted his conformity experiment with groups of male college students who were asked to participate in a perceptual task. Only one of the participants was in fact a subject—unbeknown to him, the rest were confederates. The actual objective of the study was to observe how the subject would react to the confederates’ behaviour. Students got shown two cards: one with a line on it and the other with three lines labelled “A,” “B,” and “C.” One of those three lines was the same length as the one on the first card, and the other two lines were very clearly longer or shorter. Participants had to identify the line that matched the one on the first card. In a control group in which confederates did not pressure the subject, participants had an error rate of less than 1 per cent. However, when participants were asked to say their answer aloud, and all confederates chose an incorrect line, the error rate increased to 36.8 per cent. What this and other follow-up experiments show is that others can exert an enormous pressure to conform to popular views, even when these are very obviously wrong.

When democracies erode and disagreeing with power becomes dangerous, privacy protects political dissenters such as activists and whistleblowers. When advocating against injustice may endanger one’s life or one’s loved ones, having the possibility of anonymous protest and resistance becomes crucial to defending democratic ideals.

Finally, liberalism asks that nothing more should be subjected to public scrutiny than what is necessary to protect individuals and cultivate a wholesome collective life (Nagel 1998, 14). Keeping certain information to ourselves and respecting other people’s privacy avoids unnecessary conflicts in the public sphere and protects us from one another.


2. Does privacy have intrinsic value?


Although it is enough to value privacy for instrumental reasons—for its usefulness in helping us attain valuable goals—it also has intrinsic value. Privacy is valuable as an end in itself.

Consider the following two worlds: in the first world, you enjoy privacy in your home, and the resulting peace of mind. In the second world, there is a peeping Tom constantly gazing into your home, with no way of making him go away. Suppose that you know that the peeping Tom will not use any information he gleans about you against you, but you still feel very uncomfortable due to his constant gaze. The only solution found is to take a pill offered by your psychiatrist that gives you peace of mind despite the intrusiveness of being watched all the time. It is intuitive to think that the first world is better than the second, even if all of the consequences are the same, except for the level of privacy you can enjoy. In both worlds you enjoy mental peace, are physically safe, and free from the risk of further exposure. But above and beyond any other consequences, there is arguably some moral worth lost when privacy is intruded upon.

In a similar vein, Stanley Benn (1971) and Daniel Nathan (1990) have argued that voyeurism is wrong, even when no negative consequences result from it. Benn has argued that covert observation deceives the victim about her world and therefore interferes with her autonomy. When a victim undresses without knowing she is being watched, for instance, she is not making an autonomous decision, because it is not informed in the right way—if she knew she was being watched, she wouldn’t undress. Nathan agrees: voyeurism is wrong because it doesn’t show respect for persons. People don’t just want to believe that they are not being watched. They want it to be true that they are not being watched when they think that they are unobserved. Voyeurs “frustrate” this desire (Nathan 1990, 372–373).

In opposition to Benn, Nathan, and my own view, Tony Doyle has argued that we shouldn’t follow our moral intuition that voyeurism is necessarily wrong (Doyle 2009). He argues that there is nothing wrong with perfect voyeurism: covert watching or listening that is neither discovered nor publicized. If we do a strict hedonic calculation, he argues, there is no reason to object to the perfect voyeur. The victim will never suffer from being watched (because she will never learn about it), and the spy’s pleasure balances out the victim’s preference not to be watched. Doyle goes as far as claiming that, since the “victim’s interests were not harmed by the spying,” “her preference not to be watched is empty and thus morally irrelevant” (Doyle 2009, 182).

The issue at stake here, however, is not privacy, but utilitarianism. Doyle is endorsing a hedonistic view of ethics according to which all that matters is how we feel, and not the truth about the world. Doyle is willing to bite the bullet and argue, for instance, that there is no harm in the undiscovered infidelity (the spouse being cheated on is no less happy, and the spouse doing the cheating is happier than if they weren’t cheating) (Doyle 2009, 187, footnote). But many people care about whether their spouse is being faithful to them—they don’t only care about how they feel.

Another helpful analogy is the difference between obtaining pleasure from having a meaningful conversation with a friend versus obtaining pleasure from an experience machine that stimulates one’s brain (Nozick 1974). Even if the felt pleasure was the same, it is intuitive to think that the former is more valuable than the latter, although presumably Doyle would disagree.

Utilitarians apart, human beings seem to value more the kinds of wellbeing that arise from certain cherished situations (i.e., the peace of mind enjoyed as a result of others respecting our privacy) than wellbeing arising from direct brain stimulation or deceit (i.e., experiencing peace of mind as a result of a pill that eases our concerns about privacy, or experiencing peace of mind thinking that we are enjoying privacy when in fact we are not because someone is watching us surreptitiously).1 Most parents would choose the safety of their children over having the belief that their children are safe. We care about what happens in the world, and not only about how we feel. We care about true friendship, faithfulness, the safety of our loved ones, and we care about being able to remain unobserved when we want to.

For utilitarians, then, privacy might only be valuable instrumentally—as a way to secure other worthy ends. That makes privacy valuable enough. For most other people, it is also valuable as an end in itself.
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1 This reflection is in agreement with objective list theories of wellbeing, according to which wellbeing is constituted (at least partly) by other goods above and beyond pleasure or desire-satisfaction. Popular items include knowledge and friendship. For more on objective list theories of wellbeing, see Crisp (2013).
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The Value of Surveillance


Part of what makes privacy a philosophically interesting topic is that its opposite, surveillance, is also valuable. Surveillance is “the focused, systematic and routine attention to personal details for the purposes of influence, management, protection or direction” (Lyon 2007, 14). If privacy were valuable and surveillance were not, there wouldn’t be ethical dilemmas regarding privacy. It’s only because we can derive benefits from surveillance and exposure that privacy is constantly put into question.

One contrast between the value of surveillance and that of privacy is that the former seems to be mostly instrumental. There doesn’t seem to be any good stemming from the presence of street cameras above and beyond their consequences. Other things being equal, it is not better to be watched for the sake of it.

Perhaps critics might dispute this claim by arguing that exhibitionists derive pleasure from being watched. But it seems to me that the pleasure of the exhibitionist may rely more on shocking other people, and on exhibiting themselves on their own terms. I doubt that exhibitionists appreciate being surveilled at work, for instance. Sceptics might come back with a different example: religious people might be comforted by the thought that God is watching over them. But in that case, presumably it is the benevolence of God that makes the watching over have positive valence—it is God’s compassion, and maybe even Her capacity to intervene on one’s behalf that is of value, not the surveillance in itself.

In more worldly contexts, the virtues of surveillance are often cashed out in terms of transparency. Transparency is a highly regarded value in contemporary Western societies. A positive connotation tends to accompany organizations and people who can be described as transparent. It is the more acceptable presentation of surveillance; it is “the principle of enabling the public to gain information about the operations and structures of a given entity” (Etzioni 2010, 389).

I will sometimes make reference to “radical transparency”: the idea that the more transparency, the better. Radical transparency includes not only traditional forms of surveillance in which someone in a position of authority watches over others, but also bottom-up surveillance, in which ordinary citizens can watch the watchers. Such inverse surveillance has been dubbed sousveillance—watching from below (Mann, Nolan, and Wellman 2003).

In what follows I go through the interests that are protected by surveillance and transparency.


Trustworthiness


One of the virtues of transparency is trustworthiness. The more transparent an entity is, the less wrongdoing it is able to hide, and the more trustworthy it is supposed to become. In the words of Onora O’Neill:

There is quite a large measure of consensus about the way that transparency is supposed to work. It is supposed to discipline institutions and their office-holders by making information about their performance more public. Publicity is taken to deter corruption and poor performance, and to secure a basis for ensuring better and more trustworthy performance. (O’Neill 2006, 76)

Strong defenders of transparency believe that it can replace government regulations (e.g., Crovitz 2009). The assumption is that, if transparency allows people to see the inside workings of entities, those entities will automatically avoid transgressions, thereby making government controls superfluous.

Transparency is thus thought to lead to fewer laws. According to Stuart Armstrong (2013b), most countries have an excess of laws that is tolerated only because excess laws are enforced either rarely or selectively. If everyone were subject to enforcement in virtue of radical transparency, “there would have to be a mass legal repeal. (…) When it becomes glaringly obvious that most people simply can’t follow all the rules they’re supposed to, these rules will have to be reformed.” Having fewer laws, in turn, is thought to increase personal freedom.

According to Armstrong, because crime would go down with an increase in transparency, a large police force would not be needed anymore. Furthermore, there would be no need for police to be granted some of the special powers they are currently entitled to—searching people, arresting people on suspicion, interrogating them, lying to them during interrogation (in the United States), etc. Today’s police forces are given those powers to help them acquire information. The police do not know whether a suspect is armed; therefore, they must search him. The police are not sure whether a suspect is guilty of a crime; therefore, they must interrogate him. In a radically transparent society, however, these powers would be dispensable. For the most part, guilt or innocence would easily be determined through recordings of various types from the comfort of an office chair.

Armstrong argues further that trustworthiness could also lead to reduced armies and warfare. In the past, international attempts to reduce armaments have been thwarted by a lack of reliable verification. If radical transparency were instantiated internationally, countries could be sure that other governments would not be deceiving them. If intelligence agencies were confident that other countries were not preparing for an attack or building new weapons, countries could shrink their militaries. With reduced armies, reduced warfare would likely follow.

Transparency doesn’t only apply to institutions—it is also thought to make individuals more trustworthy. A common technique to hold oneself accountable is to publicly announce one’s commitments or intentions. As a social media user put it, the “best part about being public is that I can’t BS anymore: too many are in a position to call me on it. Makes life easier” (Jarvis 2011, 17). Or, in the words of Facebook founder Mark Zuckerberg, “Transparency increases integrity. In the strictest definition of the word, integrity is basically saying one thing to everyone. That’s true for people, and I think it’s true for companies, too” (Jarvis 2011, 175).


Accountability


If all actions in an organization can be traced back to individuals, responsibility can be accurately attributed: people who do things right (both morally and professionally) can be praised, people who make mistakes can be taught how to avoid them in the future and may be reprehended (when appropriate), and people who commit wrongdoings can be blamed and face legal consequences (when they are called for). Accountability through transparency, then, assists justice in providing accurate information to give each person her dues. (Institutions may also be held accountable qua institutions.) Accountability can also prevent wrongdoing and make people feel safe.

On the assumption that adequate and effective transparency practices are put in place, and all concerned parties are aware of such practices, it is reasonable to think that most potential wrongdoers will refrain from misbehaving. Jeremy Bentham thought it “an indisputable truth” that “the more strictly we are watched, the better we behave” (2001, 277). Given his conviction, it should be no surprise that Bentham was the designer of the famous panopticon—an institutional edifice that permits a single watcher to observe everyone inside the building without them being able to tell if they are being watched at any particular moment (though they are aware that they might be watched at any time). Although the paradigmatic panopticon is a prison, the design can be used for other kinds of buildings where surveillance is prevalent, such as hospitals, schools, and work-houses (Bentham 1995, 34).

Two centuries later, in his Discipline and Punish (1977), Michel Foucault used the panopticon as a metaphor for modern “disciplinary” societies and their tendency to surveil and normalize behaviour throughout all contexts. With present-day technologies of recording and data storage, the panopticon can be enhanced: instead of making people believe they might be observed at any one time, contemporary panopticons can give people the certainty they are being watched at all times.

Presumably, most people who cheat and steal do it because they think they can get away with it. Stealing is not an attractive option if one will get caught before one can even enjoy the loot. If people had a high degree of confidence (or even certainty) that, due to transparency practices, they would get caught immediately were they to misbehave, they would probably avoid more temptations than if they thought they might get away with it. Surveillance supports certain deterrents: an absence of gain in wrongdoing, as well as the desire to avoid punishment and shame, and to maintain a good reputation.


Safety


Transparency can increase safety (e.g., if crime is reduced). In the words of Jeff Jarvis, “The more public society is, the safer it is” (Jarvis 2011, 114).

Confidence in accountability through transparency can also make people feel safer. With transparency in place, the head of a company can feel safe in the knowledge that her employees are not stealing from her. In turn, employees can feel safe in the knowledge that management is not cheating them. A consumer can feel safe in the knowledge that she is eating what the label on the food product says it contains. If the police were subject to transparency, citizens could feel safe in the knowledge that their rights would be respected. And so on. In other words, it seems that through transparency, people can be more trusting of organizations and other individuals.

Perhaps this sense of safety, in addition to being related to a true decrease in wrongdoing and deceit, is also psychologically related to what Steve Mann (2013), the inventor of wearable computing, considers a “basic human need” of “being able to see better.” Darkness disturbs us. Even when we are fairly certain we are safe, not being able to see for ourselves what is in front of us can be distressing. Being kept in the dark, literally and metaphorically, is not something most people appreciate in most circumstances. It makes us feel not in control.

Another way in which surveillance might increase safety is through public health. As we have painfully experienced in recent times, one of the most worrisome risks to human beings is that of a global pandemic. In the case of pandemics caused by human action—as a terrorist attack (engineered pandemics), or as a result of an accident in a research lab—radical transparency could help prevent a global pandemic by spotting danger early: catching people who are attempting to engineer a pandemic or alerting the appropriate authorities of inadequate safety standards and dangerous practices in laboratories. In the case of naturally brought-about pandemics, radical transparency could catch symptoms at an early stage (or perhaps detect diseases even before symptoms kick in, if we have sophisticated enough technology to monitor people’s health) (Armstrong 2013b).


Informed decisions


Both good markets and democracies depend on people’s informed decisions. Each decision to buy one product instead of another is a “vote” to keep a product in the market, and a company in business. For consumers to make good choices about what to buy, accurate information is crucial. Food labels that include information about sugar contents, for example, enable people to make better decisions for their health and for supporting the kind of products they want to see more of in supermarkets. Information about corporate social responsibility included on labels enables consumers to “vote” on the kind of products and companies they approve of.

Similarly, with more transparency, people can make more informed decisions about who to hire based on having extensive background information on all applicants for a position. Having hired someone, employers can be confident in their choice to maintain that professional relationship as a result of having all the relevant information about their employee’s performance.

Democracy also benefits from having well-informed citizens. Standard mechanisms of democratic participation and oversight include elections, public opinion, and public deliberation, all of which depend on citizens having access to information (Sagar 2007). Defenders of transparency argue that the more information people have on the government and on politicians, the better they will be able to judge them and vote according to their preferences.


Research advancements


In a radically transparent society, governments could prevent the terrorist use of nuclear and other futuristic weapons. Therefore, it would be unnecessary to prohibit dangerous research projects or the flow of information regarding how to build weapons. As soon as a weapon began to be built in an unauthorized manner, the police could confiscate it. With less to fear on the part of governments, there would be an increase in academic freedom, which would lead to research advancements (Armstrong 2013b).

Along with expanded academic freedom, research would benefit from the massive amount of big data that would be produced through more transparency. Other methods of research take a sample of the population as the object of their study and take it to be representative of the wider population. Often, however, the sample in question is not representative for reasons of gender imbalance, race, culture, etc. With big data, every single individual can theoretically be included in the data gathered. Defenders of big data argue that we can expect the accuracy of big data to dramatically increase the quality of research on humans. As Armstrong puts it, the democratized “panopticon would be a research nirvana” (2013b).


Convenience


With more surveillance in place, locks, passwords, and other security measures would be unnecessary. Gone would be the days of carrying keys around, remembering dozens of passwords, and wasting time in security queues at airports. The surveillance system could be used for accurate identification of people (and detection of prohibited items) if it tracked all individuals at all times. Perhaps there would be no need for credit cards or cash registers. The camera system could bill people by identifying who they are and what they took from the shop—much like what Amazon is already trying out with its checkout-free shops. Drivers who crashed into parked cars would not need to leave a note, since tracking would enable insurance companies to take care of the matter automatically (Armstrong 2013b).


Equality and justice


Mann, Nolan, and Wellman argue that transparency can restore equality between surveillers and surveillees (2003, 347).

A real-life example can illustrate the power of sousveillance to benefit equality and justice. In 2013, a police informant planted some crack in a small shop in Scotia, New York (Engel 2013). The police then recorded themselves acting as if they had found the crack and proceeded to arrest the owner of the shop, Donald Andrews Jr. Luckily, Andrews had footage from his own security cameras that showed how the police informant had previously planted the drugs. Andrews was subsequently released and cleared of all charges. Had Andrews not had the same power as the police to record the events of that day, he would probably be in prison. The danger with authorizing only one party of a transaction to record what happens is that, in the event that the recording will not suit that party’s needs or preferences, the recording may be lost, ignored, or shown only partially.

For this reason, Mann criticizes businesses and institutions that have a policy of prohibiting people from entering their premises with cameras. He gives an analogy for the importance of symmetry in surveillance in what he calls “The Veillance Contract.” Suppose that you sign a contract with a corporation. The corporation does not allow you to take a copy of the contract with you (no photography or note taking is allowed either). A few years later, the corporation sues you for contract infringement. When you get to read the contract in court, the content is different from that which you remember signing, but you have no way of proving that the contract was changed (Mann 2013). This thought experiment emphasizes the injustice behind organizations banning sousveillance but engaging in surveillance.

Mann believes that if A makes a recording of a transaction it has with B and forbids B from doing the same, then A should not be able to use that recording as evidence in court. For Mann, people should be able to carry around cameras everywhere in order to protect themselves, just as shopkeepers are entitled to have cameras to protect their products.


Increasing connectedness


Surveillance and transparency, or perhaps more precisely, publicity, can increase connections between people. In turn, connections can provide knowledge and support. In the age of social media, it can be helpful to go public with a problem and cultivate the wisdom of the crowds. Jeff Jarvis recounts how beneficial it was to share his experience with prostate cancer online. If he hadn’t shared that very private information with complete strangers, he wouldn’t have received “invaluable advice” from other patients (Jarvis 2011, 3). Are you looking for a reference of an obscure philosophical text? I recommend that you reach out to “philosophypals” on social media.


Economic gain


The commodification of data, often referred to as the data economy, has become one of the most profitable industries of the 21st century. “The world’s most valuable resource is no longer oil, but data,” read an Economist article in 2017. A significant part of the data bought and sold is personal. Companies want personal data for research, marketing, and advertising. Most advertising online uses personal data. That makes personal data one of the most valuable kinds of data. What used to be considered wiretapping and the remit of authorities has become a mainstream business model.

Personalized advertising is often organized around bidding. Real-time bidding (RTB) sends a user’s personal data to interested advertisers. Suppose a company gets that data and recognizes that user as someone who has visited their website before in search of a bag. They might be willing to pay more than others to lure her into buying that bag because they are confident she wants it. And that’s how she gets shown an ad for a bag. In that process, however, very personal data such as sexual orientation and political affiliation might have been sent to dozens or even hundreds of advertisers, often without the user’s knowledge or consent. And those companies get to keep that personal data, which often gets sold on to other third parties (ICO 2019).

Another crucial part of the data economy are data brokers. Data brokers buy, collect, and analyse personal data, and then sell people’s dossiers to prospective employers, insurance companies, governments, and anyone else willing to buy the data.

Much of the internet is at least partly funded through personal data, either through selling the data directly (like data brokers do) or through selling access to people through their personal data (as in personalized ads). As Jarvis puts it, “There’s money to be made in privacy. But there is even more to be made in publicness” (Jarvis 2011, 138).


Conclusion


Given the purported virtues of surveillance and publicity, it is not hard to understand why transparency has few enemies, and why anyone arguing against it can be perceived as suspicious. It is easy to find instances in which it is relatively clear that we want at least some degree of transparency. Examples include audited financial statements by corporations, campaign contribution disclosure, food labels (ingredients, calories, GMOs, etc.), warning labels on hazardous materials, and privacy policies. Questions remain, however, about whether transparency is always a good thing. Are there contexts in which transparency is undesirable? And even in settings in which it is desirable, is there such a thing as too much transparency? And, more importantly, when confronted with a trade-off between privacy and surveillance, how do we balance these two values? In the following chapter I attempt to tackle these questions.
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Privacy vs Surveillance


If privacy and surveillance are both valuable, how can we decide which is the more valuable in a particular situation? If both privacy and surveillance protect interests that arguably give rise to rights (e.g., the right to privacy and the right to security), how do we adjudicate between them when they are in conflict? This chapter attempts to tackle that difficult balance. Even though I don’t think there is an overarching answer that will apply to every case, there is something to be said about how to balance privacy and surveillance, and the kinds of considerations that should come into play.

In Section 1, I offer a sketch of how rights and values can conflict and how to balance them. I emphasize the importance of paying attention to internal connections between the conflicting values. In Section 2, I argue that the internal connections between the values that privacy and surveillance protect are such that balancing them demands a process of “qualitative priority” as opposed to a quantitative analysis. In Section 3, I analyse some of the internal connections between privacy and surveillance. I use the examples of security, accountability, and democracy to illustrate how surveillance has a tendency to undermine the values, objectives, and institutions it purports to protect. Section 4 argues that, because of the difficulties in noticing and measuring the negative effects of surveillance, we are blinded by the surveillance delusion: the mistaken belief that surveillance has no significant moral costs. Section 5 concludes the chapter by arguing that, although it is probably a good idea to have privacy as a default, there are important cases in which privacy should be surrendered.


1. On balancing rights and values


When duties arising from two different rights are incompatible with one another, the rights in question can be said to be in conflict. If two rights are in conflict, the clash will typically be resolved by fulfilling the duties of one right and not the other. When privacy is pitted against other rights or values in the public sphere, such as security and transparency, it tends to end up on the losing side of the conflict. I will argue that, more often than not, this approach is mistaken.


Rights


Advancing a general theory of rights is beyond the scope of this work. I understand rights roughly along the lines of the Interest Theory proposed by Joseph Raz (1988, 1984).1 On this view, the fundamental role of rights in practical thinking is to ground duties in the interests of beings whose wellbeing is intrinsically valuable. In other words, rights restrict others’ actions in the interest of right-bearers.

Someone has a right if her wellbeing is of ultimate value2 and if her interest in having that right is a sufficient reason for holding other people to be under a duty. Being of “ultimate value” means being of intrinsic value, above and beyond instrumental value or the value of consequences. Although only those whose wellbeing is of ultimate value can be the bearers of rights, interests do not have to be of ultimate value to be the basis for rights. Journalists, for example, have a right to protect their sources even if this interest is valued instrumentally, on account of its usefulness to society (Raz 1984, 206–207).

Although rights protect interests, the right-holder need not want to enjoy the right. A right to education, for instance, grounds a duty to provide opportunities for education to each individual, even when an individual does not desire to be educated. Furthermore, though rights are based on the interests of right-holders, there are cases in which an individual has rights that go against her interests—for example, someone may own a property that brings her great trouble (Raz 1984, 208). That rights may be burdensome is explained by the fact that rights are bestowed on right-holders on the basis of their general characteristics (e.g., being citizens, being creatures with certain needs, etc.), and not on the basis of their personal, individual characteristics.

Rights are agreements to protect people. Raz understands rights to be “intermediate conclusions” in arguments that go from ultimate values to duties—they stand between interests and duties. Interests partly justify rights, which in turn partly justify duties. We use talk of rights as a sort of shorthand so that, on the one hand, we can save time and not have to refer to ultimate values every time a practical question comes up and, on the other hand, so we can build a common culture that allows the protection of people’s interests despite there being confusion and disagreement concerning ultimate values—hence why Raz calls them intermediate conclusions. Perhaps a better term is pragmatic conclusions. Rights are pragmatic or intermediate conclusions because we can agree about the rights people have even when we do not agree on the exact justification for those rights. This agreement turns rights into reasons of their own, even if they are not ultimate reasons—i.e., rights constitute reasons for action even independently of their ultimate justification (Raz 1984, 208–209).


Conflicting rights


Raz’s account of rights makes it appear as if rights can never conflict. He acknowledges, however, that there can be conflicting considerations or reasons (Raz 1984, 209–210). In those cases, he argues, conflicting considerations must be weighed against each other. If X’s interests are less weighty than Y’s interests, then, according to Raz, the would-be right of X does not arise, because, given the counteracting conflicting considerations, we cannot hold ourselves to have a duty towards X.

To determine the existence of a right, argues Raz, there must be premises concerning the interest of the right-holder, the required importance of the interest, and the particular person or class of persons who are obligated to the right-holder. In addition, one needs to add other premises that can show that these grounds are not outweighed by conflicting reasons (Raz 1984, 209). Raz affirms that “If conflicting considerations show that the basis of the would-be right is not enough to justify holding anyone subject to any duty, then the right does not exist” (1984, 210). This stance leads Raz to argue that a general right is only a prima facie ground for the existence of a particular right in a specific circumstance (1984, 211).

Raz’s view on conflicting considerations seems unsatisfying for those of us who believe rights are possessed on the basis of the interests of right-holders, and not depending on the external circumstances individuals may find themselves in. If rights are based on the interests of individuals, then those rights don’t just disappear when faced with conflicting considerations, because the underlying interests haven’t disappeared.

Raz points out that when conflicting considerations only show that some actions cannot be required as a duty, other actions may still hold as a matter of duty, in which case the right does exist but is able to ground “duties only for some of the actions which could promote the interest on which it is based” (1984, 210). Though Raz does not speak of conflicts between rights as such (only of conflicting considerations), he does admit in a footnote in his paper “On the Nature of Rights” that if conflicts of duties are possible, then conflicts of rights must exist as well, though he does not further explore such conflicts (1984, 211, footnote 1).

A more detailed and convincing account of conflicts in the context of Raz’s Interest Theory, which I endorse here, is offered by Jeremy Waldron in his paper “Rights in Conflict” (1989). According to Waldron, conflicts between rights are inevitable if we understand rights along Raz’s lines, because even in the case of a single individual, interests often conflict. For Waldron, rights conflict when duties are incompatible—when it is not possible for all the duties to be performed. For example, there is a conflict of rights when two people who are drowning have a right to be rescued but there are resources to save only one of them.

Waldron argues that when there is a trade-off of one right against another—when we are forced to comply only with the duties grounded in one right—we should not sacrifice the losing right. It is not that a consideration ceases to be a right when it happens to conflict with another and ends up being outweighed, but rather that we are failing to fulfil our duties with respect to that right (Waldron 1989, 508). Even if there are not enough resources to rescue two drowning persons, both still have a right to be rescued.

Waldron’s account is more satisfying than that of Raz because it is truer to the spirit of rights: if a right is a right, it should not just disappear in the face of a conflict. Waldron argues convincingly that rights can generate successive waves of duties. In the rescuing dilemma, successive duties might impose constraints on the way resources are allocated in a society. These duties might require spending resources on training more professional rescuers, buying more helicopters, etc. An investigation to diagnose the causes of the shortage of resources might be warranted, and it may also be required that compensation be given to victims of trade-offs or their families. Thus, even in a case in which our primary duty (to rescue both people) is not fulfilled, the rights of people do not disappear, and further duties are created: “the trading off of one right against another, in a situation of conflict, is never the end of the story” (Waldron 1989, 512).

In some cases, conflicts between rights may be best resolved in a quasi-quantitative way by balancing what is at stake, following the metaphor of weight. First, the relative importance of the interests at stake must be established. Second, consideration must be given to the contribution made by conflicting duties to the interests that rights are meant to protect. Finally, we try to maximize what we deem of most importance (Waldron 1989, 515).

In some other cases, however, attention to internal connections may be more appropriate to resolve conflicts. Take the case of free speech. If there is a group of people (e.g., Nazis) calling for the suppression of another group of people, such that the right to free speech of both groups can be said to be in conflict, the correct strategy is not to take a quantitative approach and count the number of people in each group to try to determine the course of action that will produce the violation of the fewest number of rights. We should not be giving the right claim of each individual in both groups the same weight. Rather, if we understand free speech as an interest in participating as equals in a public sphere where all may speak their minds, then we can agree that to count as a true exercise of free speech, assertions must be of a kind that allow for opposing views to be expressed as well.

The Nazi speeches conflict with the free speech of others because they aim to bring an end to the form of life that makes free speech possible. Their speeches are incompatible with the right they are asserting, and should therefore be banned. Thus, in some cases, when we cash out the internal relations between rights claims, what looked like a conflict between rival interests may dissolve (Waldron 1989, 518). In what follows, I suggest that when privacy and surveillance conflict, there are internal connections that demand to be taken into account in order to satisfactorily resolve (or dissolve) the conflict.


2. When privacy and surveillance conflict


Privacy and surveillance, the interests they protect, and the rights they give rise to, often come into conflict. Common examples include when a loss of privacy may increase security (e.g., the use of surveillance cameras in public spaces), or when transparency may increase accountability.

In accordance with Waldron’s advice, we have already established the relative importance of the interests at stake by discussing the value of both privacy and surveillance in the previous two chapters. If there were no internal connections between them, the task ahead would be somewhat quantitative: to weigh the interests behind privacy and surveillance, consider how the conflicting duties contribute to those interests, and maximize what we value most. I will argue, however, that there are internal connections between privacy and surveillance that make the task of balancing them one of “qualitative priority,” as Waldron puts it. As I will argue, thinking that balancing privacy and surveillance is a quantitative undertaking has led society to the mistake of overvaluing surveillance and undervaluing privacy.

According to my diagnosis, that misstep hasn’t come about only as a result of confusing a qualitative act of balancing with a quantitative one. It is also the result of it being relatively easy to quantify the benefits of surveillance and it being very hard to quantify its drawbacks. When consequences are hard to track and quantify, it is easy to ignore them. Elsewhere I have called this mistake the surveillance delusion: the assumption that surveillance has no significant moral costs (Véliz 2023). Under the surveillance delusion, only the benefits of surveillance are taken into account. It leads people to view surveillance as a convenient solution to problems that could be solved through less intrusive means. It also leads to people not realizing that surveillance may be creating more weighty (though less quantifiable) problems in the long run than the ones it is solving.

In the next section, I use some examples to illustrate, first, the internal connections between privacy and surveillance, and second, how the advantages of surveillance are easily quantified while the disadvantages are hard to quantify and therefore easy to disregard.


3. Internal connections between privacy and surveillance



Security


Public discourse is flooded with claims about the incompatibility between the right to privacy and the right to security. According to popular belief, the more privacy individuals enjoy, the less the state is able to provide security, and vice versa. For former NSA security consultant Ed Giorgio, “Privacy and security are a zero-sum game” (cited by Wright 2008)—meaning that for every increase in one, there is a decrease in the other. The state thus seems to have incompatible duties: on the one hand, to respect its citizens’ right to privacy by refraining from spying on them and, on the other hand, to guarantee its citizens’ right to security, which may not be done without spying on the general population.

During the last two decades, the amount of information online about each of us has been increasing dramatically. For both professional and personal reasons, more of us spend more time on the internet than we used to, using more websites and applications for our everyday activities. We have intimate conversations over messaging apps, buy groceries online, access our bank through our smartphones, and carry out a significant amount of our work-related tasks in front of a screen. Intelligence agencies such as the National Security Agency (NSA) in the United States and the Government Communications Headquarters (GCHQ) in the United Kingdom collect the data that digital technology creates about us as we interact with it, and they try to use it to protect their population against threats such as terrorism.

According to an NSA slide presented at a 2011 meeting of intelligence agencies, their goal is to “collect it all,” “process it all,” “know it all,” and “exploit it all.” The UK’s GCHQ also mentions collecting it all in a 2010 document (Greenwald 2014, 97).

While intelligence agencies might sometimes be willing to acknowledge that their activities threaten people’s privacy, they are adamant that surveillance is carried out to protect our security. However, more often than not, they fail to admit the ways in which intelligence agencies’ practices are endangering the public’s security. In other words, they fail to recognize the internal connections between privacy and security.

First, the NSA makes the internet insecure by stockpiling “zero-day” vulnerabilities. Cyberharms are enabled through vulnerabilities—mistakes or cracks in the design of websites that allow intrusion. Both criminals and intelligence agencies exploit vulnerabilities to hack their way into computers and steal passwords, eavesdrop, and so on. Exploiting vulnerabilities is useful for collecting and accessing data. When someone discovers a vulnerability, she can alert the relevant institution so that it can be patched and its details published to allow others to learn from the experience. Alternatively, she can keep it to herself to exploit it now or in the future, or she can sell it to some other hacker wanting to take advantage of it. Unpublished vulnerabilities are called “zero-day.”

The NSA has a policy of stockpiling zero-day vulnerabilities (Schneier 2015, 146). Possessing these enables the NSA to spy at will, taking advantage of cracks in systems that allow access to sensitive information. This policy puts everyone at risk. Instead of vulnerabilities being patched as soon as possible to protect people, they are purposefully left exposed, allowing hackers to discover them independently and attack websites. As a result of these attacks, personal information such as credit card numbers, addresses, and passwords can be stolen and sold to the highest bidder.

Second, the NSA makes us all unsafe by inserting “backdoors” (or deliberately created vulnerabilities) into commercial IT software and hardware (Schneier 2015, 147). Vulnerabilities not only allow access to the government—anyone who finds them can exploit them as well. In 2010, for example, Chinese hackers exploited a vulnerability Google had put into Gmail to comply with the US government (Schneier 2015, 148). “As technologists,” writes security expert Bruce Schneier, “we can’t build an access system that only works for people of a certain citizenship, or with a particular morality, or only in the presence of a specified legal document. If the FBI can eavesdrop on your text messages,” so can criminals and terrorists (2016, 2).

Third, intelligence agencies like the NSA and the FBI try to influence policies that undermine encryption. When James Comey was director of the FBI, he was a staunch critic of commercial encryption, arguing that it creates a safe haven for criminals (Ackerman 2014). A few years ago, the Five Eyes—a security alliance between the governments of the United States, United Kingdom, Australia, New Zealand, and Canada—pledged to push tech companies to design backdoors for them to have access to encrypted data. Should companies not comply, “we may pursue technological, enforcement, legislative or other measures to achieve lawful access solutions,” they said (Murdock 2018).

Fourth, the NSA routinely hacks the internet. It breaks into computers and equipment, it pretends to be different websites to redirect users to its dummy sites, it carries out cyberattacks, and more. Sometimes, innocent users are harmed as collateral damage, for example, by being accidentally infected with a virus meant for someone else, or by suffering blackouts (Schneier 2015, 148–149).

Finally, there is a tight relationship between information and power (Véliz 2020b). Whether knowledge is to be thought of as being an instrument of power, or as a form of control over others in itself (Foucault 1977, 27–29), the more knowledge someone has about us, the easier it is for them to hold power over us. Surveillance constitutes a power relationship in which watchers can use surveillance to exercise control over their targets.

Governmental surveillance enhances the power of the state to control the population, and decreases the protection individuals have against state incursions, even if surveillance may enhance security against terrorism (which is questionable) (Véliz 2023, Waldron 2003, 195).

Lack of privacy is especially concerning in dangerous countries with democratic deficits. Both political dissenters and ordinary citizens need privacy as a way of protecting their physical security (whether it be from the government, criminals, or both). But the tendency to decrease civil liberties like privacy is worrisome even in what are considered highly democratic countries. No democracy is perfect, and authoritarian tendencies weaken democracies. In healthy democracies, citizens must be empowered to participate freely in their society. When I was a student in New York City, I remember some fellow students who were afraid of protesting (peacefully) because they believed the FBI was keeping records of Occupy Wall Street protesters. Having cameras in every street might increase safety, but in the age of facial recognition, it also eliminates the possibility of anonymous peaceful protest, which is an important element in the toolkit of democracy.

In the context of democracies, in addition to short-term concerns about how giving the government too much information might change the nature of the government, there are also concerns about how data could be used in the future, either by a government or by a foreign power. In the past, personal data has been grossly misused for the purposes of persecution and genocide, as the case of Nazism mentioned in the previous chapter exemplifies.

The best predictor that something can happen in the future is if it has happened in the past. Personal data is liable to be used for persecution and genocide again. The difference is that today we hold vastly more data on people than in the past. It is also much easier for a nefarious regime to get their hands on sensitive data. The Nazis needed boots on the ground, but today a skilled hacker will do. The threat of a gross misuse of data is therefore much graver than it used to be, and lack of privacy can make us significantly vulnerable to security threats.

These are only some of the ways in which privacy losses undermine security. What they show is that there is often a relation between privacy and security such that the less one has of one, the less one has of the other: Ed Giorgio was wrong to say that security and privacy are a zero-sum game.

Not all measures that enhance security undermine privacy. For example, one of the many security changes that were implemented after the September 11 terrorist attacks was to lock the cockpit doors on airplanes (Solove 2011, 34), which is a measure that is not invasive of privacy. At other times, there are two ways of improving security, and one of them will be less invasive of privacy. For instance, there is some evidence suggesting that streetlights are as good at deterring crime as surveillance cameras (Welsh and Farrington 2004), and the former are more privacy-friendly than the latter. In many other cases, protecting privacy is a way of protecting security, and the perceived conflict can be resolved through better understanding the internal connections between the two.


Accountability


Calls for transparency as a way of achieving accountability are of at least two kinds. Sometimes it is thought that transparency is the best possible option. Some people think it is better that citizens know how their representatives vote, for instance. Other times transparency is supported as a second-best option. It would be better to have more privacy but given that we are subjected to surveillance (e.g., in the form of CCTV cameras), it is better that citizens get to watch the watchers too.

David Brin, for example, thinks that “it is already far too late to prevent the invasion of cameras and databases. The djinn cannot be crammed back into its bottle. No matter how many laws are passed, it will prove impossible to legislate away the new surveillance tools and databases. They are here to stay” (1998, 8–9).3,4 Given that situation, ubiquitous transparency is better than one-sided surveillance, goes this argument. “The answer to the whole privacy question is more knowledge,” says Kevin Kelly, the founder of Wired magazine: “More knowledge about who’s watching you” (cited by Quittner 1997).

In any case, transparency is supposed to contribute to accountability and trustworthiness. I will argue that, while some amount of transparency in some settings is undoubtedly desirable, too much transparency can undermine the institutions and values it’s supposed to uphold. Moreover, transparency by itself will not get us the goals we are striving for. And once we put together the elements that do allow for goals like accountability to be achieved, then we don’t need as much transparency as it might seem.

“Transparency is a kind of surveillance. It is a form of intrusive monitoring,” writes Thi Nguyen (Nguyen 2021, 333). He argues that transparency can undermine expertise by forcing experts to explain their reasoning to non-experts. Expert reasons, however, are often inaccessible to non-experts. Transparency therefore pushes experts to act in ways for which they can offer public justifications, which is not necessarily the best ways to act. It forces experts to dumb down to the level of laypeople.

Furthermore, the demand for transparency pressures those who are part of a community to abandon the special understanding and sensitivity that arises from their experiences in order to be able to give reasons that everyone can understand, argues Nguyen. In doing so, transparency can threaten expertise and certain kinds of community life that depend on special shared understanding. “We all depend on experts, which makes us vulnerable to their biases and corruption. But if we try to wholly secure our trust [through transparency] then we will undermine their expertise” (Nguyen 2021, 331–332).

An example given by Nguyen, and that I expand on here, is transparency in education. Say legislators suspect that “all philosophy is bullshit” (338) and they don’t trust philosophy professors, so they implement transparency measures such as recording classes and having students grade professors for each lecture. They might also feel tempted to implement assessment metrics that focus on student success, such as graduation rate, or post-graduate employment rates and salaries. But each of these transparency tools arguably undermines the value of philosophy and creates inappropriate incentives.

Recording classes would inhibit frank discussions. Philosophy is often about sensitive topics, and being able to speak freely is necessary for an open debate to ensue. Professors being graded by students would push them to be more entertaining, perhaps, but not necessarily better educators. And post-graduate salaries might incentivize professors to teach marketable skills that are not necessarily philosophical (or ethical). Surveillance and metrics don’t track whether students are cultivating virtues like critical thinking, intellectual humility, or moral sensibility, which is arguably what philosophy is all about.

Most institutions need some amount of privacy to function well. According to Alan Westin,

Just as individuals need privacy to obtain release from playing social roles and to engage in permissible deviations from social norms, so organizations need internal privacy to conduct their affairs without having to keep up a “public face.” (Westin 1970, 44)

Take the European Council of Ministers (Stasagage 2006). Secret meetings and decisions at the Council carry important risks—that representatives might pursue private interests rather than public ones without citizens being able to observe them, and that they might express one view to their constituents and the contrary view at the Council. Voters have to be reasonably well informed of the opinions and plans of their representatives in order to vote in accordance with their convictions. If representatives tell one thing to their constituents but act differently at the Council, they might be winning votes that are the result of deception.

The risks of meetings and decisions being public, however, are even weightier. Public meetings and votes can become displays, rather than instances of genuine deliberation and political negotiation. When representatives know their voters are watching, they might take excessively tough bargaining positions that demonstrate loyalty to their constituencies but are unsurpassable obstacles to deliberation and negotiation.

If we take the European Council to be a supranational institution that has as its main objective to reach compromises and agreements between European nations that will benefit European people, the functioning of the organization may be more impaired by the inability to negotiate and deliberate (the risk of transparency) than by the risks of secrecy.5 The Council itself admitted the following:

The council normally works through a process of negotiation and compromise, in the course of which its members freely express their national preoccupations and positions. If agreement is to be reached, they will frequently be called upon to move from those positions, perhaps to the extent of abandoning their national instructions on a particular point or points. This process, vital to the adoption of Community legislation, would be compromised if delegations were constantly mindful of the fact that the positions they were taking, as recorded in Council minutes, could at any time be made public through the granting of access to these documents, independently of a positive council decision (Statement of Defence of the Council of the European Union in Case T-194/94, Brussels, 13 July 1994, 23–24, emphasis in original).

If public meetings become a show, there is a risk that the actual decisions will be made in backroom discussions, perhaps over lunch (Stasagage 2006, 167). If lunch is also public, then perhaps the most important bargaining moments will happen in corridors, or during post-work drinks.

As a result of Freedom of Information legislation, opacity within transparency is already a well-known phenomenon within public institutions. (Requests about not emailing someone about something are even becoming common in university settings.) Sensitive business is often carried out in person in order to avoid leaving any written record. Public officials feel vulnerable when everything that they have said and has been said to them is on record. It is easy to make mistakes, it is easy to frame things in an unfavourable way, and having an enemy look through everything a person has said could be enough to ruin any person’s career. Ironically, imposing too much transparency on institutions may end up creating more opacity than before, when people could email each other under the assumption that, unless a very serious crime was committed, nobody would have access to those emails.

Another way in which transparency has created unfortunate consequences is by allowing abuses of Freedom of Information requests. A few years ago, I met an unlucky researcher who had published medical results that had angered a group of trolls. The trolls went from bullying him online to constantly issuing Freedom of Information requests to his university, which he was forced to comply with. Instead of using his time for research, this professor had to waste his days satisfying Freedom of Information requests that were being used as weapons against him. That it can be so easy to persecute a researcher is something that ought to worry society.

A further concern regarding transparency in public institutions is that, if meetings and votes are not private, improper pressure may be put on public institutions by persons or lobbies learning prematurely that certain actions are proposed (Westin 1970, 48). One possible solution, surveillance enthusiasts might think, is to have even more transparency to reveal those improper connections. Lobbyists and governments are not always scrupulous enough to be deterred by shame, however. It is well known how big corporations such as Amazon and Google lobby their way out of paying taxes (Wheelwright 2016), and yet this public knowledge does not seem to be enough to deter such companies (or governments).

What this example suggests is that transparency is not enough to achieve accountability. If we don’t have the right incentives in place, if there are no penalties for wrongdoing, or in the extreme, if there is no rule of law, no amount of transparency can produce accountability.

In 2014, the Mexican journalist Carmen Aristegui revealed that the then Mexican President Enrique Peña Nieto’s £4.4 million mansion (his residency) was officially owned by a company associated with some of the most lucrative contracts the government had offered (Holman 2014). As journalist Jorge Ramos (2015) pointed out in a gala in which he was recognized by Time as one of the most influential people in 2015, “in any country with a little bit of rule of law, the president would have been forced to resign. Guess what happened? The president of Mexico didn’t resign, and the journalists who denounced the corruption were fired.” Unfortunately, transparency and injustice can coexist quite comfortably.

Transparency, by itself, merely requires disclosure or dissemination. Data, however, can be disclosed in ways that make it useless. As Onora O’Neill has argued, certain epistemic and ethical standards must be met before transparency can yield trustworthiness (on the part of the individuals or organizations providing information), and trust (on the part of the general public) (2006).

First, data has to be made available in ways that make it intelligible to its intended audience. Effective communication requires that data not be cluttered with irrelevance. The main purpose of transparency should be to communicate information. Corporate practices, in contrast, can turn what should be a mode of disclosure into disclaimers (O’Neill 2006, 88). Businesses often use transparency to reduce risk by transferring liability to their clients. Risk is shifted from those who provide products and services, to those who purchase them. A good example are privacy policies that, apart from giving full powers to companies, are often thousands of words long and are written in legalistic jargon that most people would not understand even if they had the time to read them. Transparency may thus lead us to a model of society in which it is considered morally acceptable for people to suffer bad consequences as long as they were previously warned (even if only nominally) of the risks (Etzioni 2010, 403).

Second, information must reach relevant audiences. Requiring big companies to have audited accounts works because company members are certain that someone with the relevant expertise will look at those accounts and scrutinize their performance. It is not enough for information to be accessible if there is a good chance nobody will take a look. Independent entities must be appointed to go through the data produced by transparency (O’Neill 2006, 82–83).

Third, information must be true: it must be accurate (in that it does not contain false truth claims) and honest (in that people are not making claims they believe to be false). O’Neill worries that people who know they will be scrutinized will “massage the truth” through hypocrisies, half-truths, self-censorship, and deception (2002, 73).

Similarly, Rahul Sagar (2007) argues that

the fundamental flaw in proposals to increase transparency [in the government] is structural in nature because their success is destined to rely upon the faithfulness of officials, which is ironic since the point of the whole exercise is to prove rather than assume their good faith.

Transparency, again, needs a reliable rule of law, and robust systems of checks and balances, which include ways for people to challenge decisions and actions that have been made by others. We need systems with common practices such as professional certification, complaints procedures, and meritocratic appointment procedures (O’Neill 2006, 87). The irony is that, once these practices are in place, no more transparency is necessary. Some degree of transparency is almost certainly needed to support accountability, but it can be quite limited (it doesn’t have to be carried out in real time, it can be reduced in scope, and few people can be given access to it).

If we impose too much transparency on an institution, we will not achieve accountability, trustworthiness, or trust, and we may end up undermining the objectives and values that we were trying to protect. A useful test to know when to cut back on transparency is to ask ourselves whether surveillance is undercutting what we were trying to achieve in the first place.

Because people need privacy to thrive, transparency is mostly inappropriate when it comes to individuals. As private citizens, we do not owe each other transparency. The idea that the more transparent a person is, the more virtuous she must be, is one that can only encourage superficiality and compliance, and that is bound to favour government power and corporations that profit from personal data. As individuals, it is enough that we can show that we pay our taxes and are not free riders to secure a fellow feeling of trust and justice among citizens. Individuals who hold public offices may be amenable to more transparency requirements in virtue both of their salaries being paid by all citizens, and the power they hold to change the rules of society. However, they should only be made to disclose facts that are directly relevant to their public roles.

Transparency, then, is mostly appropriate in institutional settings, and within limits. Given the costs of transparency, institutions should be asked to comply only with the minimum amount of transparency necessary to ensure good practices. Transparency can be limited by restricting both the information revealed and the audience who can have access to that information, as well as by delaying revelations in time. Anything above the minimum necessary should not be mandatory. And when the costs of transparency outweigh the risks of secrecy, transparency should be further limited. A good example is the case of democracy.


Democracy


It is especially important to think about the internal connections between surveillance and democracy because the danger is that surveillance might undermine the way of life it purports to defend. Without democracy, many of the other values we care about—from autonomy to freedom, security, and accountability, among many others—would suffer. For decades, thinkers have worried about the negative consequences of surveillance for liberal democracy. Ruth Gavison, for example, argued that

In the absence of consensus concerning many limitations of liberty, and in view of the limits on our capacity to encourage tolerance and acceptance and to overcome prejudice, privacy must be part of our commitment to individual freedom. (…) Privacy is also essential to democratic government because it fosters and encourages the moral autonomy of the citizen, a central requirement of a democracy (Gavison 1980, 455)

In a similar vein, Thomas Nagel argued that, for the public sphere to be “comfortably habitable” for different kinds of people, we need “a culture that is publicly reticent.” For liberal democracy to work well, there must be a concomitant “cultural liberalism” in which citizens allow each other to have enough privacy, which is essential to protect individual freedom and to avoid unnecessary conflicts in the public sphere (Nagel 1998).

Boudewijn de Bruin has argued that invasions of privacy can decrease people’s negative freedom, which implies that privacy is a liberal value (de Bruin 2010). When companies and governments treat us differently as a result of privacy invasions, the opportunities we are afforded in life are being affected. If we end up self-censoring in an effort to better our life chances, our freedom is diminished even more. The losses of freedom due to self-censorship and external pressures to comply with algorithmic expectations can then lead to conformity.

Surveillance can also endanger fundamental personal, civic, and professional relationships. It can undermine intimacy between friends and family, freedom of association between citizens, attorney-client privilege, and doctor-patient confidentiality, among others. Surveillance jeopardizes fundamental democratic practices like the secret ballot (Lever 2015), and investigative journalism.

It is probably not a coincidence that Mexico, the deadliest country in the world for journalism in 2020, accounting for almost a third of journalists killed that year worldwide (Lakhani 2020), was revealed to also be a hotspot for spying on journalists and human rights activists (Sheridan 2021). The Pegasus Project was an investigation that revealed that more than 50,000 journalists, human rights workers, academics, and other notable figures were being spied on by governments around the world. More than 15,000 of the victims were Mexicans—the most represented nationality on the list (Schwartz 2021). When journalists don’t have enough privacy, they can’t keep themselves or their sources safe, which leads to the deterioration of the practice of journalism. Sources don’t dare approach journalists, and journalists don’t dare approach dangerous investigations. In turn, when journalism deteriorates, so does democracy, as democracy depends on a well-informed citizenry.

A further wrong occurs when governments surveil their citizens without informing them about it. In that case, not only are they violating their right to privacy, but they are also failing to respect citizens’ autonomy, thereby undermining democracy. Covert surveillance deceives victims about their world—it controls the victim’s beliefs about whether they are being watched. These false beliefs affect victims’ desires and their actions. They act differently than they would if they knew they were being watched. Through deception, the government thwarts citizens’ attempts to make rational choices for themselves. For people to be able to autonomously decide how to lead their lives, they must be reasonably well informed about whether someone is watching them, among other things (Benn 1971).

Yet another concern is that with too much surveillance, the law can be applied arbitrarily. Countries often have many thousands of laws and regulations. It’s hard to keep track of them all, and laws that should no longer apply are not always repealed. Anachronistic laws are dangerous because they may be used in questionable ways. For instance, an obscure New York law from 1845 against wearing masks was used in 2011 to arrest Occupy Wall Street protesters, in contrast to other people wearing masks (think Halloween and epidemics) who do not and will not get arrested (Robbins 2011).

John Baker, a retired Louisiana State University law professor, believes it is not an exaggeration to say that there “is no one in the United States over the age of 18 who cannot be indicted for some federal crime” (cited by Fields and Emshwiller 2011). If the government can have access to too much surveillance, anyone deemed uncomfortable could be indicted, because everyone has broken the law.

Other related concerns regarding surveillance and democracy include the undermining of the presumption of innocence by treating all citizens as potential, asymmetries of knowledge that tend to lead to asymmetries of power (Véliz 2020b), and the risk of a massive misuse of personal data (e.g., for the purposes of genocide).

Given the close relationship between authoritarian regimes and the aspiration for ubiquitous surveillance—as evidenced in historical examples, from the East German Stasi to contemporary China—surveillance can end up having a very high price. If surveillance is jeopardizing important pillars of democracy, then we have crossed the line into too much surveillance. (I will have more to say about whether we are engaging too much in surveillance in Chapter 13.) The test of whether surveillance is undermining what it purports to defend is hard to implement, however, on account of the challenges of noticing and giving appropriate weight to the drawbacks of surveillance.


4. The surveillance delusion


Surveillance has costs, as we have seen with the examples of security, accountability, and democracy. Its costs, however, are difficult to gauge, for at least four reasons.

First, one of the paradoxes of transparency is that it tends to obscure its own effects—in particular, its downsides. Transparency sheds its light on something other than itself, but not on itself. By putting other elements in the spotlight, surveillance distracts from its own consequences. Surveillance is like a bright lamp in a dark room that illuminates everything except itself. When we use surveillance software to measure how many words a person produces per hour, for instance, we are not measuring her level of stress and the subtle ways in which creativity is being affected by surveillance.

Second, because transparency tends to lead to a loss in expertise, we lose sight of the things we might be getting wrong, which would have been identified by experts. As Nguyen puts it, when “we are overseer, the faults of transparency are often hidden by the shallowness of our understanding of the overseen” (Nguyen, 356). Someone who is not familiar with higher education might be satisfied by whatever metric they choose to assess students, but they might not notice that students are not developing critical thinking.

Third, some of the things we value the most are the hardest to measure. In The Tyranny of Metrics, Jerry Z. Muller warns against metric fixation. It “may draw effort away from the things we really care about” and “almost inevitably leads to a valuation of short-term goals over long-term purposes,” he writes (Muller 2018, 3, 20). The flourishing of a kind of AI that heavily depends on data has further encouraged an obsession with metrics. But there are certain valuable things (e.g., intimacy, autonomy, freedom, and democracy) that are harder to quantify than others (e.g., economic gain through the trade in personal data), but no less valuable. Something common to the risks, harms, and wrongs of surveillance is that they are difficult to quantify. How to put a number on the harm to investigative journalism when its value is not primarily economic?

Fourth, while the positive consequences of surveillance are frequently short-term, its negative consequences are often delayed, which further makes it difficult to gauge its drawbacks. Even in relatively simple cases, it might be years until a data leak is noticed. Sensitive data can spend years on the dark web before a criminal makes use of it. That delay makes it hard to make the connection between the loss of a particular data point and a concrete negative consequence. The connection in the realm of societal harms is even more delayed and harder to establish. The erosion of intimacy in friendships, or of frank debate in classrooms as a result of too much surveillance and exposure may be so gradual as to be hard to perceive. An eroding democracy may withstand the effects of mass surveillance for some years or decades before collapsing.

The difficulties of assessing what we are losing when we use surveillance lead to what I call the surveillance delusion: the assumption that surveillance has no significant moral costs.

It is easy to put a number on how much money we can earn per year through ads that depend on surveillance, but that focus pulls us away from asking questions about how the personalized ads market is affecting society more widely. By now it is well known that personalized ads are impacting elections in concerning ways and playing an important role in polarizing society (Hern 2018, Prummer 2020, De Marzo, Zaccaria, and Castellano 2020), to name just two negative consequences. But those effects are much harder to put a number on.

What is dangerous about the surveillance delusion is that it pushes us to appreciate the possible benefits of surveillance without taking seriously its possible costs. What a reflection on the surveillance delusion suggests is that, to answer the question of how much surveillance is too much, we need to go beyond short-term benefits and think about the kind of society we want to have decades from now. We need to go above and beyond a quantitative approach and think carefully about the requirements of autonomy, freedom, equality, and democracy to make sure that surveillance is not creating graver problems in the long run than the ones it is purporting to solve.


5. Should privacy always win?


Up until now, this chapter has pointed out some of the downsides of surveillance that should be considered when we think about how to balance privacy and surveillance. And elsewhere I have defended privacy against current surveillance practices (Véliz 2020b). Some readers might therefore infer that what I’m suggesting is that privacy is something of an absolute right that should never be infringed upon. That is not the case.

The emphasis on privacy and the criticism of surveillance is partly a reaction to a moment in history in which we are neglecting privacy, collecting as much personal data as possible and more than ever before, and not keeping it safe enough or using it responsibly. There is also a need to highlight the harms of surveillance because, as I have argued, they are more difficult to see than its benefits. But that hardly means that privacy is always to be prioritized. In Chapter 5, I suggested that there can be such a thing as too much privacy. Someone who protected their privacy too much would never reach out to another human being and create an intimate connection.

While democracy benefits from general policies that protect privacy (or, at a minimum, that allow for the possibility of privacy), there are many case-by-case instances in which surveillance should win. In what follows I give some examples and try to come up with some general guidelines on when privacy should be forfeited or infringed.

Perhaps the most straightforward case is one in which two consenting adults want to forgo their privacy to achieve intimacy. An interesting paradox is that intimacy also needs privacy to be possible. That is, the two people sharing an intimate moment or piece of information need privacy from others, but not from each other.

Another case in which privacy comes second is one in which someone is willing to surrender their privacy to ask for help because the help they hope to get is a weightier benefit than the risks of losing privacy. Jeff Jarvis reaching out to other prostate cancer patients is a good example. Consulting with a doctor or a lawyer are other examples. Here again, privacy is not an all-or-nothing affair, and some amount of privacy is important. Patients will feel more comfortable sharing information with one another in public forums if they can be reasonably sure that their data will not be used against them in the future (e.g., to discriminate against them in the job market). Patients are likely to share more information with their doctors if they know that their data will not be sold to third parties. And clients will be more honest with their lawyers if they can be confident the government is not listening in to conversations.

Those are all cases of people sharing information voluntarily. There are also cases in which it is morally acceptable, and sometimes even obligatory, to infringe on someone’s right to privacy. They include those cases in which the right to privacy must be infringed on for the benefit of the subject of privacy, for the benefit of others, or for the purposes of justice (which could be conceptualized as a case of benefitting others).

When paramedics find someone unconscious on the street, it is necessary to get personal access to the person to provide medical attention, and to look for their ID so their loved ones can be contacted. That person’s right to privacy is being infringed on for her own benefit. If the clue to the safety of the population is in someone’s diary, the police are justified in infringing that person’s right to privacy for the benefit of others. In this case, successive waves of duties are created. We might need to compensate the person whose right to privacy has been infringed upon. We also have duties to keep that data safe, for instance. Finally, someone’s right to privacy can be justifiably infringed on when they have committed serious wrongdoing and there is proof of it or good reasons to suspect them.

Paradigmatic cases of the #MeToo movement—in which victims of sexual harassment, assault, and rape made public their experiences—illustrate the importance of exposing wrongdoing. Not only did it lead to the rightful incarceration of serial abusers like film producer Harvey Weinstein, but it also made apparent the magnitude of the problem. Victims need to keep records of wrongdoers’ transgressions.

When a suspect’s right to privacy is infringed upon when there is reasonable suspicion on the part of the police, and the person turns out to be innocent, successive waves of duties need to be attended to. The targeted individual should be notified of the information that was accessed, and that information must be kept safe and perhaps deleted once it is no longer useful.

More generally, surveillance is morally acceptable when it is necessary and proportionate (Hadjimatheou 2014, Macnish 2015, Brown and Korff 2009, Fabre 2022). Given that surveillance has costs, it has to be necessary in that comparable beneficial results cannot be achieved by less intrusive or harmful methods. The moral concept of proportionality refers to a moral constraint on actions that cause harm. For an act that causes harm to be proportionate, it must be done in the pursuit of some valuable goal against which the harms are weighed (McMahan 2009, 19). If benefits outweigh harms, risks, and wrongs—if the bad that an act creates is less than the bad it prevents—then the act is proportionate. An implicit condition of proportionality is that surveillance has to be effective. If surveillance has costs and no benefits because it is not effective (it doesn’t do what it’s supposed to do), then it can hardly be justified (Véliz 2017).

Proportionality is concerned with comparing the consequences of doing an act with the consequences of not doing it. Necessity is concerned with comparing what will happen if an act is done with what will happen if alternative acts are done that are also means of achieving the same end. Proportionality is concerned with the question: are the bad effects of this act such that the good effects cannot be justified? Necessity, in contrast, asks: what is, morally, the best means for achieving certain ends?

The main idea is that any action that has moral costs (wrongs or harms) must have a convincing justification for it to be morally acceptable. For harms or wrongs to be justified, they must be done in an attempt to accomplish something good. If an action only creates a harm, and has no benefit, then it is not morally acceptable, as harms are something that ought to be avoided, other things being equal. Harm for the sake of harm is morally wrong. If a harm is done in the pursuit of a good that outweighs the harm done, that makes it proportional, and thus morally justifiable as long as that harm was necessary. If the good in question could be obtained without creating harms, or in a way that would have created less harms, then it would not be justifiable, because unnecessary harms ought to be avoided.

The idea of proportionality in surveillance is not foreign to law and public policy. The Investigatory Powers Bill in the United Kingdom includes proportionality among the considerations to be taken into account under general duties in relation to privacy. In 2014, 500 organizations and experts worldwide signed the International Principles on the Application of Human Rights to Communications Surveillance, which includes the principle of proportionality (Schneier 2015, 168).

Necessity and proportionality are concepts amenable to a quantitative approach. In addition to necessity and proportionality, for surveillance to be morally acceptable, we have to pay attention to internal connections between surveillance and what it purports to achieve. We should also factor in the surveillance delusion and look for possible consequences that may be unavailable to non-experts, not easily quantifiable, and long term. The collective nature of harms brought about by systemic surveillance speaks especially against mass surveillance, whether it be corporate or governmental.

Whenever surveillance is implemented (even when it is justified), successive waves of duties arise from it, because duties to protect the right to privacy are being unfulfilled. Those new duties include informing the targets of surveillance (unless a criminal investigation necessitates temporary secrecy), keeping the data safe, deleting sensitive data as soon as possible, and minimizing the possible harms of surveillance.

A comprehensive analysis of the risks, harms, and wrongs of surveillance suggests that surveillance should be used sparingly. In the words of Nguyen, transparency “is best as occasional intervention and not a constant regime. Sometimes we need to throw the books open and poke around (…) But we should not conduct our daily business under a state of constant investigation” (Nguyen 2021, 360). Given the fraught connections between surveillance and democracy in particular, if we want to protect ways of life that encourage freedom and autonomy, it is best to have privacy as a default and surveillance as the exception.

The opposite, having surveillance by default, amounts to having a police state. We might be able to curb most crime with a police state, but we will be curbing much more than crime. As Cressida Gaukroger puts it, the “value of being able to ‘get away with’ some” minor transgressions “outweighs the disvalue of these actions being prevented in all instances” (Gaukroger 2020, 22).

Justice Louis Brandeis is often quoted noting that “Sunlight is said to be the best of disinfectants” (1913, 10). Most people forget that Brandeis was also one of the first two authors to advocate for a right to privacy in 1890 (Warren and Brandeis 1890). Sunlight can indeed disinfect, but in excess it can also kill life forms that we wish to preserve. Too much sunlight creates deserts.
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1 Other proponents of the Interest Theory of rights include Matthew Kramer (e.g., Kramer 2010) and Neil MacCormick (e.g., MacCormick 1977).

2 Raz thinks that, in addition to natural persons, “artificial persons” such as corporations can have rights. I wish to remain agnostic about this point.

3 Daniel Dennett and Deb Roy (2015) agree that our future will be a transparent one, and that organizations will either adapt or perish. They caution, however, that transparency is a “mixed blessing.”

4 Stuart Armstrong (2013a) also thinks that privacy laws cannot be trusted, that protecting one’s privacy in the usual ways is futile, and that focusing on extending transparency to be able to know how your information is being used is “a much more achievable goal.”

5 Here’s another example: In October 2015, an article from the Guardian claimed that what was stalling negotiations between the European Union and the United Kingdom were fears of leaks: “Downing Street has been determined to avoid putting its specific demands on paper for fear of leaks that” would leave “Cameron vulnerable to becoming a hostage to those in the Conservative anti-EU ranks who will mock his shopping list as deficient” (Traynor 2015).
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The Right to (Robust) Privacy


People seek privacy to escape the burdens and risks of social interaction. We take refuge in our bedrooms, our offices, and away from the gaze of others to be safe and unperturbed—to cry, to recover, to explore, to relax. Sometimes we give up privacy voluntarily in exchange for other goods we value, as when we share our secrets with our friends in return for closeness and understanding. Sometimes privacy is taken away from us without our consent, as when we are spied on. To know what to do about privacy, we need to have an idea as to what the right to privacy encompasses.

In this chapter, I argue that the right to privacy is a right to a robustly demanding good (i.e., it has counterfactual or modal demands). When we enjoy the right to privacy, we enjoy an assurance that our privacy will be respected, not only here and now, but also in relevant possible worlds (e.g., independently of our income, or our political or religious views). In contrast, privacy is a good enjoyed thinly (i.e., in the here and now). That is, privacy and the right to privacy can come apart. One can have privacy and yet have one’s right to privacy violated. Conversely, one can have one’s right to privacy respected while losing privacy.

The definition of privacy I offered in Chapter 5 is meant to be a descriptive account. It is concerned with actual circumstances and objects of privacy (e.g., personal information) and it is supposed to help us answer questions about whether an individual has lost privacy. My account of the right to privacy is a normative one. It is concerned, not only with actual circumstances, but also with counterfactual ones, and not with the objects of privacy, but rather with the ways of getting at objects of privacy (e.g., spying as a way to get personal information about someone). It is supposed to help us answer questions about whether an individual has been wronged with regard to her privacy.

In Section 1, I argue for the right to privacy as a robustly demanding good. Section 2 makes the point that rights that protect robust goods like privacy, democracy, and security share the same structure. Section 3 addresses the objection that my account is not parsimonious. Section 4 details what are the possible worlds that the right to privacy covers and what is meant by assurances that our privacy be respected. Section 5 clarifies the role of social norms in supporting privacy and the right to privacy. Section 6 explains why sensitive inferences violate the right to privacy, even when they turn out to be false. Section 7 argues for a collective aspect to the right to privacy. Section 8 concludes the chapter with a summary.


1. The right to privacy


Mercer and Mae are friends. After an evening of hanging out together at his place, Mercer notices that Mae forgot her diary on his couch. Without even opening it, he puts it in his bag, and gives it back to her the following day. It seems quite clear that Mae has lost no privacy in this case. Mercer could have read her diary, thereby making her lose her privacy—but he did not. He cannot be accused of violating Mae’s right to privacy—he did nothing wrong.1

The first lesson to draw from this example is that it is mistaken to define privacy or the right to privacy on the basis of having control over one’s information, as we saw in Chapter 4. Control is not necessary for privacy: one can have privacy without having control over one’s information, like Mae did while Mercer had her diary. In that case, Mae also had her right to privacy respected.

Now compare Mae’s diary case with that of the NSA. Suppose the NSA has collected all of Mae’s emails, footage from her webcam, and all of her online conversations. Suppose further that nobody has ever read those emails, looked at the footage, or heard the conversations. The intelligence community denies that bulk collection of data amounts to mass surveillance, because most of the data collected is never analysed or accessed by any human being (MacAskill 2015). In opposition, organizations such as Privacy International claim that bulk collection of data does amount to mass surveillance (Falchetta 2016). Who is right? If the intelligence community is right, then it seems that there can be no privacy violations in most of what they do. Are we not committed to think that, if in the case of the forgotten diary no privacy is lost, then no privacy has been lost in the case of bulk collection of data by intelligence agencies?

It might be objected that the diary case and the NSA case are not analogous, because in the diary case Mercer did not intentionally come to possess Mae’s diary, whereas the NSA intentionally gathers our data in case they might want to look at it in the future. It is as if the NSA had stolen Mae’s diary. But surely the difference in the intention of the person or entity that possesses our information creates a difference in the moral status of their action (the kind of action it is, the wrongness of it) and not a difference in the privacy Mae loses. Mae does not lose privacy in either case, because no one has read her diary or her emails; no one has learnt anything intimate or sensitive about her, no one has accessed her personal space. In the NSA case, however, it is plausible to think that Mae is wronged in a way in which she is not wronged in the diary case.

The wrong that Mae suffers signals that, when people demand that their right to privacy be respected, they are not only demanding that they not lose their privacy—there is also an implicit demand for robust privacy. In everyday speech, when we talk of privacy, sometimes we refer to thin privacy (as when we say that Mae does not lose privacy if Mercer does not read her diary) and sometimes we refer to robust privacy (as when people claim their privacy has been violated by the NSA even if no one has read their emails).

I contend that the good of privacy is a minimally demanding or actual one—it is one we either have in the here and now, or we do not. The right to privacy, in contrast, is a right to a rich or robustly demanding good. Robustly demanding goods are ones that require counterfactual assurances. As I already mentioned in Chapter 5, the structure of rich goods replicates that of the republican ideal of freedom. The right to privacy requires, not only that you not invade my privacy here and now, but that you would not invade my privacy in a range of relevant possible situations (e.g., if I change my political affiliation, or my religion). To have a right to privacy is therefore to have a right to robust privacy.

Thus, for Mercer to respect Mae’s right to privacy, he not only must refrain from reading her diary if she forgets it in his home. He must also be disposed not to read it without her consent even if he did not like Mae, or even if he was very curious to see if Mae had written about him, or even if he could stand to profit from information in her diary, and so on. If Mercer is not unwilling to read the diary, if he does not have a disposition and commitment to refrain from reading Mae’s diary but he doesn’t get a chance to read it (e.g., because he is too busy, or because Mae doesn’t forget it in his house), he is not violating Mae’s right to privacy, as he never gets a chance to do so, but he is failing to respect it.

If Mercer secures a position from which he can read Mae’s diary, with the intention of reading it now, in the future, or in some counterfactual situation (e.g., he steals the keys to the drawer in which she keeps her diary with the intention of reading it at the first opportunity he gets), if he attempts to read the diary (e.g., he tries to read it but cannot understand Mae’s handwriting), or if he succeeds in reading her diary, he violates her right to privacy. The third option is morally worse than the second, and the second is morally worse than the first. The third option is the worst because it includes a rights violation and a loss of privacy (the worse the loss of privacy, the morally worse the violation is). The second option is worse than the first because it puts the victim’s privacy at greater risk.

More generally, I fails to respect S’s right to privacy despite respecting S’s privacy here and now if I does not do so robustly: if I has not invaded S’s privacy out of luck or laziness or if I would be ready to invade S’s privacy in relevant possible worlds. Furthermore, absent outweighing conflicting considerations, I violates S’s right to privacy if he



a) secures a position from which he can invade S’s privacy with the intention of invading S’s privacy now, in the future, or in some counterfactual circumstance, or

b) attempts to invade S’s privacy, or

c) invades S’s privacy.



This account includes cases in which a person gains access to someone’s privacy with her consent, but then betrays her trust and exposes her privacy to others, enabling others to access her privacy without her consent. Suppose Mae shares her diary with Mercer but asks him to keep it to himself. Mercer decides to betray her and publishes her diary. Given that Mae is being made to lose privacy without her consent, this example would count as an unjustified invasion of privacy (c), and therefore a rights violation.

When conflicting considerations outweigh the interests of the right-holder, it is not justified to hold people subject to duties to protect the privacy of the right-holder (Raz 1984, 210); the right to privacy would then be infringed, but not violated, as an “infringement” signals a justified invasion of privacy. Suppose that Mae is not around to ask for her consent, but the police are confident that in her diary is information to save a thousand lives. There is no other way to save these lives. In this case, if the police use her diary, Mae’s right to privacy is infringed, but it is not violated, given that the police are justified in invading her privacy.

The following table maps the moral distinctions relevant to the right to privacy. The colour signals the degree of moral wrongness, white being morally acceptable, and increasing levels of grey corresponding with increasing levels of moral wrongness.
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Now that the right to privacy has been somewhat clarified, we can go back to the NSA case. To put it tentatively, the NSA violates our right to privacy by collecting our personal information because they put themselves in a position from which they can invade our privacy (i.e., make us lose privacy without our consent) at any moment, in many possible worlds, even if, in the actual world, they never do, and we never lose privacy. Accordingly, this account of the right to privacy supports the view that bulk collection of data does amount to mass surveillance. If an analyst from the NSA does read our emails, then our right to privacy is also violated, to an even graver degree, because we also lose privacy. Our right to privacy asks of the NSA that it refrain from collecting and accessing our personal data in relevant possible worlds.

It might be objected that the NSA does not violate our right to privacy, but merely infringes it, because there are outweighing conflicting considerations. Even if that were the case and people’s right to privacy was being infringed, it still counts as mass surveillance.2,3

The lack of connection between the right to privacy and privacy—the fact that one’s right to privacy may be violated even if one does not lose privacy—justifies my claim that the right to privacy is not concerned with the object of privacy (private information or sensorial access), but rather with counterfactual circumstances and with ways of getting at objects of privacy (i.e., bypassing consent).

Andrei Marmor (2015) has also argued that the right to privacy is about ways in which information is obtained. He believes, however, that A violates B’s right to privacy only when A manipulates B’s environment in a way that either diminishes B’s ability to control information about herself or reduces the options B can choose from. Marmor’s view cannot account for cases such as that of Mae forgetting her diary at Mercer’s house, because Mercer did not manipulate Mae’s environment. It seems clear, however, that if Mercer reads Mae’s diary simply because he happens to have the chance, he violates her right to privacy. Similarly, Marmor’s view cannot account for the moral difference between the NSA collecting data and an analyst accessing the data. These limitations are the result of failing to appreciate how the right to privacy is actually a right to robust privacy.


2. Rights that protect robustly demanding goods


A general theory of rights is beyond the scope of this chapter, but it is worth pointing out that rights that protect robust goods seem to share the same structure. Democracy and security are robustly demanding goods (Southwood 2015, Lazar 2015), and the rights to democracy and security share some characteristics with the right to privacy.

Take the right to democracy. An imperialist occupying polity fails to respect the occupied polity’s right to democracy if it doesn’t do so robustly. It is not enough that it allows the occupied polity to carry on as before being occupied. For it to respect the right to democracy of the occupied polity, it is also necessary that it not be willing to intervene across relevant possible worlds—across certain changes in the content of the will of the occupiers and the occupied (Southwood 2015). The occupying force violates the right to democracy of the occupied if it secures a position from which it can intervene with the intention of intervening (e.g., it places snipers at the top of buildings who are ready to fire if the occupied act in an undesired way), attempts to intervene (e.g., the snipers shoot but miss), and if it successfully intervenes with the will of the occupied people (e.g., the snipers kill or hurt the occupied). Here too, the third option is morally worse than the second, and the second is morally worse than the first.

With regard to rights that protect robustly demanding goods, it makes sense to distinguish between failing to respect a right and violating that right. Take security as an example. In order for individual I to fully respect subject S’s right to security, she must be unwilling to harm S here and now and in relevant possible circumstances. If I is not harming S out of indifference or laziness but would harm him if she had the chance or if S did something that displeased her, she fails to respect S’s right to security, even if she has not yet violated S’s right to security. Failing to respect a right is not as morally grave as violating it.

I violates S’s right to security only if she



a) secures a position from which to harm him and with the intention of harming him now, in the future, or in some counterfactual situation (e.g., she plants a bomb in S’s house that can be detonated should S do something that displeases I), or

b) attempts to harm him (e.g., tries to detonate the bomb but fails due to some technical problem), or

c) succeeds in harming him (e.g., successfully detonates the bomb and hurts S).



Harming a victim is morally worse than attempting to harm him, as it involves a rights violation and a damage (the loss of the good of physical integrity). Attempting to harm a victim is usually morally worse than securing a position to harm him. Attempting to harm someone is typically just the next step from securing a position that will allow one to carry out that attempt. More importantly, an attempt usually subjects the victim to a higher risk of being harmed, and the perpetrator typically believes this to be true (otherwise, she would not carry out the attempt).

What we informally call the “right to privacy,” then, is more precisely a right to robust privacy. Those who are not sure about the label may call “robust privacy” what I am calling the right to privacy. One reason to call it a right, however, is that it grounds imposing requirements on others’ behaviour. The interests behind having robust privacy ground duties: they ask people to show restraint and refrain from invading others’ privacy, absent outweighing conflicting considerations. Requiring certain actions from others is characteristic of rights. In the words of Joseph Raz: “Rights ground requirements for action in the interest of other beings”; “the special features of rights are their source in individual interest and their peremptory force” (1988, 180, 192).

A stickler might want to be more precise and talk about a right against securing a position from which someone can invade one’s robust privacy, and a right against attempts to invade one’s robust privacy, as well as a right against invasions of one’s robust privacy. For the sake of brevity, however, I will continue to call this conglomerate of rights the “right to privacy.” It’s more intuitive than the “right to robust privacy.”


3. Parsimony


I have argued that what we call the “right to privacy” in casual conversation is in fact a right to robust privacy. I further made a distinction between respecting the right to privacy, failing to respect it, infringing it, and violating it. In turn, I distinguished three different ways of violating the right to privacy: by securing a position in which to access someone’s privacy without consent (with the intention of doing just that), by attempting to access someone’s privacy without their consent, and by successfully gaining access to that person’s privacy without their consent.

An important objection to this map of the right to privacy is that it is not a very parsimonious one. Occam would not be impressed. I am proposing that the right to privacy does not really protect privacy simpliciter, but robust privacy, and that the right to privacy encompasses a right against attempts to invade our privacy, and even a right against people making preparations to invade our privacy.

Simple theories are certainly more aesthetic, as well as easier to understand and remember. Other things being equal, simpler theories are to be preferred over complex ones. The crucial question is whether other things are equal. An account of the right to privacy that only takes into account privacy losses is missing out on the moral wrongness of people collecting data, and people attempting but failing to access our data. Both of these moral wrongs are prominent in the digital age and an adequate theory of the right to privacy should account for them.

It could be argued that, in order to avoid multiplying rights, we ought to look at violations related to the collection of data and attempts at accessing data as violations of some other rights that are already widely acknowledged—for example, property rights.

As we saw in Chapter 4, Judith Jarvis Thomson takes a reductionist approach to the right to privacy, arguing it can be fully explained in terms of property rights and rights of the person (self-ownership). But ownership is not necessary for the right to privacy. You have a right to privacy against strangers looking at your passport without a good moral reason, even if your passport is in fact not owned by you, but by the government that issued it.

Ownership isn’t sufficient either for someone to have a right to privacy. It is not obviously true that owning a bicycle automatically gives one the right that others not look at it. As we saw in Chapter 4, if we had a right that others not look at anything we own, then the counterintuitive implication would be that we are constantly waiving dozens of rights every time we step out of our homes. By trying to minimize the number of rights we appeal to, we seem to have ended up with even more rights. The proliferation of questionable rights seems more unpalatable than a complex account of the right to privacy.

Moreover, the most unsatisfying aspect of Thomson’s theory is that it doesn’t account for the difference between a diary and a dictionary, between a picture of someone naked and a magazine ad. Everything owned is equally private according to Thomson, because privacy is nothing above and beyond ownership rights. The problem with explaining privacy wrongs in terms of other rights is that such an explanation fails to account for how those wrongs are related to privacy.

One way to explain the wrongness of data collection without talking about robust privacy is to argue that data collection puts our privacy at risk. Kevin Macnish argues that what is problematic about intelligence agencies collecting our data has nothing to do with our right to privacy. Rather, what is wrong with it is that it puts our privacy at risk and it makes us feel as if we had lost our privacy (more on the latter in the following chapter) (Macnish 2016).

Data collection certainly risks our privacy, and I agree that that is partly what is wrong with it. But it is not the whole story. Suppose the NSA comes to an agreement with you: they will collect all your data, but if you never criticize the government, they will never access it. Suppose further that you can trust this promise, and that the NSA can guarantee without a doubt the safety of your data, such that, if you never criticize the government, your data is as safe as if it had never been collected. There is still some wrong being committed here. One might be tempted to think that it is an abuse of power, but many rights violations by government agencies (murder, unjustified incarceration, etc.) are abuses of power. What is characteristic of this particular abuse of power is that it is an attempt against our privacy, it is a sequestering of our personal data, and the best way to capture that is by explaining it in terms of our right to privacy.

In the next section I go on to detail what the relevant possible worlds of the right to privacy cover and what is meant by “assurance.”


4. Relevant possible worlds


Enjoying a right to privacy means that others respect our privacy in the actual world and in relevant possible situations. There must be some limit, however, to the range of possible worlds that are suitable for this requirement to be met. For a possible world to count as relevant, circumstances must be such that moral reasons to respect the right to privacy continue to outweigh the balance of competing considerations. This constraint excludes cases in which there are reasons to invade another’s privacy, but these reasons are either not moral in nature (i.e., curiosity) or they are moral reasons that do not outweigh the right to privacy.

The right to privacy grounds a duty on the part of others to refrain from invading our privacy. If there are outweighing conflicting considerations, however, the right to privacy cannot justify those duties. One respects S’s right to privacy provided one has the disposition and commitment that one will not invade S’s privacy as long as there are no moral reasons that outweigh that right. When moral reasons heavily outweigh someone’s claim to privacy, privacy can be justifiably invaded—with appropriate compensation to the victim if she is innocent (if she hasn’t made herself liable to that infringement through wrongdoing). A case in which the police have good reason to believe someone is guilty of a serious crime and they proceed to investigate him is a good example.

I now go on to explain what I mean by “assurances” when I write that the right to privacy amounts to having an assurance that others will not invade our privacy.


Assurances


My account of the right to privacy has a built-in rule-of-law requirement. In order to enjoy assurances that others do not invade our privacy, now or in the future, laws must be in place to prevent that from happening and, if it happens, to punish offenders. In Christian List’s words:

[T]o achieve the rule of law, we must organize the world (through institutional design or policy interventions) in such a way that whenever a normative law is given in the form of a modal desideratum OP [It is obligatory that P], then a corresponding positive law holds in the form of a modal fact ☐P [It is necessary that P]. Such a modal fact will typically not be as robust as a law of physics: P will be true neither in all physically possible worlds nor even in all socially possible worlds in a broad sense. But, ideally, P will be true in a large range of socially possible worlds relative to the appropriate social background conditions—those shaped by our institutional design or policy interventions.

(List 2006, 209)

List writes about republican freedom, but the same point applies to the right to privacy. Institutional arrangements and laws can make good on the moral entitlement that others respect our privacy across relevant possible worlds.

Let us return to the example of the NSA. It can be said that the intelligence agency violates our right to privacy partly because there are not enough legal or institutional measures to make sure that people’s privacy will not be invaded in unjustified ways.4 Consider the following excerpt from an interview given by Edward Snowden:

Many of the [intelligence analysts at the NSA] searching through the haystacks were young, enlisted guys and (…) 18 to 22 years old. They’ve suddenly been thrust into a position of extraordinary responsibility where they now have access to all your private records. In the course of their daily work they stumble across something that is completely unrelated to their work, for example an intimate nude photo of someone in a sexually compromising situation but they’re extremely attractive. So what do they do? They turn around in their chair and they show a co-worker. And their co-worker says: “Oh, hey, that’s great. Send that to Bill down the way.” And then Bill sends it to George, George sends it to Tom and sooner or later this person’s whole life has been seen by all of these other people. (…) It’s never reported, nobody ever knows about it, because the auditing of these systems is incredibly weak. (Snowden 2014)

If Snowden’s testimony is true, either there are not enough policy mechanisms—institutional arrangements, systems of oversight, and laws—or existing mechanisms are not working to punish and prevent abuse of this kind from NSA analysts.5

One might think that the kind of cases Snowden brings up do not count as abuse because the people being surveilled were likely criminals. Criminals who have committed a grave offence can justifiably have their right to privacy infringed because there are the outweighing conflicting considerations of ascertaining their culpability and ensuring public safety. One can argue, however, that criminals’ privacy should be invaded only as a means to either of those goals, but not for entertainment, ridicule, or punishment. Any invasion of privacy beyond those outweighing conflicting considerations would be a rights violation. It is beyond the scope of this work to determine what is necessary, in terms of privacy invasions, to ascertain culpability and prevent serious crimes, but it seems safe to say that in the vast majority of cases, it will not include spying on people’s sexual lives (sex crimes apart) and sharing pictures with colleagues of attractive naked people just for fun.

Furthermore, the NSA does not spy only on people who are criminals or suspected criminals. The NSA aspires to “collect it all” (i.e., collect all possible data from everyone in the world) (Greenwald 2013). The former head of the NSA, General Michael Hayden, admitted that “This is not about guilt…NSA doesn’t just listen to bad people. NSA listens to interesting people” (cited by Friedersdorf 2015). The NSA violates people’s right to privacy because it is ready to invade people’s privacy whenever it can, even when the data subjects are not criminal suspects, with no discrimination as to how it collects data, or what kind of information is being accessed, and with few legal limits.

Because of the built-in rule-of-law requirement, the moral and the legal right to privacy are intimately intertwined. That means that when the legal right to privacy is violated, the moral right to privacy is violated as well. The converse, however, is likely false. The realm of the legal is narrower than the realm of the moral, as not all violations of the right to privacy seem to merit legal action (e.g., consider a friend taking a peek at another’s friend’s passport to ascertain his birthday). This topic, however, is too broad to take on here.

Laws and institutional mechanisms of oversight are not the only type of assurances we can enjoy. Sometimes we can have technological guarantees like encryption. When it comes to personal relationships, other people’s disposition and sincere commitment to respect our privacy are also guarantees. (None of the guarantees explored here are infallible, but at their best, they provide assurances that our privacy will be respected.)

When a spouse enjoys her partner’s respect of her right to privacy, it is not only because (or even primarily because) her partner is subject to laws that incentivize him to respect his spouse’s right to privacy, but also because he is committed and has the appropriate disposition to respect her privacy now, in the future, and in a variety of possible worlds (including worlds in which he would not be caught by the police, or in which there were no laws against invading other people’s privacy).

Commitment to respecting privacy is important because it is unsatisfying to have someone not invade your privacy merely because he is not interested enough, or because he is subject to laws. The moment something in your private life should become interesting to him, or the moment he could get away with it, he would invade your privacy.

The robust disposition to respect our privacy in relevant possible worlds is likewise important because commitment is not enough. Some people are notoriously bad at making good on their commitments. People’s capacity to stick to their commitments is important to be assured that we will respect each other’s right to privacy.

Commitments and dispositions to privacy are not only characteristics of individuals. They can also be characteristics of the culture in a society, and can be more or less entrenched in social norms. Since social norms have come up in the definition of privacy and the right to privacy, it is worth looking at what role they play.


5. The role of social norms


Social norms are important for privacy and the right to privacy. They are important in partly determining what is to be kept private in a culture, and in disciplining social interactions in a way that protects privacy.

Social norms are general tendencies people have to behave according to conventions that are widely shared in a society. When a convention is a social norm, there is a general expectation that people in that society will approve of acts that respect the convention and disapprove of acts that do not accord with it (Pettit 2015, 37). If a member of a society were to publicly defend a social norm, other people might be in disagreement, but no one would doubt such a norm, as members of a society recognize and are familiar with the social norms that rule their lives (Pettit 2015, 39). When someone breaks the social norm, people around her are likely to signal disapproval.

Privacy norms are among the clearest instances of social norms. If you break them, people around you will let you know with anything from an awkward silence, to an angry demand for an explanation, or an insult. Anyone having doubts about the strength of privacy social norms can try standing behind a colleague’s computer at the office while she reads her emails and reading her messages out loud. Better yet, take a peek over the toilet stall wall in a public toilet and greet the busy occupant. You will not be disappointed—privacy norms are alive and well.

The desire for good reputation and social acceptance serves an important role in motivating people to acquiesce to privacy norms. Given that there is almost always a risk of getting caught, the wish to avoid social rejection tends to outweigh any temptation people might have to invade others’ privacy. Complying with privacy norms is further incentivized by the interest that every person has in having her own right to privacy respected.

Social norms are vital to ensure that privacy is protected because they inspire, complement, and support laws. A high reliance on social norms has the benefit of making people aware of the responsibility they have in cultivating the kinds of behaviour that can support a culture that fosters wellbeing. Privacy social norms inform policymakers. They also encourage compliance with privacy laws, create limits when internally-motivated dispositions and commitments fail, and many times are successful in preventing possible offenders from committing grave violations against the right to privacy that would need to be dealt with by the law.

A crucial objection to my account is that, by relying so much on social norms, I have lost the capacity to offer a purely descriptive definition of privacy—I have instead imported and rubberstamped social norms of privacy, and have also surrendered my ability to have a normative judgement on what should and should not be private. I disagree.

First, my definition of privacy is not normative, because it only describes social norms, it does not endorse them. As a result, it can be filled in with different substantial conceptions of what people value as private. It could be counter-argued that by giving importance to personal information and personal sensorial access, I am already endorsing the social norms of my own society, even if I do not specify what is to be considered personal information and personal sensorial access. However, as we saw in Chapter 2, history and anthropology suggest that concerns about information that is considered personal and about personal sensorial access are universal across time and cultures.

That said, the specification that personal information is the kind of information about oneself that people have reason not to want to share widely does introduce a measure of objectivity in my definition. Not anything goes. Privacy matters because it protects us from possible abuses of power, and we have good reason to want to avoid those.

Second, while it is true that my definitions of privacy and the right to privacy do not give me enough grounds to take a stand on what should be the substantive contents of privacy (beyond saying that privacy is about information and sensorial access about which people have reason to be sensitive), my view on the value of privacy does. Privacy is valuable to us as a tool that contributes to the attainment of certain objectives: safety, relaxation, independent thought, autonomy, political freedom, etc. In a nutshell, privacy is valuable because it can contribute to individuals’ wellbeing. After all, rights are based on interests, and we have an interest in enjoying wellbeing. Let us suppose that in society C, people think that information f (people’s sexual fantasies) should not be private, and should be published for everyone to see. Suppose, however, that having information f out in the open is counterproductive to people’s wellbeing. It creates unnecessary jealousy, embarrassment, and conflicts. Hence, one can argue that f ought to be considered personal information, and therefore ought to be protected by the right to privacy. On account of the creatures we are, we have reason to be sensitive about sexual fantasies.

The example used may be generalizable to many, most, or all societies. Other examples only hold for certain societies. Let us suppose that f stands for physical location, and let us further suppose, only for the sake of exegesis, that the only reason we have for caring about whether our location is disclosed is physical safety. In dangerous society D, f should be private because publishing that information can risk people’s lives. In safe society S, f does not have to be private (or should not be private, if we find reasons that weigh in favour of making it public). However, we ought to be mindful that a safe society may one day turn unsafe (e.g., if a foreign power invades it), and recording people’s location increases their risks.

Consider a thornier example that involves more normative issues. Suppose that f stands for being gay. One might argue, then, that in society J, in which homosexuality is fully accepted, f does not need to be private. In homophobic society H, on the contrary, f should be private, because if that information becomes public, LGBTQ will face discrimination and might even have reason to fear for their lives (the implication being that they should not be outed by others). But in order to transform a homophobic society into one that is not, it is reasonable to believe that it is necessary for LGBTQ to “come out of the closet,” even if that means making themselves temporarily vulnerable to discrimination and abuse. It is a sacrifice thought to be necessary for constructing a better society in the future.

The example of homosexuality suggests that, regarding issues that may not be generalizable to many societies, determining what should and should not be private in a certain society on the basis of people’s interests can inform us of how we should treat others (what to keep private about others), but sometimes it does not tell us enough to be able to decide what we should keep private about ourselves. When it comes to what we should keep private about ourselves, other considerations that may vary on a case-to-case basis come into play.

Because H is a homophobic society, our moral exploration suggests that it would be very wrong to publish f about someone, as we might be endangering their life. Whether or not one should make f public about oneself (supposing one is gay), however, will depend on a variety of issues, among which the following four are paramount: how risky it is for oneself in particular (the kinds of risks involved and the likelihood of incurring harms), whether one’s sacrifice will contribute to transforming society for the better, whether one is willing to make that sacrifice, and whether there might be other reasons for keeping that information private. In cases of high risk, making something public for the purposes of bettering society should be considered a supererogatory act.

In the absence of an extremely weighty justification, the disadvantages and risks of losing privacy in hostile societies are too burdensome for some people to decide for others whether something kept private should be made public. That is a decision individuals must make for themselves. All too often, however, corporations are using computing power to try to infer sensitive information about people that they have not volunteered.


6. Invasive inferences


Having the tools to explain what is wrong with trying to infer personal information about someone from non-personal information, even when the inference reached turns out to be untrue, is another strength of my account of the right to privacy.6 This analysis is particularly relevant at a time in which big data inferences are one of the main ways our privacy is being threatened. I will return to the topic of inferences, and how they create a duty on individuals to protect their own privacy to avoid third parties making inferences about others, in the next chapter.

Privacy can be invaded in indirect ways through inferences, as we saw in Chapter 6 on epistemology. Suppose you try to infer personal information about someone. Imagine you have an officemate who seems to have gained weight lately. You also notice that she is unusually cheerful. Your curiosity gets the better of you and you start spying on her, following her around the office, trying to figure out the cause behind the changes you perceive in her. You note that every morning she spends an inordinate amount of time in the bathroom, and that she has been shopping for clothes online while at work. As a result of these oddities, you come to believe that your officemate is happily pregnant and suffering from morning sickness.

Has your officemate lost any privacy? If you’re right in your inference and she is pregnant, then it seems that she has lost privacy with respect to you. Let us assume it is true that most people in our society would not want most others to know or believe they are pregnant if they themselves have not revealed that information. There does not seem to be any morally relevant difference between you inferring that information from surreptitiously noting her trips to the bathroom and paying attention to her weight and moods, and learning directly about it, for example, by surreptitiously reading a letter from her doctor confirming her pregnancy.

In addition to losing privacy, she might also be harmed in other ways if your behaviour towards her changes as a result of your feeling certain that she is pregnant. You might want to be especially nice to her, taking work off her shoulders whenever you can cover for her. That might make her feel uncomfortable. Or you might want to abuse the information you think you know about her and try to trip her up—perhaps by proposing she collaborate on a project in eight months’ time, expecting her to have to decline the proposition and thus look bad in the eyes of her boss. Whatever the case may be, what is important is that privacy losses usually invite a difference in the way others treat us.

Now suppose you are wrong: your officemate is not pregnant. Instead, she has a new boyfriend who is a chef (hence the cheerfulness and the gain in weight) whom she calls every morning from the bathroom in order to have privacy. Has your officemate lost privacy? She has lost some privacy as a result of you paying attention to her and noticing that, for example, she has gained weight. But she hasn’t lost any privacy regarding her sex life, as the information you thought you knew about her (i.e., that she was pregnant) did not in fact apply to her. She has, nonetheless, been wronged in two ways. First, by spying on her, you have violated her right to privacy. Even if you failed to access personal information about her (i.e., the cause of the changes you noticed), you certainly attempted to do so. Second, you may harm her in various ways by treating her as if she were pregnant (e.g., you could discriminate against her). If you further publicized her supposed pregnancy to other people in a way that harms her, you could be accused of defamation.

I will end this chapter by pointing out that the interests that ground the right to privacy are both individual and collective.


7. The collective aspect of the right to privacy


As we saw in Chapter 7, privacy is not only valuable because it protects individuals from harms such as discrimination and public humiliation. It is also valuable collectively, in the sense that we have an interest that we live in a society that protects other people’s privacy (and not only mine), because privacy protects goods like equality, freedom, democracy, and national security, among others.

The right to privacy serves the double function of protecting individual and collective interests. In this sense, it has similarities with the rights of journalists to protect their sources. As Raz puts it, the interest “of journalists in being able to collect information (…) is deemed to be worth protecting because it serves the public. That is, the journalist’s interest is valued because of its usefulness to members of the public at large” (Raz 1988, 179).

Our interest in having our right to privacy respected is therefore distinct from that of living in a society in which others’ right to privacy is respected. Raz expresses this sentiment in reference to freedom of expression: “If I were to choose between living in a society which enjoys freedom of expression, but not having the right myself, or enjoying the right in a society which does not have it, I would have no hesitation in judging that my own personal interest is better served by the first option” (Raz 1995, 54). In the same way, it might be better to live in a society which enjoys privacy (and its concomitant goods like freedom and democracy) than to enjoy privacy oneself.

The collective aspect of privacy is partly what makes it a fundamental right. In Raz’s words, “fundamental moral rights cannot be conceived as essentially in competition with collective goods. On examination either they are found to be an element in the protection of certain collective goods, or their value is found to depend on the existence of certain collective goods” (Raz 1988, 254).

As we will see in the following chapter, this collective aspect of privacy implies that we have duties not only to respect other people’s privacy, but also to protect our own privacy.


8. Conclusion


This chapter has been concerned with one of the main moral concepts regarding privacy: the right to privacy. I have argued that what we colloquially call the “right to privacy” is in fact a right to robust privacy, because we want our privacy to be respected both here and now, and in relevant possible worlds. I further distinguished between respecting the right to privacy, failing to respect it, infringing it, and violating it. In turn, I distinguished three different ways of violating the right to privacy: by securing a position in which to access someone’s privacy without consent (with the intention of doing just that), by attempting to access someone’s privacy without their consent, and by successfully gaining access to that person’s privacy without their consent. The role of social norms with respect to the right to privacy was clarified, as well as how invasive inferences can violate the right to privacy—by attempting to access someone’s personal information, if they turn out to be false, and by successfully gaining access to a person’s personal information, if they are true. Finally, I argued that the function of the right to privacy is both to protect individuals and the public good.
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1 Macnish (2016) gives a similar example.

2 For an excellent philosophical theory of the ethics of espionage and counter-intelligence, which includes a sophisticated chapter on mass surveillance, see Fabre (2022).

3 Reasons to think that mass surveillance amounts to a rights violation and not an infringement of rights include the following. First, a necessary condition for surveillance to be justified is that it be effective. Whether mass surveillance is effective is a contentious issue. While David Anderson found that bulk collection of data helped foil criminal plots in the United Kingdom (Anderson 2016), none of the many oversight committees or investigations in the United States have found it effective (Clarke et al. 2013, 104, 120, Bergen et al. 2014, 1, Savage 2015a, b, 162–223, Report on the President’s Surveillance Program 2009, 637, Isikoff 2013). Second, there are serious doubts about whether mass surveillance for the purposes of ensuring security can be proportionate. The wrong of mass surveillance is significant, given the amount of sensitive data being collected on the whole of the population. With that wrong come concomitant risks and harms. Among them are chilling effects, the possibility of authorities treating all citizens like criminal suspects and going on fishing expeditions in search of illegality, and the risk of that data being hacked, leaked, or seriously misused in the future. Third, there are doubts about whether mass surveillance is necessary, and if it is unnecessary, it cannot be proportionate. There is reason to think that targeted surveillance is superior to mass surveillance, as well as less intrusive. For more on this topic, see Véliz (2023, 2020b, 2017).

4 Even if there were legal constraints in place, the NSA might still be accused of violating people’s privacy if they are ready to invade privacy in circumstances in which the moral reasons to respect the right to privacy continue to outweigh the balance of competing considerations.

5 I write about the NSA not because it is worse than other agencies, but because we have more information on it thanks to the Snowden revelations. Other intelligence agencies may have more or fewer safeguards to prevent abuse.

6 Benedict Rumbold and James Wilson (2019) have argued that the right to privacy covers private information that can be inferred from information that a person has intentionally made public, but would not have released had she realized what could be inferred about her as a result. Their account, however, does not mention or explain the wrongness of inferences that turn out to be false.
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Privacy Duties


The interests we have in privacy, along with the cases, distinctions, and arguments explored in this book suggest that there is not only a right to privacy, but also certain duties to protect one’s privacy and that of others (Mokrosinska 2018).

First, I offer some reflections on the relationship between rights and duties. In Section 2, I argue that the duty to respect other people’s right to privacy is composed of a duty of ignorance (partly composed of a duty of inattention and restraint), and a duty of silence. In Section 3, I argue for a duty of reticence when it comes to protecting one’s own privacy, and for privacy as a civic duty. In Section 4, I argue that privacy duties don’t only attach to individuals, but also to institutions.


1. Rights and duties


Like Raz (1988, 170–172), I don’t endorse strict correlativity between duties and rights—the idea that for every duty there is one corresponding right and vice versa—for the following reasons. First, a right may ground many duties, not just one (Raz 1984, 199, Waldron 1989, 503, 509–512). The right to free speech may not only ground a duty on the part of the government to refrain from suppressing speech—it may also ground a duty to protect people who give public speeches from the potential wrath of the mob, another duty to create spaces where people can be heard, etc.

Second, sometimes we may recognize the existence of a right, such as the right to education, without being certain about who is bound by duties based on that right (Raz 1984, 211). We can disagree about whether it is society, parents, or both, who are the duty-bearers. Similarly, on some occasions it might be clear that we have an obligation to do some action, perhaps because it is effortless on our part and it would make the world a much better place, even if there is no clear right-holder to whom we owe that obligation; that is, even if there is no one who can have a grievance against us for failing to perform that action. In cases in which the effort is more burdensome and the benefits less significant, a moral loss might still occur if we fail to perform the good act, but not to the point where we can be accused of wrongdoing.

Finally, rights have a “dynamic” aspect to them: changes in context and circumstances, such as technological advancements, may lead to there being new duties grounded on an old right, which means duties are as unpredictable as the future (Raz 1984, 200). For example, there is a question of whether there is a right to internet access (Cruft 2023).

Raz’s framework of rights, then, supports a view of morality that is not wholly rights-based (Raz 1988, 193–216). In contrast to philosophers like Ronald Dworkin (1997, 185–222), who thinks that political morality is rights-based, or J.L. Mackie (Mackie 1978), who thinks that all of morality is rights-based, in Raz’s view and my own, morality is not exhausted by rights. There are moral reasons for action that may not be grounded in rights. For example, one ought to give information to people who have an interest in it even when they have no right to it (Raz 1988, 196). If a tourist stops you in the middle of the street to ask for directions, it might not be a matter of rights and duties that you should convey that information, but you should still do it. Rights-based moralities cannot account for the moral value of virtues, the pursuit of excellence, or supererogation (Raz 1988, 196). If rights and their correlative duties exhausted morality, we would not be able to make sense of the moral value of going beyond the call of duty.


2. The duty to respect other people’s right to privacy


The clearest case for a privacy duty is respecting people’s correlative right to privacy. As we saw in the previous chapter, respecting someone’s right to privacy involves not only not accessing her in personal ways in the here and now, but also having the disposition and commitment not to invade her privacy in the future. Furthermore, the duty to respect other people’s right to privacy demands that we don’t disclose personal information about someone to other people without the person’s consent (irrespective of how we came to access that personal information). In what follows, I will argue that the duty to respect other people’s right to privacy is composed of a duty of ignorance (which includes a duty of inattention and restraint), and a duty of silence.


A duty of ignorance


For you to lose privacy, someone needs to have weak knowledge (true belief) or full knowledge of your personal information, or they need to sense you in a personal way or in a zone of privacy, as we have seen in Chapters 5 and 6. If gaining knowledge about someone without their consent can amount to a violation of the right to privacy, then the correlative duty is one of ignorance (Matheson 2013).

Sometimes ensuring ignorance is easy. It involves refraining from seeking knowledge, which involves a duty of inattention and restraint. To look at someone intently or follow them around without their consent is a violation of their right to privacy because it amounts to scrutinizing them, much like going on a fact-finding mission, which tends to lead to privacy losses.


Looking away


Respecting people’s privacy in public places demands that we interact in an “unfocused” way. For example, that we manage copresence on the streets by quickly glancing at others, rather than staring (Goffman 1963, 24). There is a kind of courtesy involved in giving a passer-by “enough visual notice” to acknowledge his presence “while at the next moment withdrawing one’s attention from him so as to express that he does not constitute a target of special curiosity.” Goffman calls it “civil inattention”; a kind of “dimming of lights” when persons pass each other on the streets (1963, 84) (Véliz 2018).

Our duty of inattention goes beyond rules of decorum in public places. Just like it is good to look away when someone undresses in a gym’s locker room, the person who involuntarily runs into his naked flatmate who thought he was alone should also look away. Similarly, we should refrain from watching videos that violate someone’s right to privacy.

Suppose you bump into an online video that violates someone’s right to privacy. Say it’s a nonconsensual pornographic video, and you know what it is.1 If you watch it, you are violating the victim’s right to privacy because you are gaining access to both her personal information and space without her consent. It’s also a case of what Helen Frowe and Jonathan Parry call wrongful observation (Frowe and Parry 2019).

Watching the video amounts to compounding the primary wrong of whoever filmed and uploaded the video. The more people watch the video, the more privacy the victim loses; the more she will feel mortified; the more she is likely to experience anxiety about, for instance, being recognized in the street. “Humiliation is exacerbated by publicity” (Frowe and Parry 2019, 118). Observation also constitutes degrading treatment of the victim. “To watch degrading treatment is (…) to engage in the treatment oneself” (Frowe and Parry 2019, 122). Finally, observation enables primary wrongdoing. “Some wrongs require observation for their success” (Frowe and Parry 2019, 125). It is only because people watch nonconsensual pornography that it is effective in harming victims. Watching images that violate people’s right to privacy is constitutive of the wrong itself. Every time the video is watched constitutes a wrong to the victim, and every person who unjustifiably looks, wrongs the victim.


Not asking invasive questions


In addition to looking away when appropriate, a duty of inattention requires that we don’t focus on people in other ways. For example, it requires that we don’t ask people invasive questions (for an analysis of what’s wrong with asking invasive questions, see Berstler 2023). Suppose the CEO of a company, John, asks an employee, Carla, whether she is gay. John and Carla have a professional relationship and are not friends. John’s question is invasive because, given the context of the relationship and the sensitivity of the question, it is safe to assume that Carla might not want to talk about that. Suppose Carla is indeed gay. Once the question has been asked, whatever Carla answers puts her in a compromised position. If she denies it, she is lying. If she admits it, she’s losing privacy she doesn’t want to lose. If she evades the question, that might lead to John assuming that she’s gay. If she gets nervous while answering, that could lead to John inferring that she’s gay.

Asking personal questions is like putting people in the spotlight. It is creating an opportunity to learn something personal about that person, even if she doesn’t answer the question. It is pushing someone to give more information about herself than what she’s volunteering.

That doesn’t mean that we have a duty never to ask personal questions, of course. Some relationships and contexts suggest that the exchange of personal information is voluntary. For example, when two people are a couple, there is a mutual desire to know the other person and be known by them.

Most cases are less clear-cut. Let’s revisit the case of Lucy and Haruki. They are friends and Lucy is worried about Haruki, who is looking lacklustre. Should she ask him about it if she’s not sure they’re close enough for that? She can start by asking less personal questions to test the waters. If the friendship is close enough or the concern grave enough, a duty of care might trump a duty of inattention. That can happen even with a stranger; for instance, someone crying in the middle of the street.


Refraining from collecting personal data


Similar to not asking personal questions, a duty of inattention and restraint asks that we refrain from collecting personal data (unless there are outweighing considerations). As we saw in the previous chapter, the right to privacy can be violated not only in the case of a loss of privacy, but also in cases in which someone secures a position from which they can invade someone’s privacy with the intention of invading her privacy now or in the future.

I added the term “restraint” because when we collect the personal data of every person around the world, it may not seem like we’re paying attention to them. Attention, after all, is selective, so “inattention” might not be the best term for refraining from collecting personal data. But refraining from collecting personal data is a kind of looking away. It’s also similar to stopping oneself from asking invasive questions. It involves a decision not to go looking. It involves a holding back of our curiosity out of respect for other people.


Refraining from making invasive inferences


Finally, a duty of inattention and restraint demands of us that we not make inferences with the intention of uncovering personal information about someone. Sometimes we can’t help making inferences; when two pieces of information connect in obvious ways, the inference is too close to the surface to be avoidable. But people’s right to privacy demands that, absent outweighing considerations (as in the case of justified police investigations), we not go around trying to infer personal data about others.

In this vein, Benedict Rumbold and James Wilson have argued that respecting someone’s right to privacy involves not inferring personal information about them from public information when there’s reason to think that the person would not want you knowing that personal information. People who make certain information public often do not realize the kind of inferences that could be made from it. In these cases, we violate people’s privacy when inferring personal information about them (Rumbold and Wilson 2019).

As Rumbold and Wilson argue, it is not possible for people to unintentionally waive their right to privacy (2019, 4). How do they explain cases such as the naked flatmate one, in which someone loses privacy but there is no violation of the right to privacy? They argue that some situations render “defunct” certain obligations. Some of one’s obligations regarding an individual’s right to privacy become defunct both when it is impossible to fulfil them (e.g., because you couldn’t have avoided looking) or when fulfilling them is unreasonably burdensome (2019, 19).

This view contrasts with that of Judith Jarvis Thomson, according to which one can unintentionally waive the right to privacy in cases, for instance, of neglect (e.g., having a loud row where people can hear). But Rumbold and Wilson’s account better fits our experiences. Not only is it counterintuitive to think that we are constantly waiving rights; Thomson’s view is unable to explain why there are still certain privacy duties in cases of neglect. The couple having a loud argument make the duty of ignorance of passers-by somewhat defunct (although they can still try to forget what they have learnt), but passers-by still have a duty of silence and inattention (to not spread what they have learnt, and to continue on their way paying as little attention as possible to the couple).

Against Rumbold and Wilson’s argument, Jakob Mainz has argued that if someone obtains some information legitimately, then she can make any inference she wants based on that information without violating anyone’s right to privacy (Mainz 2022). This argument is similar to Robert Nozick’s entitlement theory of distributive justice, according to which a distribution of goods cannot be unjust if it arose from a series of just steps. The main idea is that “whatever arises from an unobjectionable situation by unobjectionable steps is itself unobjectionable” (Mainz 2022, 5). If Jones owns a particular pickup truck, and you know that that type of car is likely to be owned by people who vote Republican, then it’s fine to make the inference that Jones is likely to vote Republican.

Most of Mainz’s examples are cases in which the agent in question cannot help making the inference. As we have already seen, in those cases, no right to privacy has been violated. But here too, the view that privacy rights cannot be waived unintentionally is more successful because it can explain why you have a duty of silence despite not being to blame for inferring that Jones is probably Republican. Other things being equal, you shouldn’t convey this information, say, to Jones’s employer who happens to be a Democrat, because Jones hasn’t waived his right to privacy about that information. The obvious inference makes it the case that you cannot entirely fulfil your privacy duties towards Jones (a duty of ignorance); but failing to fulfil that duty creates successive waves of duties (a duty of silence) that you can fulfill.

According to Mainz, the worse problem with the view that privacy rights cannot be waived unintentionally is that it implies that one can violate someone’s right to privacy merely by having certain thoughts in one’s mind. Although it might sound controversial at first that having thoughts can constitute a rights violation, when we flesh out the details, the case becomes much more compelling.

One of the reasons why it can sound controversial that having thoughts can constitute a rights violation is because we are not in control of many (possibly most) of our thoughts. Anyone who has tried meditating for more than ten minutes has direct experience of the haphazardness of thoughts. So the idea that by merely having thoughts you could violate someone’s right seems outrageous because ought implies can, and if we can’t control many of our thoughts, we are not to be held morally responsible for them.

However, the kind of mental act that would lead to the violation of a right to privacy is a purposeful one. What violates a right to privacy is effortfully trying to infer someone’s personal information. It usually takes a lot more than just thoughts: observing intently, asking questions, snooping around personal belongings, and collecting personal data online are the kinds of actions that are often involved in inferring personal information. Sherlock Holmes kind of instances in which someone makes sensitive inferences in their head are rare at best, and unrealistic at worst.

The case for nonconsensual sensitive inferences having the potential to violate rights becomes all the more compelling when we consider what’s at stake in privacy losses. When you learn something sensitive about someone else, they become more vulnerable to you. There is a change in the power dynamics in your favour and to their detriment. Something changes in the world once you achieve knowledge of someone’s personal information. Even if you never use that information against them, the fact that you could use that information against them changes the world.

Further support for the idea that certain kinds of thoughts can amount to rights violations comes from thinking about crimes like child pornography. Suppose it were possible to consume child pornography through thoughts, rather than through visual perception. Instead of looking at a screen, you could have thoughts “downloaded” to your mind through a neural implant. I think in this case we’d have no trouble accepting that this is as much of a rights violation as watching those images on a screen.

The implications of a view according to which people can unintentionally waive their right to privacy are much more unpalatable. According to such a view, social media companies are entitled, for example, to infer your sexual orientation from your music preferences, or to infer your personality traits from your “likes”; even when you don’t realize that can be done; even when you show surprise and outrage when you find out the kind of information that has been inferred about you (and how it’s been used).

Cambridge researchers, for example, discovered that “liking” curly fries on Facebook was one of the best predictors for high intelligence, even though liking curly fries does not seem to be causally related to being smart (Kosinski, Stillwell, and Graepel 2013, 5804).2 To suggest that you’ve waived your right to privacy about your IQ by “liking” a social media page about curly fries is unreasonable because it would never occur to an ordinary person that a seemingly innocuous piece of information, such as liking curly fries, can lead to sensitive inferences regarding one’s level of intelligence, with possibly dramatic consequences, if one is judged by that inference for the purposes of a loan or a job. I will return to this issue in Chapter 13.


Unintentional gaining of knowledge


A duty of ignorance asks of us that we don’t try to attain knowledge about people’s personal data, other things being equal. But sometimes we gain knowledge in ways that are beyond our control. Such cases include neglect on the part of the person whose privacy is being lost, cases mediated by luck, and involuntary inferences. Let’s go through these in turn.

If you wrongly assume you are alone in your flat and you walk around naked, you can hardly blame your flatmate for catching an involuntary glimpse of you. If you and your spouse have a loud row in the middle of the street, you can hardly blame passers-by for listening to a snippet of your conversation. (You could, however, blame them for recording it, or for sticking around to hear the rest of the conversation, as we will see.)

When someone loses privacy out of her own neglect, no violation of the right to privacy has occurred. The person who gets personal sensorial or informational access to someone who made a mistake, however, does have a duty to contain that loss of privacy—to not let it spill beyond the loss that has already happened. In other words, people have a duty of silence regarding personal data or access, and a duty of inattention (e.g., to look away).

Cases that are mediated by luck are similar. Imagine you are travelling somewhere remote, like the Sahara Desert, and you happen to run into a co-worker who is having a romantic encounter with someone. There is no neglect on their part—who would’ve thought that they’d run into someone in the middle of the desert?—and no fault on your part (as long as you don’t take the opportunity to further make them lose privacy by, for example, gossiping about what you saw). The case in which Morpheus, out of sheer luck, dreams that Maya is pregnant and acquires that true belief is analogous.

And then there are involuntary inferences. William Thackeray, in one of his Roundabout Papers, On Being Found Out, writes about a priest who recounted at a dinner party how the first confession he received was from a murderer. Minutes later, a Marquis joins the group and greets the priest affectionately, introducing himself as the priest’s first penitent (Thackeray 2018). In this case, the dinner party attendants have involuntarily inferred personal information about the Marquis because they have been presented with two pieces of information that, together, amount to sensitive information.

In this case, it could be argued that the priest is at fault. But our focus here are the dinner party attendants, who certainly didn’t violate the Marquis’s right to privacy. They did nothing wrong. They didn’t strive to get this information; it was just presented to them in a way that avoiding making an inference was impossible.

What these examples show is that, as Judith Jarvis Thomson puts it, “there is no such thing as violating a [person’s] right to privacy by simply knowing about him” (Thomson 1975, 307).

A duty of ignorance demands that we don’t try to learn certain personal information about others. Once you know something about someone, however, does a duty of ignorance demand that you do something about it? Matheson has argued that “we can be morally obligated to become ignorant of the information” (Matheson 2013, 197).

Kent Bach suggests that rationalization (explaining away evidence one has for p), evasion (avoiding thinking of p), and jamming (forcing oneself to think that not-p) can help a person lose a particular belief (Bach 1981, Matheson 2013). Further evidence for our agency in unknowing comes from research on forgetting that suggests that people can induce forgetting just by setting themselves that objective (Joslyn and Oakes 2005). Lauritz Munch has similarly argued that, in some cases, we should suspend judgment, as a kind of mental looking away (Munch 2022).

In the case of running into your co-worker having a romantic escapade, to fulfil your duty of ignorance, you should look away as soon as you can, and try to discount what you saw through methods like rationalization (think about how you may have misunderstood the situation), evasion (try not to think about it), induced forgetting, and suspension of judgment.

Even more importantly than trying to unknow something that you’ve learnt is that you refrain from spreading that information.


A duty of silence


Once you know some personal information about someone, or once you gain access to their personal space, to respect their right to privacy, you owe them your silence, by which I mean that you shouldn’t divulge personal information about them or personal sensorial access to them without their consent.

If Kramer shares personal information about Elaine with George, Kramer is precluding George from fulfilling his duty of ignorance towards Elaine. By causing George to gain knowledge of Elaine’s personal information without her consent, Kramer has violated Elaine’s right to privacy.

Technology tends to influence the size of the audience people can reach when spreading words, images, or audio recordings. The written word made it possible to communicate with audiences that our voice could not reach. The printing press made it possible to reach more people than the manual work of handwriting would have allowed. The camera made it possible to convey images to countless others who didn’t have to rely on our testimony anymore, thereby robbing those photographed of the possibility of having plausible deniability. And social media has made it possible to reach millions of people in a matter of hours.

Arguably, our duty of silence becomes more important as technology advances make it easier and more likely for someone to lose much more privacy than what would’ve been possible before.

In summary, in this section we’ve seen that the duty to respect other people’s privacy entails a duty of ignorance (which includes a duty of inattention and restraint) and a duty of silence. Let us turn now to the obligation of protecting one’s own privacy.


3. Protecting one’s own privacy: a duty of reticence


Creating an environment in which privacy is respected is not only about respecting other people’s right to privacy, but also about protecting one’s own privacy.

When interacting with others or when engaging with websites on the internet, we ought to be mindful of our privacy and show restraint regarding what we share about ourselves. By showing restraint I mean not exposing our privacy to just anyone or to a large group of people—none of what I write applies to what we should share with our loved ones or with trustworthy professionals like doctors and lawyers.

There are two possible kinds of moral reasons to protect one’s privacy: self-regarding and other-regarding reasons.


Self-regarding reasons to protect privacy


Philosophers who believe that one has duties to oneself, or self-regarding duties, might want to characterize some of our privacy obligations (partly) as duties of self-care and self-respect (Allen 2011, 2013). On this view, we should not widely share embarrassing facts about ourselves or publish personal information that might put us at risk out of the duties of respect and care we owe to ourselves. Kantians can argue that self-regarding duties against the publication of sensitive facts about oneself are grounded in a duty to avoid actions that will undercut future opportunities to develop one’s autonomy and freedom (Allen 2013, 857).

Self-regarding duties are controversial, however. Critics argue that they are nonsensical: having a duty to oneself would be like suing “oneself in a court of law for return of the money one owes oneself” (Singer 1959, 202). Only the person to whom one owes a duty can release one from that duty. Owing a duty to oneself would mean that one could release oneself from the duty, so that the peremptory force of the duty would be lost.

One possible response to critics of self-regarding duties is to say that one’s present self owes duties of care and respect to one’s future self. It is unclear, however, when the present self ends and the future one begins. More importantly, if A (one’s present self) is a different person from B (one’s future self), B has no reason to care (in a personal way) that A exposed personal information about herself, since A is a person who no longer exists. There might be a plausible response here based on the historical and psychological connection that A and B share (and that is attributed to B by other people), but exploring it is beyond the scope of this chapter, as there are other grounds that are sufficient to defend the view that we have obligations to protect our own privacy.

If one values one’s own wellbeing (for utilitarian or other reasons), one ought to protect one’s privacy because doing so helps to advance one’s wellbeing (Allen 2013, 860). Protecting one’s privacy will shield one from embarrassment, discomfort, security risks, discrimination, etc. Furthermore, there are also other-regarding moral reasons to protect one’s own privacy.


Other-regarding moral reasons to protect one’s privacy


One consideration towards others is the nuisance of being the recipient of oversharing. Burdening non-intimate others with too much information about oneself can make them feel uncomfortable and overwhelmed.

More importantly, human beings are connected in ways that make privacy somewhat of a collective endeavour. Privacy is not only an individual undertaking because there are consequences of privacy losses that affect groups of people, and because we depend on one another to protect our privacy. Consider the Cambridge Analytica scandal.

In 2018, it was revealed that personal data from 87 million Facebook accounts had helped build psychological profiles of internet users who were then sent personalized political propaganda. Cambridge Analytica, a data analysis and political consulting firm, worked on both the 2016 United States election and the Brexit campaign in Britain. During the referendum, the firm was on the Leave side; voters who were leaning towards voting “leave” got information that reinforced their views, including fake news regarding immigration, while voters who were thinking of voting “remain” might have been sent information that discouraged them from going to the ballot box. Propaganda is not new, but in the past it was something public—everybody could see what each party was advertising. What is particularly troublesome about personalized propaganda is that it contributes to polarization through showing each person different and potentially contradictory information, and it takes advantage of people’s personality traits to be more effective in influencing them.

Privacy is not only collective because the consequences of its loss affect us as a group—even if “only” 87 million Facebook users directly lost their privacy, all of the citizens of the countries in which Cambridge Analytica tried to manipulate democracy were indirectly harmed. Privacy is also collective because we depend on others to protect our privacy. Only 270,000 Facebook users consented to Cambridge Analytica collecting their data through an app. The other millions people were friends of the consenting users whose data was harvested without their knowledge or consent. We are responsible for each other’s privacy because we are connected in ways that make us vulnerable to each other.

Even if you do not have any social media account, if your friends do, social media companies know almost as much about you as if you had an account. By analysing friends’ social media accounts, researchers were able to predict non-users location and biographical details with varying degrees of accuracy, depending on how many relationships of the non-user were on social media and how chatty they were online (Garcia et al. 2018). Sexual orientation can also be predicted from friends’ social media accounts (Sarigol, Garcia, and Schweitzer 2014). In fact, about 95 per cent of the potential predictive accuracy for an individual is achievable through analysing that person’s social ties online (Bagrow, Liu, and Mitchell 2019).

For some time, privacy researchers speculated about the existence of “shadow profiles”: data rich profiles created by social media platforms for users and non-users alike without their knowledge or consent. In 2018, in his testimony in front of the United States Senate, Mark Zuckerberg, Facebook’s CEO, admitted that the company tracks and collects data from people who are not users of the social network (Brandom 2018). Shadow profiles are not only for non-users. Users’ shadow profiles include information that you have never given up yourself and that has nonetheless been added to your profile by tracking you online and gathering information about you from your friends’ inboxes, timelines, and smartphones (Hill 2017).

Think of all the contacts you have on your smartphone. If you give a company access to that phone, you give it access to your contacts as well. If you divulge genetic information through a commercial DNA test, you expose your parents, siblings, children, and even distant kin. If you disclose your location data, you give out information about people with whom you live and work. If you reveal details about your habits and psychological tendencies, you expose people who resemble you (Véliz 2019a). We need each other to protect our privacy.

It is impossible to fully protect one’s privacy in a social setting that is not respectful of privacy. We need a collective effort to create a culture of privacy, as opposed to a culture of exposure. If I’m right about the value of privacy for goods like equality, fairness, and democracy, then privacy should be thought of as a civic duty.

Showing restraint in exposing private information about oneself helps to cultivate an environment in which people can remain silent, if they want. A culture of exposure creates expectations that force people to share more than what they are comfortable expressing. In a worst-case scenario, cultures of exposure endanger dissenters and non-conformists. When people, for whatever motivation, constantly expose their normality—their having the “right” sexual orientation, or belonging to the “right” political party, or having the “right” opinion—people who do not cater to the mainstream are put in a difficult position. Either they keep silent, and attract attention to themselves (which in extreme situations may mean endangering their lives), or they expose a false normality. Lying about these issues has at least two disadvantages: that one is being insincere about one’s life, which may emotionally distance one from others, creating a sense of alienation, and the risk (and psychological stress) that one may be found out.

These considerations suggest that sometimes we should be sensitive about things that we would not be sensitive about if it were not out of concern for others’ wellbeing. For example, suppose you live in a society ruled by a homophobic government. In this society there happen to be very few gay people. The information that you are heterosexual is not considered personal information in this context, as most (heterosexual) people are happy to share it with anyone in order to avoid suspicion or wrath from their government and, far from being information that might hurt them, it is information that will keep them safe.

In this context, however, heterosexual people should be sensitive about this information because they should be aware that by announcing their heterosexuality, they are failing to protect gay people. If many or all heterosexual people expose their heterosexuality, gay people will be singled out. It is almost as if heterosexual people were sharing personal information about gay people. At the very least, they are unwittingly and indirectly risking gay people’s personal information, because the government will be able to recognize them by inference. If heterosexual people want to stand in solidarity with gay people, they will regard as sensitive all information about sexual orientation, thus making it personal information.

It is not always easy to protect one’s privacy—for the sake of oneself and that of others—in the digital sphere. Most people are unaware of many of the data collection methods being used by governments and businesses. Personal data collection is largely surreptitious, and invasive inferences are invisible to citizens.

In addition to being ignorant about privacy risks, most people lack the technological abilities needed to use sophisticated privacy-protecting tools such as encryption. Moreover, successfully protecting one’s privacy may come at a significant cost to oneself. It might mean not having a useful app on your smartphone, for example. It may mean paying more money for certain services, which some people may not be able to afford. There are also personal costs. People who live far away from their loved ones may not have the means to communicate with them in a secure way. They are forced to use the telephone, email, or Facebook—which are all privacy-insecure tools—to have intimate conversations with their close ones. Morality can only ask so much of moral agents; people cannot be asked to refrain from telling their far-away loved ones about their personal lives.

We can, however, ask of people that they make an effort to fulfil their duties of ignorance, silence, and restraint whenever doing so is not too costly to themselves. In addition to fulfilling our privacy duties, there are plenty of opportunities for virtue and supererogation, for going above and beyond the call of duty in protecting privacy in a context of mass collection of personal data. At the end of the day, however, we need institutional practices to change to protect the privacy of the bulk of the population.

The many limits that individuals face in protecting their privacy and the responsibility of institutions in collecting and sharing personal data suggest that institutions should pick up the slack.


4. Institutional privacy duties


The discussion on the right to privacy already justified the implementation of legal and institutional tools to protect our right to privacy. But the obligations mentioned here give the state and private organizations such as businesses further reasons to implement mechanisms to respect privacy.

Collective action problems can only be resolved through collective solutions. Public and private institutions should aid us, or at the very least permit us, to fulfil our privacy-related obligations. If, for example, institutions do not offer us the means to communicate privately with close ones, they are failing us twice: on the one hand, they are violating our right to privacy, and on the other, they are preventing us from fulfilling our privacy-related obligations.

Professors, lawyers, doctors, and journalists, among other professions, have a duty of care towards their students, clients, patients, and sources, but if the digital ecosystem on which we depend to exercise our professions doesn’t allow for privacy, we won’t be able to fulfil our duties. As a result, not only will rights be violated, but people will also suffer unnecessary harm (e.g., discrimination), and the quality of those professional relationships will gradually deteriorate. Sources will stop trusting and going to journalists; patients will keep information that they think could hurt them from their doctors; citizens will be reluctant to seek advice from a lawyer.

As a professor, I worry about being unable to protect the privacy of my students when they use apps to do their homework, or when they email me about something personal, or when we have a meeting through a commercial videocall platform whose data practices my university does not control.

In addition, as we have seen in Chapter 6, privacy plays a valuable function in protecting other collective goods like equality, freedom, and national security. Companies and governments that are careless with the personal data of citizens are jeopardizing the safety and valuable ways of life of their societies.
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1 I have avoided using the more common term “revenge porn” because it seems to suggest that the victim did something to deserve revenge.

2 Smart people tend to have smart friends. One possible explanation for the correlation between high IQ and liking curly fries is that perhaps the first person to “like” the curly fries page is a smart person who, by this act, encouraged her smart friends to “like” curly fries too, which in turn encouraged the smart friends of the smart friends to “like” curly fries.
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Privacy Deceptions


So far, I have offered an account of privacy and of the right to privacy, as well as an account of the role of social norms for privacy. These considerations have not, however, covered the entire moral map of privacy. We also have to take into account perceptions of privacy and their manipulation.

A man stares intently at a woman who is sitting at a café. She gets nervous; first she chokes on her food; then she looks back defiantly at the staring man; finally, she turns her head to look elsewhere, but the man keeps staring at her. Then the man puts on a pair of sunglasses and takes out a walking stick. She raises her eyebrows, nods her head, and laughs in relief.1

Given how important privacy is in everyday life, and given how its loss is typically accompanied by a distinct kind of experience, it is striking that there doesn’t seem to be any philosophical work on the phenomenology of privacy.

Typical losses of privacy (particularly those that are involuntary) cause in the person who loses privacy stress and self-conscious emotions like embarrassment and shame, which may be accompanied by other physical symptoms like blushing, an impulse to cover one’s face or walk away, hunching of the shoulders, a downward gaze, etc.

However, because people can be wrong about the degree of privacy they enjoy, their phenomenological experience might be at odds with the state of their privacy. There is nothing it is like to have your personal data collected. The act of data collection is often invisible.

While the phenomenology of privacy can help us individuate paradigmatic cases of privacy losses, it is not a reliable way of assessing fringe cases of privacy losses or violations of the right to privacy. There are times when people think they are being surveilled when in fact they enjoy privacy. And there are times when people think they have privacy but in fact are being surveilled. Sometimes these misperceptions happen unintentionally, as when a person is unaware, say, about her employer’s surveillance rules, even if the rules are prominently displayed, or when someone thinks a person is gazing at her, when in fact the person is blind. Many times, however, people intentionally manipulate others’ perceptions of privacy.

When someone succeeds in manipulating a person’s perception of privacy so that she believes she has privacy when in fact she does not, it is a case of deceptive privacy. If she is made to believe she does not have privacy when in fact she does, it is a case of deceptive surveillance. These cases are notoriously absent from the literature on privacy, but they can be as morally significant as violations of the right to privacy.2

Consider a case of deceptive surveillance. Suppose O’Brien offers Winston the possibility of living in a nice apartment, free of rent, on the condition that he may install cameras in all rooms in order to surveil him at all times when he is at home. Compare two possible worlds. In the first world, the cameras are toy cameras that cannot record. O’Brien simply wants to make Winston believe he is being surveilled to make him behave well. In the second world, the cameras are actual cameras, and they do record. Which world is morally worse?

The first world has all the bad psychological and behavioural consequences of Winston perceiving his right to privacy being violated and his privacy being lost, and the wrong of Winston suffering deceit. Here, I take it that, even if there are no bad consequences resulting from deceit, other things being equal, deceit is a wrong that we should avoid if we can. The second world has all the psychological and behavioural consequences in Winston from the first world plus the wrongs, harms, and risks from the actual loss of privacy suffered by Winston (i.e., O’Brien having more information about him that he may use in the future to harm him, the risk that the data collected might be hacked, etc.). In the second world, there is also a violation of the right to privacy.

To decide which world is worse, Winston being deceived must be weighed against the wrongs, harms, and risks of a violation of the right to privacy and the loss of privacy incurred. Both deceit and the violation of the right to privacy are moral wrongs, and for the sake of simplification may be considered roughly equal wrongs. In the second world, however, we must take into account the added bad consequences and risks from the actual loss of privacy. Therefore, it is reasonable to think that the second world is morally worse—it is worse for O’Brien to surveil Winston (with him noticing) than to fake surveil him. O’Brien is nonetheless as responsible for the bad consequences in the psychology and behaviour of Winston in the first world as in the second. This last moral observation is analogous to Chicago’s legislation on toy guns, according to which if a fake gun is used to commit a crime, the criminal is tried as if she had held a real gun. See the table below for illustration.



Table 12.1 Deceptive surveillance example, O’Brien and Winston



	
	Sham cameras
	Real cameras




	Bad psychological and behavioural consequences
	✓
	✓



	Deceit
	✓
	



	Violation of the right to privacy
	
	✓



	Loss of privacy
	
	✓







Now consider a case of deceptive privacy. Terez and Tomas are a couple. Compare two possible worlds. In world one, Terez warns Tomas that she is a jealous spouse and will spy on him every chance she gets, even without his consent. In world two, Terez assures Tomas that she is committed to respecting his right to privacy. In fact, she spies on him as much as possible. Which world is morally worse?

World one has all the wrongs, harms, and risks of a violation of the right to privacy (assuming Tomas does not give his consent), and a loss of privacy, plus the bad psychological and behavioural consequences of Tomas perceiving his right to privacy being violated and his privacy being invaded. World two has all the wrongs, harms, and risks of a violation of the right to privacy, and a loss of privacy, plus the wrong of deceit.

To decide which world is worse, one might be tempted to think that all it takes is balancing the bad psychological and behavioural consequences of Tomas perceiving his privacy being invaded in world one against the wrong of deceit in world two. It could be argued that these two roughly equate each other, or that one of them is weightier than the other. I will not express a view on this point. A further consideration is missing, however. In world two, Terez is likely to get much more information about Tomas. Given that he does not think that he is being spied on, he is likely to act naturally and freely, and as a result may suffer a much greater loss of privacy in world two than in world one (with all the bad consequences and risks that entails). For this reason, I tend to think that world two is worse—it is morally worse for Terez to spy on Tomas while deceiving him about it than to spy on him while telling him about it. See the table below for illustration.



Table 12.2 Deceptive privacy example, Terez and Tomas



	
	Honest spying
	Dishonest spying




	Violation of the right to privacy
	✓
	✓



	Loss of privacy
	✓
	✓ ✓



	Bad psychological and behavioural consequences
	✓
	



	Deceit
	
	✓







The case of human beings pretending to be algorithms is arguably a case of deceptive privacy. People who think they are talking to a machine but in fact are talking to human beings think they have more privacy than they do. In addition, they tend to share more personal information than they would if they knew they were talking to human beings (Lucas et al. 2017). In this case, it seems that it is morally unacceptable for tech companies to mislead users as to how their data is being processed, and it is morally worse than if they surveilled users more openly.

In real-world scenarios, much will depend on empirical facts. Whether deceptive privacy or deceptive surveillance is worse than forthright violations of the right of privacy will depend on the details of the case and is something that cannot be decided beforehand. Some of the relevant factors for a moral inquiry into a particular case include the victim’s sensitivity to perceived violations of her right to privacy (the more sensitive the victim is, the more morally unacceptable it is to make her think she does not have privacy); how much privacy the victim will lose (in comparison to how much privacy she will lose if she knows she is being surveilled); the actual risks faced by the victim as a result of a loss of privacy (is the data kept safe and is the person violating her right to privacy likely to harm her using the information he gets from her?); and the moral wrongness of deception and manipulation.

The objective of this chapter has been to point out that some moral wrongs are shared in violations of the right to privacy, deceptive privacy, and deceptive surveillance; that we have the same kinds of interests in avoiding these wrongs; and that deception is morally significant and interacts with other morally significant factors in cases related to privacy (sometimes making the case morally worse, and other times making it morally better). These distinctions become relevant when discussing real-world scenarios such as human beings pretending to be artificial intelligence. Indeed, given how invisible and opaque digital technology can be—from the collection of personal data to the use of artificial intelligence (or of people pretending to be AI)—taking into account privacy perceptions (and deceptions) is all the more important. As we will see in the next chapter, digital technology has both radically altered our privacy landscape and dramatically raised the stakes.
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1 I take this example from a Just for Laughs prank in which the man was not actually blind, but it provides a nice illustration of how having privacy (or not) is a different matter from thinking one has privacy (or not).

2 The only paper I have found in which privacy losses are clearly differentiated from privacy perceptions is Macnish’s “Government Surveillance and Why Defining Privacy Matters in a Post-Snowden World” (2016).
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Privacy in the Twenty-First Century


The twenty-first century has not been kind to privacy. In Section 1, I will offer a brief snapshot of the state of privacy in the digital age. In Section 2, I will argue that to digitize is to surveil, and that increasing surveillance comes with the territory of transforming the analogue into the digital. In Section 3, I will go through each of the goods that we saw in Chapter 7 that privacy protects and assess how they’re being affected in the digital age. I end up concluding that, if we want to preserve these goods, we ought to scale back surveillance. In Section 4, I respond to three objections: that we are not losing privacy because algorithms (not human beings) are doing most of the collection of personal data; that the digital age presents us with an opportunity to have a radically transparent society in which privacy isn’t necessary anymore; and that surveillance in the digital age is unproblematic because it’s done with the consent of the population. Section 5 offers some practical suggestions of how to better protect privacy in the twenty-first century: data minimization, setting limits on the storage of personal data, and banning the trade in personal data. Section 6 concludes the chapter with some final thoughts about consent and control.


1. The state of privacy


The contrast between the privacy landscape in the twenty-first century and that of the twentieth century is stark. At the end of the twentieth century, your car was nothing more than a car. It took you where you wanted to go. You owned it, and it served you. It was a simple relationship to understand and inhabit. Two decades into the twenty-first century, your car is a computer with wheels. It is interested in the music you like, it listens to your conversations, it tracks your weight, it records your comings and goings, and it can share that data with innumerable third parties.

In the 1990s, your phone was nothing more than a phone. In the twenty-first century, that your smartphone can make calls is the least important of all its functions, which include tracking your steps, being a map, a calendar, a book repository, a mini TV, and a spy in your pocket.

It’s not just cars and phones. Many items around us are turning into computers, from kettles to washing machines, watches, and televisions, among many other things. All of these devices are collecting data. In some cases, it is very sensitive personal data, like location data. Through location data, it is easy to infer where someone lives, where they work, who they hang out with (including possible infidelities), whether they are religious (e.g., if they go to church), whether they are going to a psychiatrist’s office, and much more.

The personal data economy—the buying and selling of personal data—has given rise to companies that specialize in the commodification of personal data: data brokers. These companies aim to have a file on every internet user. The file can contain a person’s browsing history, data from social media, their purchasing history, and their medical status, among many other data points. These files then get sold (individually and in lists) to insurance companies, banks, prospective employers, governments, and anyone else willing to buy the data. A company like Experian, for example, aggregates data on over a billion people and businesses, including 235 million American consumers. Axciom has more than 10,000 data points on every one of 2.5 billion consumers in 62 countries (Melendez and Pasternack 2019).

As if terrestrial surveillance were not enough, the number of satellites in orbit is multiplying, and their resolution is increasing. Thousands of eyes are looking at us from space. Some of these satellites are military, but the vast majority are commercial.1 Ever smaller and more powerful drones are likewise being developed. With some drones flying high enough to avoid easy detection, there’s no telling who might be watching us. China has developed a camera that, with the help of laser technology and AI, is able to photograph subjects 45 km (25 miles) away (Joshi 2019).

Not only are we suffering massive losses of privacy; our right to privacy is being constantly violated by companies and governments collecting and inferring personal data without our meaningful consent.

And the trend continues to be towards ever more surveillance, ever more tracking of more of the world, and more digitization. There is a race to map everything, to create a digital duplicate of every inch of the world, and of every person. Digitization is the way to grow an empire in the twenty-first century. In the nineteenth and twentieth centuries, colonization was about conquering new land. In the twenty-first century, it’s about conquering the analogue world and transforming it into a digital form (Véliz 2022a).


2. Digitization and surveillance


Elsewhere I have coined the term the Iron Law of Digitization to express the fact that to digitize is to surveil (Véliz 2022a). Everything analogue, the world of things, is seen as a potential resource by technology companies—something that can be converted into data and then traded, directly or indirectly. Many products in our phones (like maps) were designed precisely with the collection of personal data in mind. As I write these words, all of the big technology companies are pushing towards developing different versions of augmented or virtual reality. They are growing through turning more of the world into a digital format. What makes digitization concerning from the point of view of privacy is the close link it shares with surveillance.

Technology is not neutral, and neither is digitization. Although tech companies often promote their products as neutral tools, their marketing hardly aims at the truth. All artifacts embody values because we create them with a specific purpose in mind. The mere act of making an artifact reflects a belief in the value of what it can achieve. Consequently, technology always contains affordances. An affordance is what an artifact invites you to do. It is an implicit relationship between the designer and the user through the designed object. A chair affords you to sit on it. We design things like buttons and handles to match our bodies, perceptive systems, and desires. A gun affords you to use it to threat, hurt, and possibly kill; it does not afford you to cook with it. Pans and skillets afford you to cook. Surveillance tools afford control; they afford the chance of keeping a close watch on something or someone.

Digitization is a surveillance tool. There is no such thing as digitization without surveillance. The very act of turning what was not data into data is a form of surveillance. Digitizing involves creating a record where there was none before, making things taggable and searchable. To digitize is to make trackable that which was beyond reach. And to track just is to surveil.

There is a surveillance pipeline going from academic research on digitization and AI to surveillance patents. Researchers have found that 68 percent of annotated computer vision papers and patents self-report that their technology facilitates data extraction about human bodies, and ninety percent of them allow data extraction about human beings more generally (Kalluri et al. 2023). “Data extraction” is a better term than “data collection,” but I suggest that “data creation” is a more precise one.

The term “data collection” is somewhat misleading, in that it seems to suggest that to collect data is to assemble things that were already there. But data are not natural phenomena, like berries that we find in the forest. We do not find data. We do not extract data from mines either, like we extract metals. We create data. Data collection implies data creation. A system that records the location of people is creating that data, not only collecting or extracting it. And that act of creation is a morally significant decision, because data can be dangerous, as we have seen. Personal data can end up harming people.

Security expert Bruce Schneier argues that data is a toxic asset (2016). Criminals constantly break into networks and steal data about people. They use that data to commit fraud, extortion, or coercion, or to sell it to other people with nefarious objectives. In cyberspace, attackers tend to have an advantage over defenders. While the attacker can choose the moment and method of attack, defenders must protect themselves against every type of attack at all times. The upshot is that attackers are very likely to get access to personal data if they are set on it.

Personal data is dangerous because it is sensitive, highly susceptible to misuse, hard to keep safe, and desired by many—from criminals to insurance companies and intelligence agencies. The longer our data is stored, and the more it is analysed, the more likely it is that it will end up being used against us. Data is vulnerable, which in turn makes data subjects and anyone who stores it vulnerable too.

The creation, collection, and storage of personal data carries with it a moral responsibility and a duty of care to protect that data and minimize risk. If my analysis about privacy duties is right, it is a violation of people’s right to privacy to collect personal data about them without their meaningful consent or when there are no outweighing considerations. Companies that collect or infer personal data without it being justified are failing to fulfil their duty of ignorance, and if they share that data, they are also failing to fulfil their duty of silence.

Critics might wonder whether security technologies like encryption are not enough to stop digitization from turning into surveillance. Encryption matters, and it can decrease who has access to data, but it doesn’t negate surveillance. A camera allows you to watch anyone who appears in its purview. And a camera is a tool for surveillance irrespective of whether the footage is encrypted and in your phone. Encryption is important because it adds very necessary security to sensitive data, but no amount of encryption will detract from a camera the affordance to surveil.

What is the effect of this degree of digitization on the values that privacy protects?


3. The value of privacy, revisited



Control over self-presentation


In a superficial way, it might seem that the digital age has afforded people more control over their self-presentation (Marmor 2023). One of the main objectives of social media, for instance, is to allow people to curate the image they share with others. But our power on social media is limited, as becomes obvious in cases of public shaming and trolling (Véliz 2022b). Social media pushes us to expose more and more of our lives, to compete with others, to live up to other people’s expectations. And when we become the focus of attention of thousands or even millions of people, our control over self-presentation is dramatically undermined. By contributing to a culture of exposure on social media, we are not fulfilling our duty of reticence by sharing too much personal information.

Above and beyond social media, the vast amounts of personal data being collected about us allow companies like data brokers to form a detailed picture of us that is beyond our control. Data brokers, for example, can make inferences about one’s purchasing power, one’s religion, one’s political tendencies, and one’s health status without our having any control over it. Even worse, they can share that information with whoever is willing to pay for it, again without our having control over our self-presentation. That lack of control affects our reputation as well.


Reputation


Reputation in a world so heavily surveilled is becoming increasingly haphazard. It used to be the case that a good reputation was more closely correlated to one’s good behaviour and competence in self-presenting. In the digital age, a good reputation is more closely tied to good luck, or to power, as people who have enough money can better make problems go away.

Everyone has some stain or another in their life, or can be made to have one by way of public humiliation and exposure. Philip Roth puts it more eloquently in his novel The Human Stain:

We leave a stain, we leave a trail, we leave our imprint. Impurity, cruelty, abuse, error, excrement, semen—there’s no other way to be here. Nothing to do with disobedience. (…) It’s everyone. Indwelling. Inherent. Defining…(…) The fantasy of purity is appalling. It’s insane. (Roth 2016, 242)

Being human is being stained. Before the internet, we could act as if we were unstained by virtue of keeping contexts apart, and regulating our behaviour in contained situations. In the digital age, different social settings are becoming blurred. Your indecorous childhood friend can post a photograph of you that will be seen by your boss on social media. That neighbour who hates you because you made him trim his hedge can easily take revenge by recording you through the window while you fight with your spouse and posting the footage online. The internet makes all social settings come together in a big messy village of gossip. And no one is safe from gossip and public humiliation.

Relying on reputation to judge people’s character made more sense in times and places in which it was more in people’s control to manage their public images. The centrality and nature of social media—its tendency to focus on the sensational, its ability to spread quickly and widely, its propensity to focus on headlines rather than detailed content—undermine the control of our public personae. In the times before the internet, a person only had to exercise self-restraint in a limited number of settings (e.g., the workplace) for a limited time during the day. If one could not exercise such self-restraint it was a sign of impulsivity and bad judgement. With so many eyes and ears on us all day long, one would have to be a still life in order not to ever have a slip up. Healthy human beings cannot be on their best social behaviour at all times. We need time and places to unwind, experiment, relax, and make mistakes.

I do not mean to defend the view that anything goes. Sexual assault, for instance, is not the kind of slip up I have in mind. The sort of mistake that is relevant here is the kind that breaks social norms but is not morally impermissible in a grave way. It includes the kind of behaviour that is not uncommon as a result of clumsiness, misspeaking, exhaustion, and other similar circumstances. It also includes behaviour that is not meant for public consumption, but that is perfectly appropriate to carry out in solitude or in the intimacy of a loved one’s presence. We should not be able to get away with murder, but building a surveillance system in which we cannot get away with any behaviour that is not fit to be broadcasted widely without losing face is problematic.

Everyone has things to hide from most of the world. Perhaps it is a sappy love letter, a bad joke that could be misjudged if taken out of context, a slip of the tongue, a photograph taken when you were drunk (or when you looked drunk even if you weren’t), a handshake with someone who turned out to be an unfortunate acquaintance, or an image of what you look like without clothes, or when you were in the hospital, or when you were in the bathroom. Anyone could be exposed online.

In the digital age, good reputation ends up being a question of moral luck. Moral luck, a term introduced by Bernard Williams (1981), is when a person gets praised or blamed for something over which they did not have full control. Except often it’s not sheer luck, because it is not random who suffers the most public shaming and bullying online: it’s usually women and vulnerable populations (Citron 2022, ch 2).

In the past, most embarrassing moments did not get recorded. In the digital age, you never know how many cameras and microphones may be on you at any time.

You can try to avoid situations that could embarrass you. You can try to weigh every word you speak and write to make sure it is well within the comfortable confines of the politically correct—but will that comment still be politically correct in a decade or two? It is safer to not make any jokes, just in case they don’t age well. You can aim never to have one drink too many; never to write a message that could embarrass you if it were published; never to practise a new skill, since it could make you look ridiculous; never to express an opinion that might gain you enemies; and never to undress.

Most likely, you will fail. Everyone has to go to the bathroom eventually, and anyone could be caught on camera. Chances are, there will always be someone who does not like your opinions, and if you keep silent, they might not like your silence. More importantly, regardless of whether you are lucky enough to emerge unscathed at the end of each day, you will be contributing to creating a repressed society, a world in which love words are not expressed, because no one would like to have their love (or worse, lust) letters published. Neither would political opinions outside of the mainstream be explored. A society in which citizens feel forced to keep their heads below the parapet is one in which people’s autonomy is being limited.


Autonomy


Through the erosion of privacy, the data economy is undermining our individual and political autonomy, as the latter depends on the former. As we saw in Chapter 7, autonomy refers to the capacity and right to self-govern.

Our goals as individuals and as a society are misaligned with the goals of tech companies (Williams 2018, 8–9). Tech companies want to know more about us so they can expose us to ads that will entice us to click on them and buy what they advertise. Let’s not forget that, contrary to appearances, businesses like Google, Facebook, and TikTok are fundamentally advertising companies. That is how they earn their keep—ads are what they sell. Tech companies also use the knowledge they have on us to understand our psychology and hijack it. They focus on maximizing the amount of time we spend on their platforms and devices, which is why they design their products to be as addictive as possible.

Tech companies’ success becomes problematic when it entails the demise of our autonomy. Spending our days scrolling through our social media feeds, getting lost in interminable YouTube rabbit holes, and binge-watching Netflix shows might not be what we most want for ourselves. The addictiveness of our apps may be getting in the way of us achieving our most important goals. They make us spend less time with our friends and family, they make us less productive, and they may make us less engaged citizens. Many times, they may also make us miserable—like when we are going through a rough patch and all of our social media friends seem to be having the time of their lives.

The misalignment between users’ goals and tech companies’ objectives is all the more worrying given the latter’s huge success and their plans for the future. Take Google as an example, though they are hardly unique. It just so happens that Eric Schmidt, Google’s CEO from 2001 to 2017, was more outspoken than other leaders regarding tech companies’ desire to control our autonomy. In 2007, he said: “The goal is to enable Google users to be able to ask the question such as ‘What shall I do tomorrow?’ and ‘What job shall I take?’ ” (quoted in Daniel and Palmer 2007). In 2010, he went even further: “I actually think most people don’t want Google to answer their questions. They want Google to tell them what they should be doing next” (quoted in Jenkins 2010).

To allow a company like Google to tell us what to do before we even ask would amount to surrendering our autonomy. Companies might want to argue that they are enhancing our autonomy by collecting our personal data, inferring our values, and making sure that we act in accordance with them. But companies have their own interests, which they put before ours (e.g., to sell us products, even when we’d be better off without them). Our data does not represent us.

It could be argued that we should not be so suspicious of the advice that tech companies can give us because we are free to disobey it. Even if a maps app recommends that you go one way, you can always disregard it and take a different route. We should not underestimate the influence of technology on us, however. Along with the products tech companies design, they are also designing their users by influencing our behaviour. As Churchill put it, “we shape our buildings, and afterwards, our buildings shape us.” We are often overwhelmed and cognitively overloaded, and doing what tech suggests is so convenient that it is hard to stop, think about it, and resist persuasive suggestions.

Human beings tend to admire and trust computers. It is hard for human decision makers to defy the advice of AI even if they face no negative consequences for doing so. But human decision makers might be more exposed to liability if they act against the recommendation of an AI. Imagine a doctor disobeying an AI and making a mistake that causes the death of a patient. If the doctor’s action had been in consonance with the advice of the AI, it is likely that she might be seen as less blameworthy, which in itself signals that we think technology is taking over at least part of our autonomy.

The erosion of privacy, the ability to make predictions, and behaviour modifications that diminish our autonomy are closely intertwined. Technology companies are becoming better at predicting our behaviour partly because they are actively shaping it. Rather than simply guessing what we will think or do tomorrow, they manipulate our environment to make us think and do what is in their interest. When you have significant control over someone’s life through their devices and online activity, it becomes relatively easy to predict the behaviour you have partially created.

The potential of tech companies to manipulate our behaviour based on what they learn about us is a cause for concern with regards to democracy. Democracy is a system of government in which the sovereign power is vested in the people. It relies on individuals’ autonomy, and if that is weakened, so is the democratic ideal.

Autonomy is about people being empowered to take charge of their individual lives and to participate in moulding their society. The data economy disempowers citizens. Daniel Solove has brilliantly argued that part of what is wrong about the trade in personal data is that it creates a Kafkaesque world, similar to Kafka’s portrayal of bureaucracy in The Trial: a “thoughtless process of bureaucratic indifference, arbitrary errors, and dehumanization, a world where people feel powerless and vulnerable, without any meaningful form of participation in the collection and use of their information” (Solove 2001, 1398). Solove presciently wrote that more than twenty years ago. The world has become much more Kafkaesque since then. That arbitrariness is interfering with our interest and our ability to self-advocate, to be able to navigate institutions and stand up for our rights, as Kate Vredenburgh eloquently argues (Vredenburgh 2022).

The data economy treats people like “pawns” who have “no say or ability to exercise meaningful control” over how their data gets created, collected, and used (Solove 2001, 1421). Citizens thus become vulnerable and helpless in the face of a surveillance machine that categorizes them and treats them according to opaque processes of data analysis. People’s autonomy is eroded when the hidden processes within the data economy get to decide who we are, what we see, and what we can access.

The data economy is having a negative effect on our autonomy, and when our autonomy suffers, so does creativity.


Creativity


A survey of writers around the world by the PEN American Center (2015) found that between a third and two thirds of writers (depending on how free the country in which they live is) had avoided writing or speaking on a particular topic, or had seriously considered it, due to fear of government surveillance. About a quarter of writers had refrained from conducting internet searches on topics that may be thought controversial or suspicious, or had seriously considered it, due to surveillance.

The concern about stifling creativity is not only an aesthetic one. The worry is not only that we might be missing out on masterpieces that could have inspired us and brought us pleasure. Works of art also bring insight; they make us look at our world under a different light. Furthermore, creativity is a crucial component of problem solving and politics. Through surveilling the population, we might be depriving ourselves of cutting-edge science, audacious diplomacy, daring literature, and more. Strong personalities need space to develop. If we squelch the would-be personalities of today’s youth by surveilling them in their formative years, when they are most vulnerable to others’ gazes, we might be robbing ourselves of tomorrow’s great leaders.


Security


The internet was not designed with security in mind. The HTML protocols on which the World Wide Web relies were invented back when the internet was only used by research institutions, and for nothing so critical that it would have to be secured against outsiders (Schneier 2018, 22–23). As more objects become connected to the internet, there are more opportunities for intruders to access systems. The attack surface is growing.

Corporations have little incentive to build secure systems. Security is expensive, and it is not something they can sell to consumers, as users typically have no way of knowing whether a product is secure and how it compares to other products (Schneier 2018, 134–135). Furthermore, if there is a hack, the ones who lose out are users. Data subjects are the main bearers of risk in the data economy. Corporations can damage their reputations, but businesses are suffering from hacks and leaks so often that it is hard to stand out as particularly reckless. Businesses can count on there being a next major hack to take the negative attention away from them.

Another reason to build insecure systems is that companies want to be able to have remote control over them—to collect data, update the system, and even shut it down if, for example, a user falls behind in his payments. The result is that users have less control over the things they buy. It’s almost as if we are leasing objects, not buying them. Consumers are treated as attackers who do not have permission to modify the product they buy. Companies wanting to retain control over their products make systems insecure because the kind of doors that allow them access (e.g., abilities to bypass the user) also allow access to other outsiders (Schneier 2018, 64). Governments saw an opportunity to benefit from corporate surveillance and are one of the many third parties who can get a copy of much of the data that is being collected on us.

Thus, the most important reason for companies and governments not being motivated to invest in security is that surveillance thrives on insecure systems. Collecting data is much easier in systems that are full of vulnerabilities. For instance, IMSI-catchers, artifacts that can vacuum data from mobile phones, only work because the phone in your pocket trusts any telecommunications tower within range. There is no authentication process in the connection protocols between mobiles and towers. Your phone sends its international mobile subscriber identity (IMSI) automatically—it exposes you without verifying whether the tower is to be trusted (Schneier 2018, 168).

Surveillance is a profitable business. In addition to the trading of personal data, there is also a whole industry based on products designed to spy—which include IMSI-catchers. Most governments do not have the money or ability to develop their own surveillance tools, so they buy them from cyberweapons manufacturers like HackingTeam, Cyberbit, Gamma Group, and NSO Group, among others.

As long as businesses use our personal data to profit from it, they will not secure our systems, and government agencies will get a copy of our data (Schneier 2018, 59). As long as our data is being collected, traded, aggregated, analysed, and stored, we will be at risk of it being used against us.

The risks of an insecure internet expand beyond privacy concerns. Cybercrime is becoming widespread, and it can cause great harms. If it were a country, cybercrime would be the third largest economy in the world after the United States and China, according to Chuck Robbins, the Chair and CEO of Cisco, a cybersecurity company (Morgan 2022). Beyond the monetary costs it imposes, victims of crimes like identity theft and extortion can suffer significant psychological and physical harm. Unless we improve the security of our online devices fast, it is a matter of time before we start hearing of murders committed remotely, by hacking a car and driving it into a ditch (Greenberg 2015), or by hacking hospital pumps and delivering fatal doses of drugs to patients (Zetter 2015), or by hacking someone’s pacemaker (Newman 2018). These are not theoretical possibilities; security researchers have demonstrated them.

The insecurity of the internet is also jeopardizing national security. Hostile regimes can spy on our government officials. Objects becoming “smart” and connecting to the internet (i.e., the Internet of Things) makes the whole network vulnerable. Hackers could take down the power grid of a whole country by hacking a few tens of thousands of power-hungry devices like water heaters and air conditioners and causing a bump in the electricity demand (Greenberg 2018). They could also take control of nuclear power plants (Lyngaas 2018), or even nuclear weapons (Dunn 2018).


Freedom


In 2009, comedian Joe Lipari posted a quote from Fight Club on Facebook that referred to the use of firearms. In less than two hours, NYPD SWAT showed up at his door, searched his apartment, and questioned him. Lipari claims there was no paper record of his home address anywhere, as he had just moved in. In 2011, the Secret Service in the United States visited a 13-year-old boy from Tacoma, Vito LaPinta, for publishing a post on Facebook that expressed concern for the safety of then President Barack Obama. That same year, the police pre-emptively arrested fifty-two people in the United Kingdom for fear that they might disrupt the royal wedding of Prince William and Catherine Middleton. Some of these people were planning to protest the wedding in places that were far from the royal celebration. More importantly, they had not yet done anything against the law—they were merely texting and emailing about protesting.

In 2012, Leigh Van Bryan, an Irish citizen, tweeted that he would “go and destroy America.” He meant that he was going to party in California. When he arrived in Los Angeles, he was arrested and subsequently deported from the United States (Hoback 2013). All of these examples show that we are being closely watched, and we will be interfered with if we say the wrong thing in a social media post, or even a text message. Even when we are talking about doing something legal (like a peaceful protest), or when we are merely joking. One of the marks of a culture of exposure, and of totalitarianism, is a loss of sense of humour. Making jokes is too risky when you are being surveilled at all times and anything you say can jeopardize your future.2

Although blunt interferences are flagrant obstacles to freedom, they are not necessary for freedom to be diminished. Suppose you want to become a novelist. You would like to write a crime thriller, but you would need to carry out some risky research about how one goes about killing someone. The thought crosses your mind that such searches might attract the attention of the police, and might also count against you if you look for a job in the future (that is, if you want a job that does not involve being a hitman). You decide against writing crime fiction. In this case, the mere disposition of the police and of prospective employers to access your online data and make decisions on the basis of it is limiting your freedom to become a novelist. Including dispositions to interfere is important. Such dispositions explain why citizens of totalitarian regimes are not free (de Bruin 2010, 515)—even if they are never interfered with on account of their “good” behaviour. Dispositions to act involve a kind of implicit threat to freedom.

In addition to freedom, knowledge about our freedom is also frustrated as a result of privacy losses. It may be the case that your preferred prospective employer would not look at your social media. Or, if they were to receive that information, would not take it into account in their decision to hire you. But you cannot be sure of that. Uncertainty about whether someone will interfere with your freedom based on what they know about you makes you less certain about what you can do, which in turn frustrates your decision-making capacities (de Bruin 2010, 528, 533).

Uncertainty is all the more radical in the digital age because of all the unknowns that data collection entails. Data subjects are not only unsure about whether they will be interfered with on account of their data. We do not even know how much they know about us, and who “they” are. Such uncertainty can lead to paranoia and paralysis. If you start fretting about getting a job in the future, or getting cheap insurance, or if you are worried about how being on a no-fly list might impact your life, you will likely self-censor, limiting what you say and do, just in case it might hurt your options in the future. When there are so many third parties that could potentially access your personal data and act against you, much of what you would otherwise say and do becomes a risk. If you are well informed about privacy, you might stop yourself from doing what you want. If you are not well informed, you might attempt to do as you like and end up being interfered with.

Insofar as we lose our privacy, our freedom is compromised. A decrease in pure negative freedom also constitutes a decrease in republican freedom. As we saw in Chapter 10, domination is the power to interfere in people’s life arbitrarily (Pettit 1996).

The surveillance system we have in place facilitates structural domination. We live subject to the power of knowers—corporations like Google and Meta and prying governments. Domination makes people behave in slavish ways; it involves living at the mercy of others. A dominated person is not the master of her own life.

Free people can “look one another in the eye without reason for fear or deference” (Pettit 2012, 84). Ask yourself: can you look in the eye of people who collect your data without reason for fear or deference? I don’t think most people can. We have too much to lose—our jobs, our insurance, our reputations, our financial wellbeing, our social relations. The misuse of our personal data can cause too much damage to our lives for us to be able to look in the eye of our data overlords without fear.

A natural response to try to feel safe from governments, corporations, and individuals (e.g., trolls) in the midst of a culture of exposure is to be as boring as possible (Reisz 2019). Avoid standing out, avoid attracting attention, avoid voicing opinions that might rock the boat. What is concerning about boringness is not the lack of entertainment. Watching reruns of Seinfeld is all I need to be endlessly tickled. The concern is rather that boring people, discourses, books, and projects are not paradigmatic of the kind of contribution that improves the world. Something boring is something irrelevant; it does not have interesting implications; it does not challenge the status quo; it does not lead to progress. If an argument does have interesting implications that push towards change and progress, if it speaks truth to power, then it is not boring; but it may be dangerous in a surveillance society, because in the data economy, one is treated on the basis of one’s data, and not on the basis of being an equal citizen.


Equality and fairness


Surveillance is worsening inequalities. It imposes different privacy burdens on different people, and it is being used in discriminatory ways.

Every person walking the surface of the Earth is losing privacy on account of the globalization of the data economy. Some, however, are losing more privacy than others, and suffering more from privacy losses than others. The general trend is privacy losses being more common and more harmful for people who were already underprivileged before the digital age came along. Digital trends are thus aggravating inequalities that were already there by putting salt in the wounds of the worst off and improving the lot of the better off.

In the digital age, poor people are often forced to trade privacy for basic goods and vital opportunities. When the alternative is homelessness, it is not hard to understand why people might be willing to provide authorities with their employment pay-stubs, birth certificates, and other sensitive information such as health records in exchange for affordable housing (Brico 2019, Eubanks 2018).

People on welfare are often subjected to an appalling degree of scrutiny. Not only do they have to answer intrusive questions, but also tolerate home visits and other kinds of surveillance. Courts in the United States have compared mothers on welfare to criminals on probation regarding their right to privacy. Similarly, low-income workers are routinely subjected to CCTV surveillance, their calls are monitored, they are required to undertake psychometric tests as a condition of employment, and sometimes they even have to comply with drug tests (Byrne 2019).

The worst off suffer from misuse of their personal data more often than the better off. People who have less power are less likely to be able to discover and challenge data misuses (Brico 2019). Low-income people are also more likely to be the targets of predatory marketing for payday loans or scams. It is not surprising that those in the lowest-earning households report feeling more concerned about their privacy than people in the highest-income households (Byrne 2019).

Protecting one’s privacy can take time and money, and resolving issues after being the victim of a data misuse is also expensive. Poor people have less temporal and financial resources, making privacy harms all the more catastrophic for the worst off. If someone has used your name to open a utility account that has gone unpaid, you need money to reinstate that service quickly (Brico 2019). To solve some privacy problems, you may need to hire a lawyer, or a reputation management firm to suppress negative content online and add positive content, which is something only high earners can pay for (Byrne 2019). Without the necessary resources to right a wrong swiftly, low-income earners who are the victims of a privacy mishap can suffer long-lasting consequences such as job loss or the loss of child custody.

One should not need to be wealthy to have one’s right to privacy respected. Privacy should not be treated as a luxury item. Very few people have enough money to do what Mark Zuckerberg did to protect his privacy: he bought the four houses surrounding his home for about $30 million (Shontell 2013).

Zuckerberg’s ability to buy privacy for himself—while duplicitously claiming that privacy is not a social norm anymore (Johnson 2010), and having Facebook rob the personal data of billions of netizens—highlights the power inequality that separates Silicon Valley and the like from the rest of mortals. Tech companies are not subject to the kinds of rules that other companies must comply with. Not only have they managed to get away with paying much less taxes than other companies (Varghese 2018), they have also disclaimed all liability when things go wrong.

The data economy favours monopolies. Whoever started collecting data first will have more data than the rest, and whoever has more data will have more powerful algorithms (unless we develop algorithms that need less data).

The power that tech giants have amassed through appropriating our data places us at their mercy. We have been forced to put up with their authoritarian policies, and with technologies that are sometimes sexist and racist. When Google translates news articles from Spanish into English, sentences about women often become about men: “he said” (Zou and Schiebinger 2018). Researchers from the University of Washington found that if you search in Google Images for pictures of CEOs, only 11 per cent of those will be women. This ratio does not even reflect the already worrisome proportion of women who are chief executives in the United States—27 per cent (Kay, Matuszek, and Munson 2015, Miller 2015). Similarly, it has been shown that Google showed ads for high-paying jobs more often to men than it did to women (Datta, Tschantz, and Datta 2015). In both cases, algorithms are putting women at a disadvantage: first, by reinforcing a sexist paradigm in which positions of power are held mostly by men; second, by acting like a self-fulfilling prophecy through limiting women’s possibilities of attaining a high-income job by not showing them the corresponding ads.

It could be argued that examples of sexism and racism are mistakes. The programmers who designed the algorithms did not intend them to be sexist or racist—these outcomes should be thought of as glitches that need to be fixed. But the very principle of treating people differently on account of their personal data—the very foundation of the data economy—is arguably inherently discriminatory.

Consider the widely extended practice of personalized pricing. People are being charged according to what businesses gauge each customer is willing to pay. The raw material companies use to assess what people are willing to pay is personal data. The travel site Orbitz was found to be showing higher prices to Mac users, after finding that such users typically spend up to 30 per cent more on their hotel rooms (Mattioli 2012). But, of course, that heuristic amounts to using a very thick brush—not every Mac user is wealthier and willing to pay more than the average Windows user. At least some Mac users will not own the computer they work on, for example.

Another risk of companies assessing how much we are willing to pay for something is the danger of prices being exploitative to those who are in dire straits. Willingness to pay does not always track wealth—it can track desperation, or lack of education. Progressive taxation is established with fairness in view; personalized pricing, on the other hand, does not even aim at fairness—it is an attempt to earn as much money as possible.

Personalized pricing can impose disadvantages on people on account of their gender, race, religion, political leanings, etc. In some cases, companies may not even realize they are being discriminatory. Suppose an algorithm predicts that people from a certain postal code are willing to pay more or less for a product. Postal codes can be proxies for race or income group. In other cases, companies might be intentionally discriminatory. Imagine a high-end nightclub wanting to exclude low-income customers. It might advertise higher prices to poor people just to disincentivize them from showing up. Regardless of whether discrimination is intentional, it will be very hard to detect, as consumers do not yet have reliable ways of knowing how what they are being offered compares to what other people are being offered.

Personalized ads can be discriminatory by failing to offer opportunities to certain kinds of people. In March 2019, the Department of Housing and Urban Development in the United States sued Facebook for keeping some users from seeing housing ads on the basis of algorithmic inferences about users’ race and other characteristics (Benner, Thrush, and Isaac 2019).

If companies knew less about us, they would not be able to treat us differently. Before the digital era, we were anonymous on the high street; we were all offered the same prices and we could verify that others were getting the same deal as we were. Online, companies know who we are. If Google did not know who is a man and who is a woman, it would not have been able to target men for high-paying jobs ads.

There may be people who will want to be treated differently on account of their personal data. But those people are likely to be the ones who are most privileged by the data economy. And they might be forgetting that their privilege is only as temporary as their current personal data. The moment they get ill, for instance, or age beyond a certain threshold, their luck will change. To those of us who suspect that our equality of opportunity is being undermined by our data—for being a woman, too poor or too rich, not white, etc.—the risk of discrimination outweighs the advantage of seeing ads only from our favourite brands. Digital trends are attractive until their disadvantages start overshadowing their convenience. Furthermore, surveillance ads could be replaced by contextual ads (e.g., ads about shoes when you search for shoes) without much if any less to publishers and consumers (Véliz 2020b).

From the time personal computers were a rarity until very recently, tech devices were a status symbol. Having a smartphone when most other people did not made you look wealthy, busy, and important. As screens have become cheaper, and the risks and disadvantages attached to digital technologies are becoming more visible, tech-free living is becoming the new status symbol. Only the big bosses can afford to live without a smartphone. Underlings, in contrast, are glued to their phones, forced to answer emails before and after work hours. Tech addiction is the new fast food. The wealthy want their children to read paper books, and play with blocks in tech-free private schools. Meanwhile, the poor are stuck with screens instead of human beings, with their data and attention collected, analysed, sold, and abused (Zou and Schiebinger 2018).


Wellbeing


Being watched is stressful. The workplace is a good environment to look at the relationship between surveillance and wellbeing because it’s a more controlled environment than others, and surveillance tools are often first introduced in these settings.

A study by the Department of Industrial Engineering at the University of Wisconsin–Madison showed that the introduction of intense monitoring led to higher levels of stress in employees, which in turn resulted in a 27 per cent increase in incidences of pain or stiffness in shoulders, a 23 per cent increase in feelings of neck pressure, and a 21 per cent increase in back pain. Other complaints by employees included a rise in extreme anxiety, fatigue, and depression (Smith et al. 1992).

In the past twenty years, surveillance in the workplace has increased, with the coronavirus pandemic furthering spyware for work. In a feature by the New York Times, white-collar workers described being tracked as “demoralizing, humiliating,” and “toxic” (Kantor and Sundaram 2022). An all-party parliamentary group on the future of work concluded that surveillance was producing high levels of anxiety in workers: “Pervasive monitoring and target-setting technologies, in particular, are associated with pronounced negative impacts on mental and physical wellbeing as workers experience the extreme pressure of constant, real-time micro-management and automated assessment” (Davis, Lewis, and Knight 2021).

That surveillance has increased in the workplace and that it has detrimental effects on the wellbeing of workers is bad enough news, but surveillance could also be inducing anxiety in other areas of life, even if it’s harder to identify or measure.


Democracy


The Economist Intelligence Unit described 2019 as “a year of democratic setbacks,” with the average global score for democracy at its lowest since 2006, when the Democracy Index was first produced (Economist 2019). Not only are fewer countries democratic, but the quality of democracies also seems to be eroding. The attacks on democracy have only accelerated during the coronavirus pandemic. According to Freedom House, a think-tank in Washington, democracy and respect for human rights have deteriorated in eighty countries since the outbreak of the coronavirus (Freedom House 2020). In 2020 and 2021, the Economist’s Democracy Index fell again, and it has stagnated in 2022.

Of course, the erosion of democracy cannot be blamed on surveillance alone, but given the arguments explored in Chapters 7 and 9, there is reason to think that losses of privacy are not helping democracy. The Pegasus scandal mentioned in Chapter 9 is a case in point: it shows how surveillance is jeopardizing investigative journalism, which is fundamental for a well-functioning democracy.

Cambridge Analytica and the use of personal data for propaganda is yet another concerning example. It is unclear whether the data firm managed to sway elections. Christopher Wylie, the data analyst who helped to develop instruments for psychological targeting for Cambridge Analytica—or, in his words, a “psychological warfare mindfuck tool” (quoted in Cadwalldr 2018)—believes Brexit would not have won in the UK referendum if the data firm had not interfered (Guimón 2018). Remember, Leave won by less than 2 per cent of the vote.

Others question whether Wylie is right by pointing out the limited effects of microtargeting (Trump 2018, Chen and Potenza 2018). Even though we do not know whether and to what extent Cambridge Analytica influenced elections, the mere fact that they tried to do so and sold this objective as their product is alarming in itself. Even if Cambridge Analytica failed, which it may not have, other companies might succeed. After all, we do have evidence that social media has the power to change political behaviour in ways that can tilt an election.

In 2012, Facebook published in Nature the results of a randomized controlled study on 61 million users in the United States (without their consent) during the 2010 congressional elections. On the day of the elections, one group was shown a statement at the top of their newsfeeds encouraging them to vote, along with an “I Voted” button. Another group was shown the same statement and up to six profile photographs of the user’s Facebook friends who had already clicked the “I Voted” button. A third control group did not receive any message. The results show that those who got the message with photographs of their friends were 0.4 per cent more likely to vote. That may not seem like a big difference, but when millions of people get exposed to an influencing message or image, it is possible to change the course of an election. The authors of the study claimed that their social message increased turnout by about 340,000 votes. As they pointed out, George W. Bush won the presidency by 537 votes in 2000 (Bond et al. 2012).

Increasing turnout does not sound like a negative thing to do for democracy. What is troublesome is that we are trusting Facebook—a company that has misused its users’ data over and over again—to use that power in ways that don’t subvert democracy. Facebook could show messages that encourage voting only to users who favour a certain candidate, and we might not even realize it, since Facebook users are not aware of how their feeds differ from those of other users (Zittrain 2014).

Facebook vote buttons have been used in the Scottish referendum in 2014, the Irish referendum in 2015, the UK election later that year, the Brexit referendum in 2016, the 2016 US election, Germany’s 2017 federal elections, and the 2017 parliamentary elections in Iceland, among others. At least in Iceland, not all citizens were shown the buttons, but we do not know how many people saw the button and what criteria were used to decide who got to see the voting message. We also don’t know what effect, if any, these messages have had. Facebook keeps that information to itself (Grassegger 2018). Having one of the most powerful corporations in the world know so much about us and allowing it to show us messages that can influence our voting behaviour during elections seems unwise, to put it mildly. The threat of surveillance being used to hack democracy demands greater attention.

An urgent question, then, is how much surveillance is too much to sustain liberal democracy, freedom, and the ways of life that we value? David Omand, former director of the UK’s Government Communications Headquarters, suggests that “one defining difference between the practice of domestic intelligence collection in liberal democratic states and that in totalitarian states in the extent of it” (Omand and Phythian 2018, 36). On that account, our society does not seem to be faring well, even in comparison with an undemocratic society like East Germany. The Stasi had one spy or informant for every sixty-six citizens (Koehler 1999, 9), and they had files on only roughly a quarter of the population (Angwin 2014, 40). Today’s intelligence agencies and data brokers have files on everyone.

We are collecting more personal data than ever before. If Katerina Hadjimatheou is right that intrusiveness is determined by reasonable expectations, the ability to plan for surveillance, consent to it, the number of people given access to sensitive information, the sensitivity of the data, and the period for which data is retained (Hadjimatheou 2014, 196), it again looks like our societies are the most intrusive ones that have ever existed.

If my assessment here is right about how losses of privacy are affecting fundamental values like autonomy, freedom, and security, we ought to dramatically scale back on surveillance. Elsewhere I’ve explained how we can do that (Véliz 2020b). I won’t repeat it here in detail, although I will mention some of the fundamental steps we should take. Before that, I will respond to three possible objections.


4. Three objections


A critic might think that we are not losing privacy because algorithms (not human beings) are doing most of the collection of personal data. Tech enthusiasts might think that the digital age presents us with an opportunity to have a radically transparent society in which privacy is not necessary anymore. Finally, someone could object that surveillance in the digital age is unproblematic because it’s done with the consent of the population. I will respond to these objections in turn.


But it’s an algorithm


An algorithm is a series of instructions that tell a computer what to do. Algorithms are sifting through our personal data and making decisions about us; they are increasingly ruling our lives. They filter candidates for employers; they assess loan applications for banks; they match people on dating sites; they recommend products on behalf of online businesses; they assess both teachers and students in educational institutions; they buy and sell stocks (Pasquale 2015, 129); they analyse citizens and win over their votes for political campaigns (Grassegger and Krogerus 2017); they look for terrorists; they decide what to show you on social media and search engines, and much more.

It might be comforting to think that, given that we are living in a world in which much of our personal data is being collected and analysed, it is better for privacy to have algorithms sifting through our data than it is to have humans do it. After all, nobody would blush at the thought of an algorithm “knowing” facts about our private life.

The feeling that, from the point of view of privacy, it is more worrisome to have a human look at our private information than to have an algorithm do it comes, I suspect, from the thought that algorithms are not our peers (Véliz 2021). Computer algorithms do not care about intimate details about your life the way a human might—they are not sentient beings and they do not have an understanding of social life like we do. Algorithms do not judge; they do not get excited at the sight of a naked body; they do not feel disgust or outrage; they do not stare; they do not gossip; they do not laugh at our faults. And algorithms are not moral agents; they are neither accountable not autonomous (in the philosophically rich sense of having moral autonomy).

The negative effects of invasive algorithms can be the same as the negative effects of privacy losses, however. Consider someone wanting to keep private that he is HIV positive, among other reasons, to avoid being discriminated against in a job application. Suppose he does get discriminated against on the basis of that information. If an algorithm rejected him, then it is only an issue of fairness, not of privacy. If a human being rejected him, then it is both a privacy and a fairness issue. If the cause (a piece of information) and the effects are the same, does it make sense to maintain the distinction?

It does. It is a distinction similar to that of privacy perceptions and privacy losses, which we explored in the previous chapter. Although some of the effects of algorithms having access to sensitive data are the same as the effects of privacy losses—discrimination, financial losses, etc.—these are only effects, and not part of the privacy loss itself. Moreover, privacy losses carry extra effects that are not present in the case of algorithms having access to sensitive data. Let us return to the example of the person with HIV. In the case of the prospective employer who is a human being, there is now a moral agent and a peer knowing something very sensitive about someone—she could make him feel embarrassed, she could have reason to share that information with other members of the community to harm that person, etc.

That we cannot lose privacy to algorithms is not to deny, however, that algorithmic decision-making is an important part of the surveillance apparatus.

Algorithms can impact privacy, first, by collecting personal data. Once the data is collected, it can be used against data subjects. Among other perils, it can be stolen and accessed by criminals, enemies, governments, etc. Importantly, the algorithm is not a moral agent who has decided to collect personal data: it is the human beings behind the algorithm (those who commissioned it, designed it, and implemented it) who are responsible for the collection of personal data, and the violation of people’s right to privacy if that data collection doesn’t happen for a justified reason and with people’s meaningful consent.

Second, algorithms impact privacy because they can infer sensitive information from non-sensitive information. In the not-too-distant past, for someone to invade a person’s health information, they had to break into their doctor’s office, or steal records from a hospital. Today, one can infer someone’s state of health through accessing their shopping records, browsing history, social media posts, location data, or all of the above.

Although there will always be some degree of uncertainty regarding the truth of inferences, in some cases, inferences can be accurate with a high degree of probability. If you know someone has a master’s degree, it is likely that she has an undergraduate degree as well. It is not impossible to get the former without the latter, but it is rare. If you know a woman has a child who shares her genes, then it is likely that she has been pregnant at some stage in her life. The child could have been born from a surrogate mother, of course, but such cases are rare. Other inferences may be much more uncertain, but companies can nonetheless treat them as certain (e.g., treat someone with a 75 per cent chance of being x as being x). Placing people in categories and trying to predict their behaviour is part of an effort to automatise that which defies taxonomies; “forcing order (…) brings forth harm and injustice to those at the margins (Birhane 2021).

Algorithms, then, do represent a threat to privacy, but only indirectly, by collecting data and inferring sensitive information. For this reason, it still makes sense to say that, for privacy reasons, we do well in shielding our information from prying algorithms. If our data is being collected, and if sensitive information is being inferred about us, our right to privacy is being violated, not by algorithms themselves, but by the people who access that data or put themselves in a position in which they can access that data. Furthermore, more human beings may be accessing personal data than tech companies might want us to think.

It is sexy and impressive for a company to say that they are using artificial intelligence to power their data analysis. Although tech companies make an effort to portray their technologies as extra smart and “autonomous,” more often than you might imagine, human beings are the puppeteers behind the machines. It is so difficult and expensive to build systems that are completely run by artificial intelligence, that some tech companies end up getting human beings to do work by complementing, training, or entirely substituting algorithms.

App developers who have access to inboxes often go through emails themselves (Solon 2018); human beings often hide behind chatbots and so-called “artificial intelligence personal assistants” (Huet 2016), Amazon workers are listening to what you tell Alexa in an effort to train their algorithm (Day, Turner, and Drozdiak 2019). Making people believe that they are sharing information only with computers is particularly problematic given that research suggests that we tend to disclose more sensitive information when we think we are talking to a machine (Lucas et al. 2017).

It is uncertain whether one day there will be data systems that are completely run by machines. Some experts think that for some privacy-sensitive tasks, such as moderating content online, we will always need human beings (Vincent 2019). Whatever the case may be, as long as human beings can access personal data, algorithms that collect and analyse data are a threat to privacy. Even if there were data black boxes that were completely sealed off to human beings, privacy-related risks such as discrimination remain, and the right to privacy is violated by unjustifiably gaining easy access to people’s personal data. Power relations between parties change when one party is collecting the personal data of the other.


The radically transparent society


Tech enthusiasts will sometimes suggest that, in a completely transparent society, privacy wouldn’t be necessary anymore. The view comes up often enough in conversations with computer scientists and technologists that it’s worth taking it seriously.

David Brin begins his book, The Transparent Society (1998), by asking his readers to imagine two cities. Both cities are technologically sophisticated, and street crime has nearly disappeared from both towns. Tiny cameras observe all pedestrians in both cities. In city number one, the camera footage gets sent to police or government headquarters, where security officers or “agents of some mysterious bureau” process images, identify citizens, and act in consequence. In contrast, in city number two, the camera footage can be accessed by anyone through their smartphone.3 “Here a late-evening stroller checks to make sure no one lurks beyond the corner she is about to turn. Over there a tardy young man dials to see if his dinner date still waits for him by a city fountain. A block away, an anxious parent scans the area to find which way her child wandered off” (Brin 1998, 4).

In the second city, cameras accessible to all citizens would be placed in the police camera control room to make sure authorities are on the lookout for crimes, and only crimes. Brin argues that city number two is the better world.

Although ubiquitous and accessible-to-all cameras would be of utmost importance in a transparent society, they are also just a symbol for all kinds of data collection. For radical transparency to be achieved, society would need to go beyond visual information. We can log every location data point, every keystroke, website visit, email, conversation, etc. The key for the transparent society is that all that data be available to everyone.

The condition that ordinary citizens may monitor organizations (sousveillance) is meant to undercut the primacy of organizational surveillance. Mann, Nolan, and Wellman argue that “Sousveillance disrupts the power relationship of surveillance when it restores a traditional balance that the institutionalization of Bentham’s Panopticon itself disrupted” (2003, 347). It can neutralize surveillance by levelling the informational playing field and restoring equality.

I have already gone through many of the most important arguments against transparency in Chapter 9, and I will not repeat these here, except to remind the reader that transparency by itself does not yield accountability or trustworthiness and that too much transparency can destroy the values and practices it purports to protect.

More importantly, a life without privacy would be unbearable for the less advantaged members of society, because transparency itself often doesn’t solve power asymmetries, as we saw in Chapter 9 with the example of a former Mexican President being exposed in corruption and nothing happening except the journalists getting fired. But some proponents of radical transparency claim that it is possible to have a fully transparent society and still enjoy some privacy.

According to Brin,

a culture of openness will sustain some privacy [in a transparent society], if that is what free citizens want, and if Peeping Toms have reason to fear getting caught. Courtesy may return as an important moderating force, for the simple reason that it will make life among the cameras more bearable—and because those who don’t practice it will be found out, losing their neighbor’s good will.

I believe this balance of technology with common sense may result in a world where we are observed only about 80 percent of the time (…)

Above all, citizens will be much too busy to spend time peering at one another. They’ll have better things to do. (Brin 1998, 301)

Brin’s optimism seems misplaced. Even if the world he is describing is in the realm of logical possibility, more needs to be said, and more evidence is needed, to make his world seem like the likeliest of outcomes once a transparent society is built. Other, much darker options seem likelier. I have two main objections.

First, even if it were true that we would remain unwatched for 20 per cent of our daily lives, we might not get to choose which 20 per cent of our lives we can keep to ourselves. If our smartphones can be accessed by anyone, just like the cameras on the street, believing that one will probably be unwatched and unheard for about four or five hours a day might be of little comfort—particularly if those hours are the hours we are asleep, or doing something which we would not mind others watching. An important aspect of privacy is being able to choose it at certain times and with certain people. Knowing that one could be watched at any time has almost the same psychological consequences as being watched all the time—that’s the essence of the panopticon.

Second, we should not underestimate people’s curiosity and thirst for gossip and voyeurism. Gossip is as old as language, and there is no evidence people will get bored of it any time soon. Consider how successful reality shows and gossip TV shows are. On the contrary, our tendency to gossip can intensify considerably with increased access to people’s intimate lives. Similarly, from the armchair, one might think (quite reasonably) that people would get bored of watching porn if they had unlimited access to it. As internet trends show, however, appealing to people’s most basic instincts does not seem to grow old. Imagine if people had facilitated access to other people’s homes (through knowledge of their address, access to their smartphones, etc.). I find it hard to believe a significant number would not take advantage of that facilitated access for nefarious purposes.

Brin is not always as optimistic as in the quotation above. At one point he admits that “Busybodies will gossip, but,” he adds, at least “you’ll know their secrets” (1998, 334). Knowing other people’s secrets in exchange for giving up one’s own may not be of much comfort for the shyest among us, as well as those who are less prone to prying into other people’s lives. Having an exhibitionist watch one in the intimacy of one’s home in exchange for being able to watch him back does not sound like a desirable prospect for most people (I hope).

Furthermore, when it comes to embarrassment, not feeling judged by others, and being free from the anxiety of being looked at, privacy does not have any substitute. One might think that in a transparent world people will simply get used to sharing more personal information than we do. It would be something similar to living in a small village (Armstrong 2013b).

The lack of privacy in small villages can be suffocating, and introverts, eccentrics, and outliers suffer from it more than others. Mutual gossip does not seem to eliminate embarrassment, humiliation, shame, and stigma. The scrutiny one must endure in small villages breeds conformity. A lack of privacy also ties people to their past: villagers will never forget one’s mistakes. In contexts in which everyone knows too much about everyone else, reinventing oneself is hard.

Transparency advocates seem to be under the impression that, if everyone’s personal information can be accessed, people will not be judged harshly anymore. After all, if you make me feel bad about my mistakes, I will make you feel bad about yours; it is better that we leave each other alone. But that assumes a certain kind of equality that cannot be taken for granted. Mutual transparency does not guarantee that society’s most disadvantaged won’t be discriminated against. In most cases of face-to-face interactions, gender and race are apparent. But transparency about gender and race have not made gender and racial discrimination disappear, and I do not see how other kinds of discrimination and harsh judgements would evaporate with radical transparency.

A transparent society might work better if we were starting out from scratch. Given the highly unequal world we are stuck with as a starting point, it is hard to believe that the mighty will, first, accept transparency for themselves. And, second, if radical transparency were somehow instantiated, that they would not take advantage of it to increase their power and crush demands for more equality. Following current trends, women and minorities are likely to suffer most of the brunt of radical transparency.

Even Mann, Nolan, and Wellman admit the risk of exacerbating power imbalances:

[T]he ubiquitous total surveillance that sousveillance (…) affords is an ultimate act of acquiescence on the part of the individual. Universal surveillance/sousveillance may, in the end, only serve the ends of the existing dominant power structure. Universal sur/sousveillance may support the power structures by fostering broad accessibility of monitoring and ubiquitous data collection. (Mann, Nolan, and Wellman 2003, 347)

Radical transparency carries with it significant risks and disadvantages. It is unclear that it could be achieved; we may never be certain that the powerful will not build parallel underground systems to escape sunlight. If we fail to achieve equality and rule of law alongside transparency, we risk worsening power imbalances and abuses through the expansion of mass surveillance on ordinary people. If we do succeed in achieving full transparency, most privacy will be lost, with all the psychological and social drawbacks that would entail, and the disadvantages for organizations and politics. With no privacy, a conformist society is welcomed in which unjust power structures might be strengthened.

Let’s go back to Brin’s two cities: the one in which the cameras report to the police, and the one in which the cameras report to anyone wanting to watch. We do not need to choose between them. We can construct cities without cameras; or in which footage from cameras gets erased often and can only be accessed when it is necessary to solve a crime that has been committed or with an individual warrant when there is justified suspicion that a crime will be committed.

However, if we had to choose between the two cities, the first city seems to be superior to the second—as long as it is set in a democratic country in which police are held accountable. If there is no choice but to be watched, it is preferable to be watched by a limited group of people who are supervised and have to report to overseers who look out for citizens’ interests (e.g., elected officials, a committee of representative citizens, an ombudsman) than be watched by just anyone and potentially everyone.


What about consent?


Critics might think that, even though surveillance is extensive in the twenty-first century, it is unproblematic because it is done with the consent of the population. We agree to the terms and conditions of websites, to spyware such as cookies, we willingly carry smartphones with us, and we volunteer personal data on social media. Given that there is consent, no violation of the right to privacy is taking place, and therefore the surveillance we experience is ethical.

Consent is a powerful tool. Heidi Hurd calls it a form of “moral magic,” because it has the power to turn “a trespass into a dinner party; a battery into a handshake; a theft into a gift; an invasion of privacy into an intimate moment” (Hurd 1996, 123). Consent can transform what would otherwise be morally unacceptable into something that is morally acceptable.

In offline settings, consensual losses of privacy do not amount to violations of the right to privacy. If I willingly tell something private to my friend, no violation has occurred. Unfortunately, the power that we confer to consent in the offline world does not translate well to the online world of big data.

One of the most common defences that big tech companies use against privacy criticisms is that users are consenting to the collection of their personal data. But the consent we give to data collection is not meaningful, because it rarely fulfils two necessary conditions: that it be voluntary and informed. It is also unclear whether individuals have the moral authority to consent to data collection. I’ll analyse each of these difficulties in turn.

Consent is not freely given because often people do not feel like they have the freedom to opt out. Most tech companies have invasive terms and conditions, and opting out of them means not being able to use platforms that have become standard services necessary to be a full participant in one’s society (e.g., necessary for getting an education, fulfilling one’s duties at work, etc.). Ordinary citizens cannot afford to do without a videocall platform that is used by most employers.

Furthermore, consent to data collection is very rarely informed. Reading the entirety of the privacy policies of the websites you interact with would amount to a full-time job. Even if you had the time to read them, however, you would likely not understand the technicalities, unless you are a data protection lawyer. Current consent practices put too heavy a burden on the shoulders of ordinary citizens. It’s analogous to asking people to certify themselves that the food they buy in the supermarket is edible.

Privacy policies are notorious for being documents designed, not to protect consumers, but to minimize the liability of companies. (Proof of this interpretation is that privacy policies often contain the disclaimer that the terms and conditions you are signing may change at any time.)

Even if you managed to understand the technicalities of what you are accepting, privacy policies are more often than not too vague to provide enough information for meaningful consent (e.g., they typically allude to sharing unspecified personal data with unnamed “third parties”).

Perhaps more important, not even data scientists could provide meaningful consent to giving up their data, because big data is designed to reveal unforeseen correlations and inferences, which implies that there will be a significant degree of uncertainty about future findings. Data subjects cannot be told about future uses and consequences of their data because not even researchers can know what kind of correlations may be unveiled, nor can they guarantee how this data will be used. This last problem could be somewhat ameliorated if data collectors establish an expiry date after which time the data will be deleted, and if they make explicit the kinds of inferences that they will be looking for.

A final problem with consent is that, given the collective aspect of privacy, arguably, individuals do not have the moral authority to give away their personal data whenever that data contains personal information about other people (e.g., as in the case of genetic data) or whenever the loss of privacy will have collective consequences (e.g., as in the case of Cambridge Analytica). That is one reason why personal data should not be thought of as private property—individuals do not have the moral authority to sell their data like they have a moral authority to sell their property (Véliz 2020a).

The right to privacy is a right of the individual against other people, corporations, and the state. Individuals have an interest in having privacy because it protects them from abuses of power. But society also has an interest in people protecting their privacy, because privacy protects collective values like equality, freedom, and democracy. As Daniel Solove puts it, “There are certain rights we cannot bargain away because they are not mere individual possessions but are important for the structure of society as a whole” (Solove 2001, 1454–1455).

Consent has traditionally been thought of as a tool to protect people’s autonomy, but, as we can see, it mostly fails in that task when it comes to big data and privacy. A better way to protect autonomy in the digital age might be to focus on something like a contractualist value of choice theory. On this account, personal data collection would be justified when it works towards offering opportunities to people so they can “make choices that achieve their ends without undue risk of harm to themselves or others” (Wolmarans and Voorhoeve 2022).

The complexities of big data and AI are such that consent is a limited tool in protecting the right to privacy. Consent still has a role to play, as I will argue in the conclusion to this chapter, but it cannot be what does most of the work in protecting citizens and society.


5. What to do


We need measures beyond consent to better protect privacy. Three of the most effective ways of lessening losses of privacy in the current environment would be through data minimization, storage limitation, and banning the trade in personal data.


Data minimization


The principle of data minimization involves collecting only the bare minimum necessary personal data for a particular purpose. Despite being part of the European General Data Protection Regulation (GDPR), it is not commonly followed, partly due to the legality of selling personal data, partly due to there being legal loopholes (like appealing to “legitimate purpose” to justify data collection). To make data minimization practical, the trade in personal data needs to be banned, and we must narrow down what can count as legitimate reasons for data collection. One option is to specify that personal data can only be collected in order to benefit data subjects.

To achieve effective data minimization, default settings should be configured to collect minimal or no personal data. Most people will stick to default settings. This approach would eliminate the need for individuals to repeatedly decline data collection requests, thereby saving people time and promoting better privacy practices at once. Opt-in data collection would be remembered, so it would only need to be done once.

Something that should be included as part of data minimization is not only minimizing the collection of personal data, but minimizing the creation of personal data. As we have seen, the term “data collection” misleads by obscuring the moral responsibility of creating personal data.

Institutions thirsty for knowing more about us can escape the limits we have set for them through inferring, rather than collecting, sensitive information about us. The digital trails we leave behind as we interact with technology are routinely treated as samples of behaviour that are then used to make inferences about us. Algorithmic sensitive inferences are an instance of personal data creation.

Cognitive problems can be identified by how quickly people type on their phone, the errors they make, and how fast they scroll down their list of contacts (Metz 2018). Facebook “likes” have been used to infer sexual orientation, ethnicity, religious and political views, personality traits, intelligence, happiness, use of addictive substances, parental separation, age, and gender (Kosinski, Stillwell, and Graepel 2013). Patterns of eye movements can be used to detect dyslexia. Your walking pace, measured by the accelerometer in your smartphone, can be used to infer your life expectancy. Your posts on social media and your facial expressions can be used to uncover depression. And the list goes on (Burr and Cristianini 2019).

Other things being equal, institutions should be banned from using algorithms to infer sensitive data from non-sensitive data. That kind of practice amounts to the same as collecting personal data and should be treated as such.

In cases in which drawing sensitive inferences from non-sensitive data is justified (e.g., for medical purposes, with the consent of the patient), institutions should need to prove that inferring that data is necessary to benefit the data subject, and that the inferences are accurate and reliable enough to actually help the data subject.


Storage limitation


The principle of storage limitation, which is also part of the GDPR, is closely related to data minimization. It requires personal data to not be stored longer than necessary. However, if the trade in personal data is allowed, storing data indefinitely becomes attractive, as one can always hope to sell that personal data time and again. Once the trade in personal data has been banned and acceptable purposes for collecting personal data have been established, most personal data should only be collected if there is a plan to delete it once it is no longer needed (with few exceptions, like birth records).

Storing personal data indefinitely is a recipe for disaster for at least two reasons. First, personal data is sensitive, highly susceptible to misuse, hard to keep safe, and coveted by many. The longer personal data is stored, the likelier it is that it will end up being misused. Second, forgetting plays an important social role.

Social forgetting provides second chances. Expunging old criminal records of minor or juvenile crimes, forgetting bankruptcies, and erasing the records of paid debts offer a second chance to people who have made mistakes. Societies that never forget tend never to forgive.

For most of history, keeping records has been difficult and expensive. Paper used to be extremely costly, and we needed a fair amount of space to store it. Writing demanded time and dedication. Such constraints forced us to choose what we wanted to remember. Only a tiny fraction of experience could be preserved, and even then, memory was shorter-lived than it is today. Back when paper was not acid-free, for instance, it disintegrated rather quickly. Such documents had an inbuilt expiry date set by the materials they were made of (Mayer-Schönberger 2009, 39–45).

The digital age has turned the economics of memory upside down. Today, it is easier and cheaper to remember it all than to forget. Once data collection became automated, and storage became so cheap that it was suddenly realistic to aspire to collect it all, we went from having to select what to remember to having to select what to forget. Since selecting takes effort, forgetting has become more expensive than remembering by default.

It is tempting to think that having more data will necessarily make us smarter, or able to make better decisions. In fact, it may impede our thinking and decision-making capabilities. Forgetting is partly an active process of filtering what is important. Not selecting what we remember means that every piece of data is given the same weight, which makes it harder to identify what is relevant in a vast field of irrelevant data (Mayer-Schönberger 2009, Ch 4).

We are collecting so much data that it is impossible for us to get a clear picture from it—our minds have not evolved to cope with such massive amounts of information. When we have too much data and we’re trying to make sense of it, we face two options. The first is to select a bit of information based on some criterion of our choosing that might make us blind to context in a way that can reduce our understanding, rather than increase it. The second common option to try to make sense out of inordinate amounts of data is to rely on algorithms as filters that can help us weave a narrative.

One challenge we face is that algorithms have no common sense to know what is important in a sea of data. One of the problems with current large language models is that they are unable to filter out what they should remember and what they should forget in a given conversation—even when a user explicitly asks it to remember something in particular (Stern 2023). The problem at heart is not a memory issue, but a lack of judgement: an AI doesn’t know what is important and what is irrelevant.

For instance, an algorithm designed to determine who is a criminal from analysing facial images might end up picking out people who are not smiling. The algorithm doesn’t have the necessary reasoning capacity to understand that, in its training data, the images of criminals provided by the police were ID photos in which people were not smiling.4 Furthermore, algorithms have been shown time and again to suffer from biases embedded in our data, in the assumptions we make about what we are trying to measure, and in our programming (Fazelpour and Danks 2021).

Handling too much data, then, can lead to less knowledge and worse decision-making. The double risks of twisting the truth and of memory being an obstacle to change combine to make permanent and extensive records about people dangerous. Such records capture people at their worst and freeze them in that image, not allowing them to fully overcome their mistakes. Old personal data can also lead us to biases tied to our history: if we use old data to determine the future, we will be prone to repeating the mistakes of our past.

We need to introduce forgetting into the digital world. That is partly the spirit behind Europe’s right to be forgotten. When Mario Costeja did a Google Search on his name in 2009, some of the first items to come up were a couple of notices from the late 1990s in the Spanish newspaper La Vanguardia. The notices were about Costeja’s house being auctioned to recover his social security debts. They had first been published in the paper edition of the newspaper, which was later digitized.

Costeja went to the Spanish Data Protection Agency to complain against La Vanguardia. He argued those notices were no longer relevant, since his debts had been settled. Having that stain linked to his name was hurting his personal and professional life. The newspaper had refused to delete the records, and the Spanish Data Protection Agency agreed with it—La Vanguardia had published those public records lawfully. But the agency did ask Google to delete the link to the auction notice. A person who has paid his debts should not be burdened with that weight for the rest of his life.

Google appealed the decision, and the case ended up in the European Court of Justice, which in 2014 ruled in favour of the right to be forgotten. Costeja’s records can still be found in La Vanguardia, but are no longer indexed in Google Search. Although the implementation of this right has given rise to doubts and criticism, its principle makes sense. A right to be forgotten protects us from being haunted by personal data that is “outdated, inaccurate, inadequate, irrelevant, or devoid of purpose, and when there is no public interest” (Powles and Chaparro 2015).


Banning the trade in personal data


Even in the most capitalist of societies we agree that certain things are not for sale. We don’t sell people, votes, organs, or the outcomes of sports matches. We should add personal data to that list. As long as we allow personal data to be sold, the incentive will be to amass and store it indefinitely, and both of these policies maximize losses of privacy.

Today, personal data is collected by corporations for many different purposes (marketing and improving services among the top ones); it then often gets sold to data brokers. Equifax is one of the largest data brokers and consumer credit reporting agencies in the world. Its data breach is one of the worst in corporate history (Hoffman 2019). In September 2017, it announced a cybersecurity breach in which criminals accessed the personal data of about 147 million American citizens. The data accessed included names, social security numbers, birth dates, addresses, and driver’s licence numbers. So far, so concerning. In February 2020, the story became even more alarming when the United States Department of Justice indicted four Chinese military people on nine charges related to the breach (which China has so far denied).

The very existence of sensitive files on internet users is a population-level risk. Many times, personal data held by data brokers is not even encrypted or well protected. Data brokers currently don’t have enough of an incentive to invest in good security, which results in risks for society and individuals.

Buying profiles from data brokers is not expensive. Bank account numbers can be bought for 50 cents, and a full report on a person can cost as little as 95 cents (Dwoskin 2014, Angwin 2014, 7). For less than $25 per month one can run background checks on everyone one knows. In May 2017, Tactical Tech and artist Joana Moll purchased a million online dating profiles from USDate, a dating data broker. The haul included almost 5 million photographs, usernames, email addresses, details on nationality, gender and sexual orientation, personality traits, and more. Although there is some doubt regarding the source of the data, there is evidence that suggests it came from some of the most popular and widely used dating platforms. It cost them €136 (about $150). That such a transaction is possible is astounding. Personal data being so valuable, so cheap, and so sensitive all at once is an explosive combination for privacy.

Part of what good regulation entails is stopping one kind of power turning into another. For instance, good regulation prevents economic power turning into political power (i.e., money buying votes, or politicians). In the same way, we need to stop the power accrued through personal data transforming into economic or political power. Personal data should benefit citizens—it shouldn’t line the pockets of corporations at the expense of citizens or democracy.

Banning the trade in personal data does not mean banning the collection or proper use of such data. Some kinds of personal data are necessary, for example, for medical treatment and research. But our health system should not be allowed to share that data, much less sell it.

Ending the trade in personal data does not mean that other kinds of data should not be shared—the ban need only apply to personal data. In fact, some non-personal data should be shared widely to promote collaboration and innovation. As computer scientist Nigel Shadbolt and economist Roger Hampson argue, the right combination is to have “open public data” and “secure private data” (Shadbolt and Hampson 2019, 318).

We need, however, stricter definitions of what counts as personal data. At the moment, legislation such as the GDPR does not apply to anonymized data. All too often, however, data that was thought to be anonymous has ended up being easily re-identified. Part of the problem is that we are not sure what techniques may be developed and used in the future to re-identify individuals in an “anonymous” database.

We also need to have a very broad understanding of what counts as a data trade. Data brokers provide personal data in exchange for money, but many other companies make data deals that are less crude. Facebook, for instance, has given other companies access to its users’ personal data in exchange for these companies treating Facebook favourably on their platforms. Facebook gave Netflix and Spotify the ability to read its users’ private messages, and it gave Amazon access to users’ names and contact information through their friends. Part of what it received in return was data to feed its invasive friend-suggestion tool, “People You May Know” (Dance, LaForgia, and Confessore 2018).

Personal data should not be part of our commercial market. It should not be sold, disclosed, transferred, or shared in any way for the purposes of profit or commercial advantage.


6. Conclusion


Digital ethics has much to learn from medical ethics (Véliz 2019b). In medical settings, there are certain options that are off the table, either because they are too exploitative or dangerous for research subjects or patients, or because they are dangerous for public health. The same should apply to certain tech practices like the indiscriminate collection and sharing of personal data: they are too dangerous for individuals and society.

In addition to the measures I defended here, there are other practices that could help, including banning personalized ads, introducing fiduciary duties for anyone who collects or manages personal data, and outlawing spyware (Véliz 2020b, Ch 5).

Those measures would put in place minimum standards for privacy. Above and beyond those guardrails, people can exercise their autonomy through meaningful consent to give up their data (e.g., on social media).5 Once people can be confident that inferences about them will not be made without their permission, that their data will not be sold or shared with third parties, that they can still use services without having to give up their personal data, and that their data has an expiry date after which it will be deleted, consent will more closely approach the ideals of being voluntary and informed. In turn, individuals should also bear in mind that each of us has duties to protect our own privacy and that of others, as we saw in Chapter 11.6

Some scholars argue that we should focus on regulating the use of personal data, rather than its collection. Solove argues that “The data itself is not good or bad. The use is what matters” and that “Data itself is not harmful or risky. It is the use of the data that is” (Solove 2023a, 46, 49). While that might ring true in theory, in practice, personal data is a toxic asset (Schneier 2016, Véliz 2020b, Ch 4)—it is risky, and it is harmful. That’s partly because not everyone will follow the law, even if you were to have an excellent law for the use of data.

Criminals are still going to try to access and misuse personal data, which makes it a risky asset in itself. Furthermore, it’s very hard to police the use of data. A prospective employer can buy a dossier of a job candidate from a data broker. Let’s imagine that the file contains the information that that person is pregnant or trying to get pregnant. She doesn’t get the job. It is illegal for the employer to discriminate against that person for wanting to have children. The employer claims they didn’t use that data that way; they just gave the job to someone who better fit the company’s culture. Often, the only way to make sure that personal data is not misused is to make sure that people don’t have access to it. There are certain experiences that should never be turned into data in the first place.

Where do these suggestions for the protection of privacy leave the notion of control in my account of the right to privacy? Control should be understood as negative control, that is, the capability of preventing someone who wants to gain access to our personal data from gaining that access (Mainz and Uhrenfeldt 2021). Insofar as measures like data minimization limit the possibilities that someone might gain access to your data, they increase your control of that data. Other advancements in privacy can also empower consent in ways that go beyond what we have today. For example, currently, there is no easy way to withdraw consent from data collection. Once you have given consent, your data gets shared so widely, that by the time you try to withdraw consent, your data has been passed on and replicated multiple times. Something like Sir Tim Berners-Lee’s project Solid—personal data pods in which data is stored and over which users have control—would allow people to instantly withdraw their data from any institution they have shared it with, thereby revoking their consent.

We can debate about the details regarding what are the necessary measures for an adequate protection of privacy and the right to privacy, but the upshot from the point of view of the ethics of privacy is that society needs to come up with some minimum standards to make sure citizens have enough privacy to sustain collective goods like equality, freedom, and democracy.
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1 https://www.ucsusa.org/resources/satellite-database

2 Milan Kundera’s novel, The Joke, is an example of how lives can get ruined for no good reason when a society loses its sense of humour.

3 Brin’s book was written before the age of smartphones, so he calls the devices used to access cameras “wristwatch televisions.”

4 I take this example from Carl Bergstrom and Jevin West’s analysis of a paper that claims that an algorithm can determine whether someone is a criminal from analysing a facial image. “Criminal Machine Learning”: https://callingbullshit.org/case_studies/case_study_criminal_machine_learning.html

5 My approach of having some minimum standards to protect privacy above and beyond which people can give consent is similar to that of Solove (2023b).

6 For advice on how individuals can protect their privacy and that of others, see Véliz (2020b, Ch 6).








Epilogue


When I started researching privacy, I didn’t feel particularly strongly about it. I hadn’t even considered its political ramifications. I got interested in privacy while researching the history of my own family in the depths of half a dozen Spanish archives. The ethics of privacy in interpersonal relationships intrigued me. That led me to research the philosophy of privacy. When I read about the definition of privacy, I was hooked by the challenge of coming up with a more satisfying account than the ones available.

An interest in the philosophy of privacy, and learning about Snowden’s revelations, quickly led me to investigate the data economy. As I delved into the topic, I gradually realized just how extensive and egregious were the privacy losses and violations of the right to privacy that we are being subjected to, and just how high the stakes are for individuals and society.

I hope to have taken the reader on this journey as well: from a descriptive look at the history, definition, and epistemology of privacy to the normative concern that we might be losing more privacy than democracy can bear.

In my previous book, Privacy Is Power, I took a strong stance in favour of privacy. The objective was to cut to the chase and warn policymakers and the public about the dangers of losing privacy. This book has a very different ambition: to offer a relatively comprehensive philosophical theory of privacy. But it is a book with practical implications too.

I have heard academics say that they miss the days that were more about “on the one hand…and on the other hand…”, when strong opinions about public affairs were rarer among academics. This book has many elements of “on the one hand…and on the other hand…”: from assessing the pros and cons of different definitions of privacy to acknowledging the value of surveillance. However, it would be intellectually dishonest of me not to take a stand when that’s where my research has led me, and I take it that one of the most important virtues of a good academic is intellectual honesty. If you are paid to think about a matter of public interest, and you see a danger that society is not addressing, isn’t it your duty to speak up?

I understand and sympathize with academics who feel more comfortable with more moderate and tentative views about public policy. But we don’t live in particularly moderate times. We live in a time of radical change that is testing the limits of democracy. The trade in personal data is not moderate; it depends on the mass violation of people’s right to privacy.

My research led me to realize that privacy is more fundamental to society than it can first appear. It is as old as humanity, universal, deeply entrenched in social norms, and vital to our wellbeing. As individuals, a culture of exposure cripples our autonomy and creativity. As social beings, it can flatten our social interactions into politically correct exchanges between public personae. A surveilled social setting in which everything can be on the record does not allow for unreservedness or true intimacy. Politically, surveillance threatens our civil liberties.

Watching someone is a way of exercising power over them. The act of surveillance is not neutral—it pressures the surveilled into conformity. It is an act of domination. We may have come a long way from the savannahs we evolved in, but it is still the case that the stare of another turns us into potential prey.

Violations of the right to privacy leave us vulnerable in three ways. First, we become vulnerable to other individuals—from cybercriminals, stalkers, and trolls, to abusive ex-partners and personal or professional enemies. Potential harms include financial loss, identity theft, online harassment, physical insecurity, and public humiliation.

Second, violations of the right to privacy make us vulnerable to private corporations that exploit the trail we leave as we navigate life. The harms thus incurred can include unjustly being denied a job, an apartment, or a loan, being charged more than what is fair, having employers encroach on the personal lives of employees, and more.

Third, violations of the right to privacy leave us vulnerable to governments and intelligence agencies. Violations of the right to privacy sustain authoritarian tendencies. They enable authorities to harass political opponents, and they risk the fabric of democracies. In a worst-case scenario, if a system of mass surveillance with detailed sensitive information collected from everyone for decades were to fall into the wrong hands, it could invest a tyrannical regime with power the likes of which we have never been seen before. The collection of so much sensitive data is putting us all at risk, as the safety and good use of that data can never be completely guaranteed.

How can we be expected to be informed citizens when we are self-censoring online out of fear? How can we enjoy the privilege of having a confidential meeting with a lawyer if we suspect our conversations are being recorded? How can we trust our doctors when our medical systems are not protecting our privacy? How can we be ourselves if anything we do that contravenes a carefully curated public image can count against us? How can we explore controversial views, probe limits, defy unfair or arbitrary rules, and stand up to authoritarian tendencies when any act of resistance or independent thinking can land us on a blacklist, unable to access vital opportunities?

We are at a crossroads—a historical moment in which key decisions are being made that will determine the role of personal data in our society for decades to come. If we do not want to live in a world in which every word we say and write, every interaction with others, every movement, every keystroke, every glance, every political opinion, every expression of love or friendship, is recorded and monetized, we have to reverse the trend of ever-increasing surveillance.

One of the reasons I love philosophy is its combination of high thought and high stakes. Philosophy is rational, conceptual, and intellectually challenging. Because of its high thought, it can seem removed from daily life—but it’s not. The philosophical ideas that underpin our ways of life matter. Philosophy informs how we live and breathe, whether we acknowledge it or not. And if we get our philosophical views wrong, we risk living wrong, in ways that are harmful to ourselves and others. When it comes to privacy, values like intimacy, autonomy, equality, and freedom are on the line. The least we can do is think carefully about what we’re doing.

Human beings are not meant to live in fishbowls. We are not products to be perpetually put on display in shop windows. Let us not surrender the ability to write a diary, read an incendiary book, research a sensitive topic, talk in confidence, make fools of ourselves, break taboos, or enjoy intimacy with another person with the peace of mind that comes from knowing that no one is watching.
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