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Introduction

Carissa Véliz

The Handbook

The last decade witnessed a drastic change in attitudes concerning the digital: from tech hype to techlash. Scandals such as the Cambridge Analytica affair, and questionable practices related to algorithmic decision-making, the commodification of personal data, and the design of persuasive technologies have resulted in anxiety about the digital age. As concern has grown, more has been written inside and outside academia about the rights and wrongs of all things digital. Much of what has been written about digital ethics or AI ethics, however, has not been produced under the purview of practical ethics. This volume seeks to remedy that.

The ambition for The Oxford Handbook of Digital Ethics is to be the ultimate source for state-of-the-art scholarship in the emerging field of digital ethics. The book offers a rigorous, research-oriented, comprehensive, and up-to-date academic view of the discipline from the perspective of practical ethics.

Although the handbook is firmly grounded in philosophy and practical ethics, it draws from and aspires to contribute to related fields, including computer science, engineering, public policy, law, science and technology studies, anthropology, sociology, and media and information studies. While academic, it is nonetheless accessible for a broader public, introducing some of the most important challenges society is facing in relation to digital technologies: from fake news, online shaming, and trolling to questions of friendship, love, and sex in the digital age; from the ethics of persuasive technology, AI and value alignment, and concerns about fairness to issues related to cybersecurity, privacy, and surveillance; from health and AI to concerns about the future of work and democracy, and more.

The Title

The title of his handbook could have substituted ‘digital ethics’ with ‘AI ethics’, ‘data ethics’, or ‘computer ethics’.

The field of computer ethics has a history going back at least to the 1970s. While today’s work on digital ethics is a close younger cousin of that work, it is not a direct descendant in the topics it covers or the approach it takes. Furthermore, many of the ethical issues today are more about how people interact with technology than about computers per se. A search for the term ‘computer ethics’ on Google’s Ngram Viewer reveals that the term rocketed in the 1980s, peaked in 2006, and seems to be falling into disuse, although it is still a more commonly used term than ‘digital ethics’ or ‘AI ethics’. Perhaps its decline is partly explained by our ceasing to think of digital technologies such as smartphones and smartwatches as computers, even though they are arguably more of a computer than they are a phone or a watch. ‘Computer ethics’ puts the emphasis on machines, but the machines are increasingly becoming invisible to us.

The term ‘AI ethics’, in contrast, is growing in popularity. However, even though AI (artificial intelligence) is indisputably one of the main characters of the digital age, the term is slightly misleading. Much of the ethical problems arise from technologies that are not AI. Sometimes it’s a badly designed spreadsheet that causes the problem, or intrusive data collection. Similarly, ‘data ethics’ emphasizes a vital element of the digital technological toolbox, but only one element. The problem of the future of work, for instance, does not obviously fit under the umbrella of data ethics.

The term ‘digital ethics’ aims to encompass AI ethics, data ethics, and other more specific areas of research like robot ethics. It refers to the study within practical ethics of the issues that arise in the design, implementation, and interaction with digital technologies. ‘Digital’ includes whatever has been translated into ones and zeros (the building blocks of code); it involves or is related to the use of computing, and stands in opposition to the world of the analogue. Although ‘digital’ makes indirect reference to data (binary digits represent data), it goes well beyond it and reminds us of the contrast with the analogue, and how those differences have ethical implications. Social media posts, for instance, are able to spread so rapidly by virtue of their being digital. If we had to copy each message by hand, as we used to with analogue technology, fake news and public shaming would be less of a problem.

The Emergence of Digital Ethics

Even though there has always been a component of practical ethics in ethics —the branch of philosophy dedicated to the question of how we ought to live— it did not come into its own as a subdiscipline within academic philosophy until the 1970s. Practical ethics reflects on and attempts to suggest solutions to the moral dilemmas that individuals and societies face in everyday life. It deals with questions related to matters of life and death, healthcare, the environment, business, and now, digital technologies.

One of the crucial elements that played a part in the consolidation of practical ethics as a subdiscipline was the progress of medical ethics. In turn, two factors contributed to the development of medical ethics: scandals and new technology. Medical scandals such as the Tuskegee Syphilis Experiment —in which researchers did not treat subjects with syphilis for decades despite treatment being available— highlighted the need to establish ethical standards and regulation. In addition, new technology was confronting healthcare professionals with ethical conundrums for which there were no obvious solutions. The mechanical ventilator, for instance, faced doctors with warm, heart-beating bodies whose brain was no longer working but whose organs could be procured for transplantation; that forced a rethink of the concept of death and the development of the ethics of organ transplantation. In short, medical ethics took off because there were practical demands that needed to be met, and it was clear that the burden should not lie solely on the shoulders of healthcare professionals whose expertise is in keeping people healthy, not resolving ethical dilemmas.

In a matter of a few years, medical ethics went from being a somewhat obscure interest to becoming a thriving subdiscipline with its own academic journals, anthologies, specialized programmes, degrees, and practices. When I was studying practical ethics as an undergraduate, I felt a pang of wistfulness thinking about the pioneers of medical ethics. How exciting it must have been, I thought, to be a philosopher and be called upon to give answers to novel real-life problems that needed urgent solutions. Little did I know.

Today, digital ethics is encountering both scandals —leaks, hacks, misuse of data, and sexist and racist algorithms— and new technologies that are creating ethical dilemmas. Digital ethics has much to learn from medical ethics—from its successes as well as its failures. But digital ethics spans a much broader horizon which includes not only public policy but political philosophy and geopolitics. One of the characteristics of the digital that makes it so powerful is that it can scale incredibly quickly, which creates systemic effects. When most offices around the world use the same algorithm or a version of the same algorithm, the impact of the design of that algorithm can be enormous. Furthermore, data and AI are being used as pawns and knights in the global game of geopolitical chess. In addition to being more political, the digital context is also more dominated by private forces. Arguably, one of the shortfalls of medical ethics has been its failure to curb some of big pharma’s bad practices. The challenge society faces with big tech is even more formidable.

For all its faults, however, half a century after the establishment of medical ethics, medical ethics codes and best practices are well established, there are hardly any hospitals around the world without an ethics committee, and almost no healthcare students graduating without some sense of the issues at stake in medical ethics. All of it has contributed to avoiding much unnecessary suffering. We should expect nothing less of digital ethics in the next few decades.

One of the roles of ethics is to supply a grounding for good regulation and the development of best practices. Even though big tech often refers to its developments as ‘inevitable’, no technology is inevitable, and every device we have ever invented could have had a different design. Once something is invented, marketed, and is successful, however, it can remain in usage for a long time, even if it has been shown to be detrimental to people’s health and wellbeing, and even when better alternatives are possible (e.g. gasoline and diesel cars). That is why building ethics into the very fundamentals of digital design is of vital importance. If we get things right from the start, we can have a huge positive impact on people’s chances of having a good life now and in the future. If we fail to think through the ethical implications of the digital technologies we are developing now, we could be hampered by toxic consequences for decades to come.

Digital ethics is becoming mainstream for good reason. It is here to stay. Our ways of life, democracies, and wellbeing depend on how well we think through it and implement it. The Oxford Handbook of Digital Ethics is intended as a cornerstone in this work.
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Part I

Ethical Theories and Digital Ethics


CHAPTER 1

The History of Digital Ethics

Vincent C. Müller

Introduction

The history of digital ethics as a field was strongly shaped by the development and use of digital technologies in society. This digital ethics often mirror the ethical concerns of the pre-digital technologies that were replaced, but in more recent times, digital technologies have also posed questions that are truly new. When ‘data processing’ became a more common activity in industry and public administration in the 1960s, the concerns of ethicists were old issues like privacy, data security, and power through information access. Today, digital ethics involves old issues that took on a new quality due to digital technology, such as surveillance, news, or dating, but it also covers new issues that did not exist at all, such as automated weapons, search engines, automated decision-making, and existential risk from artificial intelligence (AI).

The terms used to name the expanding discipline have also changed over time: we started with ‘computer ethics’ (Bynum 2001; Johnson 1985; Vacura 2015), then more abstract terms like ‘information ethics’ were proposed (Floridi 1999), and now some use the term ‘digital ethics’ (Capurro 2010), as this Handbook does. We also have digital ethics for particular areas, such as ‘the ethics of AI’, ‘data ethics’, ‘robot ethics’, etc.

There are reasons for these changes: ‘computer ethics’ now sounds dated because it focuses attention on the machines, which made good sense when they were visible, big boxes but began to make less sense when many technical devices invisibly included computing and the location of the processor became irrelevant. The more ambitious notion of ‘information ethics’ involves a digital ontology (Capurro 2006) and faces a significant challenge to explain the role of the notion of ‘information’; see (Floridi 1999) versus (Floridi and Taddeo 2016). Also, the term ‘information ethics’ is sometimes used in contexts in which information is not computed, for example, in ‘library and information science’. Occasionally, one hears the term ‘cyberethics’ (Spinello 2020), which specifically deals with the connected ‘cyberspace’—probably now an outdated term, at least outside the military. In this confusion, some people use ‘digital’ as the new term, which captures the most relevant phenomena and moves away from the machinery to their use. One might argue that the process of ‘computing’ is still fundamental but that we will probably soon care less about whether a device uses computing (analogue or digital)—like we do not care much which energy source the engine in a car uses. The notion of ‘data’ will continue to make sense, but, in the future, I suspect that terms like ‘computing’ and ‘digital’ will just merge into ‘technology’.

Given that this Handbook already has articles on the current state of the art, this article tries to provide historical context, both in debates during the early days of information technology (IT) from the 1940s to the 1970s, when IT was an expensive technology available only in well-funded central ‘computation centres’; then roughly the 1980s to the early 2000s, with networked personal computers entering offices and households; finally, the past fifteen years or so with ‘smart’ phones and other ‘smart’ devices being used privately—for new purposes that emerge with the devices.

This article is structured around two ideas, namely, that (a) technology drives ethics and (b) many issues that are now part of ‘digital ethics’ predate digital technology. There is a certain tension between these two ideas, however, so the discussion will try to disentangle when and in what sense ‘technology drives ethics’ (e.g. by posing new problems, by revealing old ones, or even by effecting ethical change) and when that ‘drive’ is specific to ‘digital’ (computing) technology. I start on the assumption that (b) is true, thus the article must begin before the invention of digital technology, in fact, even before the invention of writing. We will return to these two ideas in the conclusion.

I propose to divide history into three main sections: pre-digital modernity (before the invention of digital technology), digital modernity (with digital technology but analogue lives), and digital post-modernity (with digital technology and digital lives). The hope is that this organization matches the social developments of these periods, but I make no claim that the terminology used here is congruent with a standard history of digital society. In each section, we will briefly look at the technology and then at digital ethics. Finally, it may be mentioned that there are significant research desiderata in the field; a detailed history of digital ethics, and indeed of applied or practical ethics, is yet to be written.

Pre-digital modernity: Talking and writing

Technology and society

A fair proportion of the concerns of classical digital ethics are about informational privacy, information security, power through information, etc. These issues existed long before the computing age, in fact before writing was invented—after all, they also feature in village gossip.

One significant step in this timeline, however, was the beginning of symbols and iconic representations from cave paintings onwards (cf. Sassoon and Gaur 1997). These allowed records that do not immediately vanish to be maintained, as speech does, some of which can be transported to another place. It may be useful to differentiate (a) representation for someone, or intentional representation, and (b) representation per se, when something represents something else because that is its function in a system (assuming this is possible without intentional states). The word ‘tree’, pronounced by someone, is an intentional representation (type 1); the non-linguistic representation of a tree in the brain of an organism that sees the tree is a non-intentional representation (type 2) (Müller 2007). Evidently, one major step that is relevant for digital ethics was the invention and use of writing—for the representation of natural language but also for mathematics and other purposes. Symbols in writing are already digital; that is, they have a sharp boundary with no intermediate stages (something is either an ‘A’ or a ‘B’, it cannot be a bit of both) and they are perfectly reproducible—one can write the exact same word or sentence more than once.

In a further step, the replication of writing and images in print multiplies the impact that goes with that writing—what is printed can be transported, remembered, and read by many people. It can become more easily part of the cultural heritage. A further major step is the transmission of speech and symbols over large distances and then to larger audiences through telegraph, mail, radio, and TV. Suddenly, a single person speaking could be heard and even seen by millions of others around the globe, even in real time.

Ethics

There is a significant body of ethical and legal discussion on pre-digital information handling, especially after the invention of writing, printing, and mass communication. Much of it is still the law today, such as the privacy of letters and other written communication, the press laws, and laws on libel (defamation). The privacy of letters was legally protected in the early days of postal services in the early eighteenth century, for example, in the ‘Prussian New Postal Order’ of 1712 (Matthias 1812: 54). Remarkably, several of these laws have lost their teeth in the digital era without explicit legal change. For example, email is often not protected by the privacy of letters, and online publications are often not covered by press law.

The central issue of privacy, often connected with ‘data protection’, started around 1900 (Warren and Brandeis 1890), developed into a field (Hoffman 1973; Martin 1973; Westin 1968) and is still a central topic of discussion today; from classical surveillance (Macnish 2017), governance (Bennett and Raab 2003), and ethical analysis (Roessler 2017; van den Hoven et al. 2020) to analysis for activism (Véliz 2020). This is an area where the law has not caught up with technical developments in such a way that the original intentions could be maintained—it is not even clear that these intentions are still politically desired.

The power of information and misinformation was well understood after the invention of printing but especially after the invention of mass media like radio and TV and their use in propaganda—media studies and media ethics became standard academic fields after the Second World War. Media ethics is still an important aspect of digital ethics (Ess 2014), especially the aspect of the ‘public sphere’ (Habermas 1962).

Apart from this tradition of more ‘societal’ ethics, there is a more ‘personal’ kind of ethics of professional responsibility that started in this area—and had an impact in the digital era. The influential Institute of Electrical and Electronics Engineers (IEEE, initially American Institute of Electrical Engineers, AIEE) adopted its first ‘Principles of Professional Conduct for the Guidance of the Electrical Engineer’ in 1912 (AIEE 1912). ‘Engineering ethics’ is thus older than ethics of computing—but, interestingly, the electrical and telephone industries in the United States managed to get an exception to the demand that engineers hold a professional licence (PE). This move may have had a far-reaching impact into the computer science of today, which usually does not see itself as a discipline of engineering, and bound by the ethos of engineers—though there are computer scientists that would want to achieve recognition as a profession and thus the ethos of ‘being a good engineer’ (in many countries, engineering has high status and computer science degrees are ‘diplomas in engineering’).

Up to this point, we see the main ethical themes of privacy and data security, power of information, and professional responsibility.

Digital modernity: Digital ethics in IT

Technology and society

As a rough starting point in this part of the timeline, one should take the first design for a universal computer with Babbage’s ‘analytic engine’ in about 1840; the first actual universal computer was feasible only when computers could use electronic parts, starting with Zuse’s Z3 in 1941, followed by the independently developed ENIAC in 1945, and the Manchester Mark I in 1949 and then many more machines, mostly due to military funding (Ifrah 1981). All major computers since then have been electronic universal digital computers with stored programs. Shortly after the Second World War came the beginnings of the science of ‘informatics’ with ‘cybernetics’ (Ashby 1956; Wiener 1948) and C.E. Shannon’s ‘A Mathematical Theory of Communication’ (Shannon 1948). In 1956, J. McCarthy, M.L. Minsky, N. Rochester, and C.E. Shannon organized the Dartmouth conference on ‘Artificial Intelligence’, thus coining the term (McCarthy et al. 1955). Less than ten years later, H. Simon predicted, ‘Machines will be capable, within 20 years, of doing any work that a man can do’ (Simon 1965: 96). In 1971, integrated processor (microprocessor) computers started, with all integrated circuits in one microchip. This technology effectively started the modern computer era. Up to that point, computers had been big and very expensive devices, only used by large corporations, research centres, or public entities for ‘data processing’; from the 1980s, ‘personal computers’ were possible (and had to be labelled as such).

Ray Kurzweil has put the development from the Second World War to the present with characteristic panache:


Computers started out as large remote machines in air-conditioned rooms tended by white coated technicians. Subsequently they moved onto our desks, then under our arms, and now in our pockets. Soon, we’ll routinely put them inside our bodies and brains. Ultimately we will become more nonbiological than biological.

(Kurzweil 2002)



Ethics

Professional ethics

The first discussions about ethics and computers in digital modernity were about the personal ethics of the people who work professionally in computing—what they should or should not do. In that phase, a computer scientist was an expert, rather like a doctor or a mechanical engineer, and the question arose whether the new ‘profession’ needed ethics. These early discussions of computer ethics often had a certain tinge of moralizing, of having discovered an area of life that had escaped the attention of ethicists so far, but where immorality, or at least some impact on society, looms. In contrast to this, professional ethics today often take the more positive approach that practitioners face ethical problems that expert analysis might help to resolve. This suspicion of immorality was often supported by the view of practitioners that our technology is neutral and our aims laudable, thus ‘ethics’ is not needed—a naïve view one finds even today.

The early attempts at professional ethics moved into computer science quite early in the discipline; for example, the US Association for Computing Machinery (ACM) adopted ‘Guidelines for Professional Conduct in Information Processing; in 1966 and Donn Parker pushed this agenda in his discipline in the ensuing years (Parker 1968). The current version is called the ‘ACM Code of Ethics and Professional Conduct’ (ACM 2018).

Responsible technology

The use of nuclear (atomic) bombs in the Second World War and the discussion about the risk of generating electricity in nuclear power stations from the late 1950s fuelled the increasing concern about the limits of technology in the 1960s. This political development is closely connected to the political developments in ‘the generation of 1968’ on the political left in Europe and the United States. The ‘Club of Rome’ was and is a group of high-level politicians, scientists, and industry leaders that deals with the basic, long-term problems of humankind. In 1972, it published the highly influential book, The Limits to Growth: A Report for the Club of Rome’s Project on the Predicament of Mankind (Club of Rome 1972). It argued that the industrialized world was on an unsustainable trajectory of economic growth, using up finite resources (e.g. oil, minerals, farmable land) and increasing pollution, with the background of an increasing world population. These were the views of a radical minority at the time, and even today they are still far from commonplace.

This report and other similar discussions fuelled a generally more critical view of technology and the growth it enables. They led to a field of ‘technology assessment’ in terms of long-term impacts that has also dealt with information technologies (Grunwald 2002). This area of the social sciences is influential in political consulting and has several academic institutes (e.g. the Karlsruhe Institute of Technology). At the same time, a more political angle of technology is taken in the field of ‘Science and Technology Studies’ (STS), which is now a sizable academic field with degree programmes, journals, and conferences. As books like The Ethics of Invention (Jasanoff 2016) show, concerns in STS are often quite similar to those in ethics, though typically with a more ‘critical’ and more empirical approach. Despite these agreements, STS approaches have remained oddly separate from the ethics of computing.

Concerns about sustainable development, especially with respect to the environment, have been prominent on the political agenda for about forty years and they are now a central policy aim in most countries, at least officially. In 2015, the United Nations adopted the ‘2030 Agenda for Sustainable Development’ (United Nations 2015) with seventeen ‘Sustainable Development Goals’. These goals are now quite influential; for example, they guide the current development of official European Union policy on AI. The seventeen goals are: (1) no poverty; (2) zero hunger; (3) good health and well-being; (4) quality education; (5) gender equality; (6) clean water and sanitation; (7) affordable and clean energy; (8) decent work and economic growth; (9) industry, innovation, and infrastructure; (10) reducing inequality; (11) sustainable cities and communities; (12) responsible consumption and production; (13) climate action; (14) life below water; (15) life on land; (16) peace, justice, and strong institutions, and (17) partnerships for the Goals.

Control

It had also been understood by some that science and engineering generally pose ethical problems. The prominent physicist, C.F. v. Weizsäcker predicted in 1968 that computer technology will fundamentally transform our lives in the coming decades (Weizsäcker 1968). Weizsäcker asked how we can have individual freedom in such a world, ‘i.e. freedom from the control of anonymous powers’ (439). At the end of his article, he demands a Hippocratic oath for scientists. Soon after, Weizsäcker became the founding Director of the famous Max Planck Institute for Research into the Life in a Scientific-Technical World, co-directed by Jürgen Habermas since 1971. At that time, there was clearly a sense with major state funders that these issues deserved their own research institute.

In the United States, the ACM had a Special Interest Group ‘Computers & Society’ (SIGCAS) from 1969—it is still a significant actor today and still publishes the journal Computers and Society. Norbert Wiener had warned of AI even before the term was coined (see Bynum 2008: 26–30; 2015). In Cybernetics, Wiener wrote:


[ … ] we are already in a position to construct artificial machines of almost any degree of elaborateness of performance. Long before Nagasaki and the public awareness of the atomic bomb, it had occurred to me that we were here in the presence of another social potentiality of unheard-of importance for good and for evil.

(Wiener 1948: 28)



Note that the atomic bomb was a starting point for a critical view on technology in his case, too. In his later book, The Human Use of Human Beings, he warns of manipulation:


[ … ] such machines, though helpless by themselves, may be used by a human being or a block of human beings to increase their control over the rest of the race or that political leaders may attempt to control their populations by means not of machines themselves but through political techniques as narrow and indifferent to human possibility as if they had, in fact, been conceived mechanically.

(Wiener 1950)



Thus, in this phase, professional responsibility gains prominence as an issue, the notion of control through information and machinery comes up as a theme, and there is a general concern about the longer-term impacts of technology.

Post-modernity

Technology and society

In this part of the timeline, from 1980 to today (2021), I will use a typical university student in a wealthy European country as an illustration. I think this timeline is useful because it is easy to forget how the availability and use of computers have changed in the past decades and even the past few years. (If this text is read a few years after writing, it will seem quaintly old-fashioned.) We will see that this is the phase in which computers enter peoples’ lives and digital ethics becomes a discipline.

In the first half of the 1980s, a student would have seen a ‘personal computer’ (PC) in a business context, and towards the end of the 1980s they would probably own one. These PCs were not connected to a network, unless on university premises, so data exchange was through floppy disks. Floppy disks held 360KB, later 720 KB and 1.44 MB; if the PC had a hard drive at all, it would hold ca. 20–120 MB. After 1990, if private PCs had network connections, that would be through modem dial-in on analogue telephone lines that would mainly serve links to others in the same network (e.g. CompuServe or AOL), allowing email and file-transfer protocol (ftp). Around the same time, personal computers moved from a command-line to a graphic interface, first on MacOS, then on MS Windows and UNIX. Students would use electrical typewriters or university-owned computers for their writing until ca. the year 2000, and often even later. The first worldwide web (WWW) page came online in 1990 and institutional web pages became common in the late 1990s; around the same time a dial-in internet connection at home through a modem became affordable, and Google was founded (1998). After 2000, it became common for a student to have a computer at home with an internet connection, though file exchanges would still be mostly via physical data carriers. By ca. 2010, the internet connection would be ‘always on’ and fast enough for frequent use of www pages, and video; by ca. 2019, it would be fully digital (ISDN, ASDL, …) and its files would often be stored in the ‘cloud’, that is, spaces somewhere on the internet. Fibre-optic lines started to be used around 2020. With the COVID-19 pandemic over 2020–2022, cooperative work online through live video became common.

Mobile phones (cell phones) became commonly affordable by students in the late 1990s, but these were just phones, increasingly miniaturized. The first ‘smart’ phone, the iPhone, was introduced in 2007. Around 2015, a typical student would own such a smartphone and would use that phone mostly for things other than calls; essentially as a portable tablet computer with wi-fi capability (but it would be called a ‘phone’, not a ‘computer’). After 2015, the typical smartphone would be connected to the internet at all times (with 3G). The frequent use of the web-over-phone internet became affordable around 2018/2019 (with 4G), so around 2020 video calls and online teaching became possible and useful.

The students born after ca. 1980 (i.e. at university from around 2020) are often called ‘digital natives’, meaning that their teenage and adult lives took place when digital information processing was commonplace. To digital natives, pre-digital technologies like print, radio, or television, feel ‘old’, while for the previous generations, digital technologies feel ‘new’. This generational difference may also be one of the few cases where technological change drives actual ethical change, for example, in that digital natives are not worried about privacy in the way older generations are.

Together with smartphones, we now (2022) also begin to have other ‘smart’ devices that incorporate computers and are connected to the internet (soon with 5G), especially portables, TVs, cars, and homes—also known as the ‘Internet of Things’ (IoT). ‘Smart’ superstructures like grids, cities, and roads are being deployed. Sensors with digital output are becoming ubiquitous. In addition, a large part of our lives is digital (and thus does not need to be captured by sensors), much of it conducted through commercial platforms and ‘social media’ systems. All these developments enable a surveillance economy where data is a valuable commodity (as discussed in other chapters in this Handbook).

While a ‘computer’ was easily recognized as a physical box until ca. 2010, it is now incorporated into a host of devices and systems and often not perceived as such; perhaps even designed not to be noticed (e.g. in order to collect data). Much of computing has become a transparent technology in our daily lives: we use it without special learning and do not notice its existence or that computing takes place: ‘The most profound technologies are those that disappear’ (Weiser 1991: 94).

For the purposes of digital ethics, the crucial developments of our students were the move from computers ‘somewhere else’ to their own PC (ca. 1990), the use of the WWW (ca. 1995) and their smartphone (ca. 2015); the current development is the move to computing as a ‘transparent technology’.

Ethics

Establishment

The first phase of digital ethics, or computer ethics, was the effort in the 1980s and 1990s to establish that there is such a thing or that there should be such a thing—both within philosophy or applied ethics and within computer science, especially the curriculum of computer science at universities. This ‘establishment’ is of significant importance for the academic field since, once ‘ethics’ is an established component of degrees in computer science and related disciplines, there is a labour market for academic teachers, a demand for writing textbooks and articles, etc. (Bynum 2010). It is not an accident that the field was established beyond ‘professional ethics’ and general societal concerns around the same time as the move of computers from labs to offices and homes occurred.

The first use of ‘computer ethics’ was probably by Deborah Johnson in her paper ‘Computer Ethics: New Study Area for Engineering Science Students’, where she remarked, ‘Computer professionals are beginning to look toward codes of ethics and legislation to control the use of software’ (Johnson 1978). Sometimes (Bynum 2001), it is Walter Maner who is credited with the first use for ‘ethical problems aggravated, transformed or created by computer technology’ (Maner 1980). Again, professional ethics seems to have been the forerunner for computer ethics, generally.

A few years later, with fundamental publications like James H. [Jim] Moor’s ‘What is Computer Ethics?’ (Moor 1985), the first textbook (Johnson 1985), and three anthologies with established publishers (Blackwell, MIT Press, Columbia University Press), one can speak of an established small discipline (Moor and Bynum 2002). The two texts by Moor and Johnson are still the most cited works in the discipline, together with classic texts on privacy, such as (Warren and Brandeis 1890) and (Westin 1968). As (Tavani 1999) shows, in the next fifteen years there was a steady flow of monographs, textbooks, and anthologies. In the 1990s, ‘ethics’ started to gain a place in many computer science curricula.

In terms of themes, we have the classical ones (privacy, information power, professional ethics, impact of technology) and we now have increasing confidence that there is ‘something unique’ here. Maner says, ‘I have tried to show that there are issues and problems that are unique to computer ethics. For all of these issues, there was an essential involvement of computing technology. Except for this technology, these issues would not have arisen, or would not have arisen in their highly altered form’ (Maner 1996).

We now get a wider notion of digital ethics that includes issues which only come up in ethics of robotics and AI, for example, manipulation, automated decision-making, transparency, bias, autonomous systems, existential risk, etc. (Müller 2020). The relationship between robots or AI systems and humans had already been discussed in Putnam’s classic paper ‘Robots: Machines or Artificially Created Life?’ (Putnam 1964) and it has seen a revival in the discussion of singularity (Kurzweil 1999) and existential risk from AI (Bostrom 2014).

Digital ethics now covers the human digital life, online and with computing devices—both on an individual level and as a society, for example, social networks (Vallor 2016). As a result, this handbook includes themes like human–robot interaction, online interaction, fake news, online relationships, advisory systems, transparency and explainability, discrimination, nudging, cybersecurity, and existential risk—in other words, the digital life is prominently discussed here; something that would not have happened even five years ago.

Institutional

The journal Metaphilosophy, founded by T.W. Bynum and R. Reese in 1970, first published articles on computer ethics in the mid-1980s. The journal Minds and Machines, founded by James Fetzer in 1991, started publishing ethics papers under the editorship of James H. Moor (2001–2010). The conference series ETHICOMP (1995) and the European Council of the Paint, Printing Ink and Artists’ Colours Industry (CEPE) (1997) started in Europe, and specialized journals were established: the Journal of Information Ethics (1992), Science and Engineering Ethics (1995), Ethics and Information Technology (1999), and Philosophy & Technology (2010). The conferences on ‘Computing and Philosophy’ (CAP), since 1986 in North America, later in Europe and Asia, united to the International Association for Computing and Philosophy (IACAP) in 2011 and increasingly have a strong division on ethical issues; as do the Society for the Study of Artificial Intelligence and the Simulation of Behaviour (AISB) (in the UK) and the Philosophy and Theory of Artificial Intelligence (PT-AI).

Within the academic field of philosophy, applied ethics and digital ethics have remained firmly marginal or specialist even now, with very few presentations at mainstream conferences, publications in mainstream journals, or posts in mainstream departments. As far as I can tell, no paper on digital ethics has appeared in places like the Journal of Philosophy, Mind, Philosophical Review, Philosophy & Public Affairs or Ethics to this day—while, significantly, there are papers on this topic in Science, Nature, or Artificial Intelligence. Practically orientated fields in philosophy are treated largely as the poor and slightly embarrassing cousin who has to work for a living rather than having old money in the bank. In traditional philosophy, what counts as ‘a problem’ is still mostly defined through tradition rather than permitting a problem to enter philosophy from the outside. Cementing this situation, few of these ‘practical’ fields have the ambition to have a real influence on traditional philosophy; but this is changing, and I would venture that this influence will be strong in the decades to come. It is interesting to note that the citation counts of academics in computing ethics and theory have surpassed those of comparable philosophers in related traditional areas, and similar trends are happening now with journals. One data point: as of 2020, the average article in Mind is cited twice within four years, while the average article in Minds and Machines is cited three times within four years—the number for the latter journal doubled in three years.1

Several prominent philosophers have worked on theoretical issues around AI and computing (e.g. Dennett, Dreyfus, Fodor, Haugeland, Searle), typically with a foundation of their careers in related areas of philosophy, such as philosophy of mind, philosophy of language, or logic. This also applies to Jim Moor, who was one of the first people in digital ethics to hold a professorship at a reputed general university (Dartmouth College). Still, the specialized researchers in the field were at marginal institutions or doing digital ethics on the side. This changed slowly; for example, several technical universities had professors working in digital ethics relatively early on; the Technical Universities in the Netherlands founded a 4TU Centre for Ethics and Technology in 2007 (Delft, Eindhoven, Twente, and Wageningen). In the past decade, Floridi and Bostrom were appointed to professorships at Oxford, at the Oxford Internet Institute (OII) and the Future of Humanity Institute (FHI). Coeckelbergh was appointed to a chair at the philosophy department in Vienna in 2015 (where Hrachovec was already active). A few more people were and are active in philosophical issues of ‘new media’, for example, Ch. Ess, who moved to Oslo in 2012. The ethics of AI became a field only quite recently, with the first conference in 2012 (Artificial General Intelligence (AGI)-Impacts), but it now has its own institutes at many mainstream universities.

In other words, only five years ago, almost all scholars in digital ethics were at institutions marginal to mainstream philosophy. It is only in those last couple of years that digital ethics is becoming mainstream; many more jobs are advertised, senior positions are available to people in the field, younger faculties are picking up on the topic, and more established faculties at established institutions are beginning to deem these matters worthy of their attention. That development is rapidly gaining pace now.

I expect that mainstream philosophy will quickly pick up digital ethics in the coming years—the subject has shown itself to be mature and fruitful for classical philosophical issues, and there is an obvious societal demand and significant funding opportunities. Probably there is also some hype already. In the classic notion of a ‘hype cycle’ for the expectations from a new technology, the development is supposed to go through several phases: After its beginnings at the ‘technology trigger’, it gains more and more attention, reaching a ‘peak of inflated expectations’, after which a more critical evaluation begins and the expectations go down, eventually reaching a ‘trough of disillusionment’. From there, a realistic evaluation shows that there is some use, so we get the ‘slope of enlightenment’ and eventually the technology settles on a ‘plateau of productivity’ and becomes mainstream. The Gartner Hype Cycle for AI, 2019 (Goasduff 2019) sees digital ethics itself at the ‘peak of inflated expectations’ … meaning that it is downhill from here, for some time, until we hopefully reach the ‘plateau of productivity’. (My own view is that this is wrong since we are seeing the beginnings of AI policy and stronger digital ethics now.)

Future

The state of the art at the present and an outlook into the future are given in the chapters of this Handbook. Moor saw a bright future even twenty years ago: ‘The future of computer ethics: You ain’t seen nothin’ yet!’ (Moor 2001), and he followed up with a programmatic plea for ‘machine ethics’ (Moor 2006). Moor opens the former article with the bold statement:


Computer ethics is a growth area. My prediction is that ethical problems generated by computers and information technology in general will abound for the foreseeable future. Moreover, we will continue to regard these issues as problems of computer ethics even though the ubiquitous computing devices themselves may tend to disappear into our clothing, our walls, our vehicles, our appliances, and ourselves.

(Moor 2001: 89)



The prediction has undoubtedly held up until now. The ethics of the design and use of computers is clearly an area of very high societal importance and we would do well to catch problems early on—this is something we failed to do in the area of privacy (Véliz 2020) and some hope that we will do in the area of AI (Müller 2020).

However, as Moor mentions, there is also a very different possible line that was developed around the same time: Bynum reports on an unpublished talk by Deborah G. Johnson with the title ‘Computer Ethics in the 21st Century’ at the 1999 ETHICOMP conference:


On Johnson’s view, as information technology becomes very commonplace—as it gets integrated and absorbed into our everyday surroundings and is perceived simply as an aspect of ordinary life—we may no longer notice its presence. At that point, we would no longer need a term like ‘computer ethics’ to single out a subset of ethical issues arising from the use of information technology. Computer technology would be absorbed into the fabric of life, and computer ethics would thus be effectively absorbed into ordinary ethics.

(Bynum 2001: 111ff) (cf. Johnson 2004)



On Johnson’s view, we will have applied ethics and the ethics will concern most themes, such as ‘information privacy’ or ‘how to behave in a romantic relationship’ (Nyholm et al. 2022)—and much of this will be taking places with or through computing devices, but it will not matter (even though many things will remain that cannot be done without such devices). In other words, the ‘drive’ of technology we have seen in this history will come to a close, and the technology will become transparent. This transparency will likely have ethical problems itself—it enables surveillance and manipulation. If Johnson is right, however, we will soon have the situation that all too much is digital and transparent, and thus digital ethics is in danger of disappearing into general applied ethics. In Molière’s play, this bourgeois who wants to become a gentleman tells his ‘philosophy master’:


Oh dear! For more than forty years I have been speaking prose while knowing nothing of it, and I am most obliged to you for telling me so.

Molière, Le Bourgeois gentilhomme (Act II) 1670



Conclusion and questions

One feature that is characteristic of the new developments in digital ethics and in applied philosophy generally is how a problem becomes a problem worth investigating. In traditional philosophy, the criterion is often that there already exists a discussion in the past noting that there is something philosophically interesting about it, something unresolved. Thus, typically, we do not need to ask again whether that problem is worth discussing or whether it relies on assumptions we should not make (so we will find people who seriously ask whether Leibniz or Locke was right on the origin of ideas, for example). In digital ethics, what counts as a problem also includes the demand to be philosophically interesting, but more importantly, whether it has relevance. Quite often, this means that the problem first surfaces in fields other than philosophy. The initially dominant approach of professional ethics had a touch of ‘policing’ about it, of checking that everyone behaves—that moralizing gives ethics a bad name and it typically comes too late. More modern digital ethics tries to make people sensitive in the design process (‘ethics by design’) and to pick up problems where people really do not know what the ethically right thing to do is—these are the proper ethical problems that deserve our attention.

For the relation between ethics and computer ethics, Moor seemed right in this prediction:


The development of ethical theory in computer ethics is sometimes overstated and sometimes understated. The overstatement suggests that computer ethics will produce a new ethical theory quite apart from traditional ethical notions. The understatement suggests that computer ethics will disappear into ordinary ethics. The truth, I predict, will be found in the middle [ … ] My prediction is that ethical theory in the future will be recognizable but reconfigured because of work done in computer ethics during the coming century.

(Moor 2001: 91)



In my view, philosophers must do more than export an expertise from philosophy or ethics to practical problems: we must also import insights from these debates back to philosophy. The field of digital ethics can feed largely on societal demand and the real impact philosophical insights can have in this area, but in order to secure its place within philosophy, we must show that the work is both technically serious and has real potential to shed light on traditional issues. As an example, consider the question of when an artificial agent truly is an agent that is responsible for their actions—that discussion seems to provide a new angle to the debates on agency that traditionally focused on human beings. We can now ask the conceptual question anew and provide evidence from experiments with making things, rather than from passive observation.

Nearly 250 years ago, Immanuel Kant stated that the four main questions of philosophy are: ‘1. What can I know? 2. What should I do? 3. What can I hope for? 4. What is the human?’ (Kant 1956/1800: 26) (questions 1–3 in Kant 1956/1781: A805 and B33). The philosophical reflection on digital technology contributes to all four of these.
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CHAPTER 2

Virtues in the Digital Age

Shannon Vallor

Introduction

The earliest systematic applications of ethical theory and practice to the digital domain were primarily rooted either in consequentialist or deontological approaches to morality, with notions of virtue and character relegated to a marginal role at best. Yet, in the past decade there has been a noticeable shift towards virtue ethics as a constructive lens for understanding the complex and evolving relationship between digital technologies and the ‘good’, especially when the latter is framed not in terms of particular acts and outcomes but in terms of the broader conditions of human flourishing and character.

As will be explored in the next section, virtue ethics represents a wide range of traditions and philosophies ranging from classical to contemporary and stretching around the globe. But it brings to digital ethics important conceptual and practical resources lacking in consequentialist and deontological frameworks. Those frameworks remain useful, if limited, tools for digital ethics in many contexts, and virtue ethics has its own limitations, some of which are explored at length in this chapter. Yet, virtue ethics has features which seem uniquely suited to our digital age—most notably, a way of talking about how our digital practices change us and our own moral capabilities and restructure the very social environments that nurture and allow us to exercise those capabilities. It also offers the contextual sensitivity and adaptability needed to accommodate the rapidly changing and increasingly complex and interdependent landscape of digital affordances that new technologies are creating.

More so than at any other time in history, our technological creativity is enabling entirely new kinds of action with increasingly uncertain and incalculable consequences—from near-instantaneous communication across vast distances to billions of people, to the selective manipulation of the human genome, to the re-engineering of our planet’s atmosphere and climate. We need a way of thinking about and enacting our moral responsibilities that adapts well to novel and uncertain conditions; that is, we need practical wisdom and an ethic that fosters the moral practices that can produce it.

It is precisely for these reasons that virtue ethics has become an increasingly popular frame for ethicists struggling with the complex and rapidly shifting dynamics of the digital transformation of modern industrial societies. Early examples of applying virtue ethics to the digital domain arose in the context of professional computing ethics: James Moor’s ‘If Aristotle Were a Computing Professional’ (1998) and Frances Grodzinsky’s ‘The Practitioner from Within: Revisiting the Virtues’ (1999), both for the ACM SIGCAS Computers and Society journal, were notably influential contributions. Soon, virtue ethics began to be a lens through which not only the computing professional but also the technologies themselves and their morally significant affordances were explored. This dovetailed with a rising scholarly interest in the problem of the good life in relation to technology, which had been neglected by utilitarian and deontological narratives about the rightness or permissibility of particular technology-enabled actions.1 Virtue ethics has since been applied to the analysis of computer games (Sicart 2005), social media platforms and other digital media (Ess 2010, 2013; Vallor 2010, 2012; Wong 2013; Elder 2014), care robots for the elderly (Vallor 2011), military robots (Sparrow 2013; Sullins 2010; Vallor 2013), chatbots (Elder 2019), cyberbullying (Harrison 2015), online trolling (Cohen 2017), artificially intelligent agents (Wallach and Allen 2009; Coeckelbergh 2010; Tonkens 2012; Fröding and Peterson 2020; Wallach and Vallor 2020), engineering education (Pierrakos et al. 2019), and data visualization (Correll 2019).

Yet, virtue ethics, particularly in its classical and modern forms, is no panacea for the woes of digital societies. Its limitations, as acknowledged in the next section, are not insignificant, even if it remains arguably better adapted to the complexities of the digital sphere than many other forms of ethical theory and practice. In the third section of this chapter, I explore a growing stress fracture in the coherence of a virtue-based approach to digital ethics, namely, the acute challenge presented by two diverging norms of global digital culture: the liberal ideal of ethical digital practices as enabling individual self-determination and its antagonist, a communitarian ideal in which ethical digital practices sustain a shared life of social harmony and unity. In the final section, I show how the apparent insolubility of this conflict may reveal the true value of virtue ethics as a confrontation with our moral unknowing, one that reveals the necessary task of imagining and constructing a new path to sustainable human flourishing in a digital age.

The virtues of a digital virtue ethic

While virtue ethics is a collective tag for a diverse constellation of moral philosophies cutting across cultural and historical lines, each motivating very different normative judgements of digitally mediated phenomena, there are some notable shared advantages of a virtue-ethical approach to digital ethics. First and foremost among these, virtue ethics pays close attention to the moral characteristics of individual agents and communities, and in particular, how these characteristics (such as honesty, humility, courage, compassion, and practical wisdom) can be developed or degraded by exposure to various kinds of actions and environments. Thus, virtue ethics is highly attuned to and uniquely prepared to incorporate facts about the transformative effects of digital environments and technologies on us as moral agents. Virtue ethics recognizes that we are not just actors facing isolated choices but subjects-in-formation constantly being acted upon by digital phenomena in ways that alter our own moral habits, dispositions, and capabilities. It dovetails neatly with the longstanding view in the philosophy of technology that human persons and societies are co-shaped by their technologies in morally and politically significant ways (Verbeek 2011).

This offers a helpful contrast with a consequentialist approach to digital ethics, in which the characteristics of the agent are generally excluded in favour of a focus upon the specific goods or harms most likely to be realized by particular actions the agent might take in the digital domain. Initially, digital moral hazards seemed ready-made for analysis through the lens of utilitarianism or, in the narrower context of business and organizational ethics, related forms of cost–benefit analysis (CBA) adapted to ethical ‘risk management’. Such approaches also appear to lend themselves more readily to computationally friendly methods of quantitative analysis, in which potential harms and benefits of a particular course of action can be tallied on a ledger, appropriately adjusted for scale and likelihood of impact, and optimized for a net beneficial outcome. The highly controversial philanthropic movements known as effective altruism and longtermism, which increasingly focus on digital futures, embody this promise to reduce moral judgment to a utilitarian calculus. Of course, these approaches to digital ethics inherit all of consequentialism’s usual troubles, from the risk of neglecting unquantifiable harms and benefits to the fact that when properly applied, a robust utilitarian ethic commands far more demanding sacrifices than many moral agents will find reasonable. Utilitarianism is also widely understood to be insensitive to the incontrovertible demands of justice and the moral rights of the individual, as demonstrated in countless popular depictions of Phillipa Foot’s trolley problem and in fiction such as Ursula Le Guin’s The Ones Who Walk Away from Omelas (1975).

Perhaps most problematic for a consequentialist digital ethics is the fact that the scale, complexity, novelty, and systemic interdependence of digital phenomena make the long-term, global consequences of many courses of action either incalculable (predicting the future is already hard but predicting a digital future harder still!) or over-reliant on questionable priors of the agent (which are likely to favour the agent’s easiest or most attractive choice). Of course, as John Stuart Mill (1864) reminds us, any system of ethics may be proved to work poorly ‘if we suppose universal idiocy to be conjoined with it’ (35). While consequentialism is certainly a fallible instrument for ethical reasoning in the digital domain, in environments with relatively familiar dynamics and clearly constrained choices, it is often still of considerable value. Yet, in many digital contexts, these dynamics are anything but familiar and predictable. They often seem random. A given social media post might get three likes or it might go viral and shift the global conversation overnight. It might provoke a war, or save a life, or bring down a company.

These outcomes could not be more opaque to ex ante consequentialist analysis. How could the author of an amusing 2021 Reddit post about a buttered orange cat in the workplace guess that within weeks they would have a massive Twitter platform for Jorts the Cat, now a powerful new icon of the American labour movement (Morrow 2022)? Yet, the original thread, silly as the story was, struck many as a parable about the virtues of compassion, moderation, acceptance, and accommodation of our limitations and differences, while gently pushing back against a co-worker’s extreme moral overreach (by accusing her co-worker of ‘ethnic stereotyping’ of a cat, not to mention buttering said cat in an ill-advised attempt to teach it self-cleaning habits). The point is that in many digital environments, modelling virtues of character and prudential judgement is a more reliable guide to flourishing than predicting net consequences. Thus, virtue ethics’ primary action guidance—what it tells us to do—is largely preparatory: to practice building specific traits of moral excellence into one’s habits of digital behaviour and to cultivate practical judgement in reading the shifting moral dynamics of digital environments.

Virtue ethics does take action outcomes as relevant to particular moral choices. However, it does so in more limited and locally tractable ways than consequentialism, focusing on how our actions affect those with whom we share meaningful relationships and life projects. When more global effects are considered, they do not predict specific consequences but alignment with a broad moral pattern or ‘shape of life’. Accounts such as Aristotle’s consider the action’s general compatibility with eudaimonia, a flourishing and happy life. A virtuous action will typically be strongly associated with a known pattern of living well and doing well with others, and a vicious action will typically be negatively associated with human flourishing. For example, a habit of using digital tools to spread rumours and conspiracy theories is not only individually vicious in its deceptiveness and recklessness, but it also weakens the social conditions for honest politics and thus is broadly incompatible with eudaimonia as shared human flourishing.

Similarly, teleological accounts such as that of Confucian virtue ethics judge the compatibility of the action with a certain ideal pattern of social and political affairs (the Dao or Way). The worry, of course, is that such accounts rest on local and historical conceptions of the good life that may be outmoded and impossible for modern digital societies to enact. Worse, these ‘ideal’ configurations may, from our present moral understanding, be objectively unjust, as with Aristotle’s exclusion of women and non-Greeks from lives of political virtue. Hence, recent attempts to employ the structural tools of classical virtue ethics to construct more just and sustainable visions of human flourishing in a digital age (Brey et al. 2012; Vallor 2016).

Virtue ethics also enjoys notable advantages in digital contexts over deontological, rule-based approaches to moral decision-making. Deontological theories appeal to fixed, general rules of moral action, which typically must be formulated at a level of high abstraction in order to have universal applicability. Thus, we find in modern European moral philosophies the common appeal to Immanuel Kant’s categorical imperative, whether formulated in terms of universal rational consistency (always act as you can will it generally done) or as a universal respect for the dignity and moral autonomy of persons (always treat others as an end in themselves and never merely as a means to your ends).

We also find professionalized versions of deontology in codes of computing ethics that prescribe rules and duties of general application, such as ‘avoid harm’, ‘be fair’, and ‘respect privacy’ (Association for Computing Machinery 2018: 1.2–1.6). The problem with this approach to digital ethics is twofold. First, most deontological frameworks give us no rigorous and reliable method to reconcile conflicting duties, or cases in which there is more than one way to follow all the rules, or, far more commonly, no way to follow them all. How do I determine which duties are most important to satisfy? What do I do when the best way to follow one rule (say, to respect users’ privacy) appears by all lights to be incompatible with another (such as ensuring transparency or promoting fairness)? Attempts to construct deontological systems that rank duties or values to resolve such conflicts have been made, although these are not widely viewed as successful. But the far more problematic nature of deontological frameworks is their relative insensitivity to moral context and particularity.

Virtue ethics holds a rule-governed ethic to be plainly incompatible with the varied texture of human moral life as a social reality. In a critique that strikes equally hard at the core of both consequentialist and deontological understandings, Aristotle reminds us in Book One of the Nicomachean Ethics that the domain of human action is simply not amenable to perfect fixity or precision either in the description or prescription of social life—not because we are incapable of it but because these are the wrong standards: they distort or neglect the objective reality of the subject matter. Asking ethics to transcend context and social particularity is like asking the science of biology to transcend the phenomenon of life. You can, of course, try it (the ever-popular modern quest to reduce all biological science to non-biological phenomena) but it’s a rather quixotic effort and it always leaves you talking about something else.

This is the case for all attempts to remove particularity from ethics. What is right for me or us to do depends very much on who I am/we are, what we are capable of, which particular relationships hang in the balance of our action, what our environment offers as support or impediment, what we need, what particular others in our sphere of action need, what historical and political meaning this action signifies for our community, and what other moral agents around us are willing and able to do with us.

In the digital domain, for example, relationships of power and inequality are extremely salient for moral action, leading to norms that rightly differ from those that would apply in an idealized egalitarian context. Consider the power asymmetries highlighted in the widely recognized moral distinction between ‘punching up’ in online contexts and ‘punching down’. A tenured white professor publicly shaming a graduate student from a minoritized and excluded ethnic group for a social media post that indulges a common stereotype of whiteness (say, a snarky social media post about ‘Karens’), is not identical in moral meaning to a graduate student who exposes a tenured white professor’s post that indulges historical stereotypes about immigrant students. Likewise, information that an honest person would readily disclose in an offline public setting can be morally vicious to share in a digital environment, where data-mining, stalking, and profiling risks can warrant an honest person’s deliberate acts of obfuscation to shield themselves and others (entering a wrong birthdate, misstating one’s gender, giving a false hometown or false name of one’s companions). Similarly, a virtuous person who mounts a justifiably indignant response to an unprovoked verbal attack in public will often rightly temper that outrage if that same attack transpires in an online public space where trolls routinely seek to provoke anger for their own self-gratification. Hence, the digital relevance of Aristotle’s injunction that virtue in relation to anger requires the ability ‘to be angry with the right person, and to the right degree, and at the right time, and for the right purpose, and in the right way’ (Aristotle 2009: 1108b).

The degrees and forms of moral particularism inherent to different varieties of virtue ethics vary but most articulate the need for a well-developed contextual sensitivity and non-rigidity of the agent in making judgements that embody the virtue of practical wisdom. The flip side of this strength can, of course, be framed as a weakness. Contextual sensitivity means that virtue ethics appears unable to provide specific prescriptions for action in advance. What prescriptions can be offered end up looking very much like the high-level abstractions of deontology—be virtuous, be honest, just, kind, courageous, wise, etc. What that looks like in practice for a given moral agent, however, seems to be something that can only become evident in situ. While we can offer a plausible explanation after the fact of why a particular action was virtuous, given all the salient contextual factors, what we are looking for from an applied digital ethics in particular is effective action guidance. We want to know what we should do before we are presented with the moment of choice.

Fortunately, we can borrow Mill’s injunction here to respond to this objection. While it is true that each moral situation is unique, and the need for spontaneous moral adjustment of our usual practice must always be granted as a possibility and given appropriate latitude,2 we do have sufficient accumulated experience in the domain of human action (and now, in digitally mediated domains) to form strong and generally reliable moral heuristics concerning the expected shape of virtuous actions in digital environments. Only if we imagine someone deprived of access to prior moral experience does the artificial problem arise of an agent having to construct each moral judgement ex nihilo. What virtue ethics allows that deontology does not, is that what is, as a general rule, morally permissible may sometimes be wrong to do—and, for a unique configuration of moral reasons, not reducible to another rule specified in advance.

Consider, for example, the data-sharing scandal involving Crisis Text Line, a not-for-profit organization that provided confidential mental health crisis interventions via a free text service. After it was revealed by the media outlet Politico (Levine 2022) that Crisis Text Line had been sharing its chat logs with its for-profit spin-off Loris, to help it to build an artificial intelligence (AI) product for companies to improve the performance of their customer service agents, an intense public outcry ensued. The company was caught off guard, as it had, in its own self-understanding, complied with all of the legal and ethical requirements of data-sharing. Forced to terminate the data-sharing arrangement a scant three days later, the company’s bafflement remained evident in its public statement: ‘We understand that you don’t want Crisis Text Line to share any data with Loris, even though the data is handled securely, anonymized and scrubbed of personally identifiable information’ (Handel 2022, emphasis added).

The company was following ‘the rules’ as it understood them, and indeed its practice mirrored many other accepted data-sharing agreements in the health and social services domain. Nevertheless, there was, among data ethicists, a clear consensus that Crisis Text Line had violated moral norms, and Danah Boyd, a widely esteemed member of its advisory board, immediately expressed regret for her endorsement of the arrangement (Boyd 2022). Yet, its obvious wrongness is not traceable to a clear violation of any universal rule of data-sharing, and the company used common privacy-preserving techniques to mitigate harmful consequences. Instead, seeing the wrongness of the arrangement required the virtue of practical reason or phronesis: a cultivated sensitivity to the total moral situation in all its particularity, which, in this case, brought together a unique confluence of morally salient facts: the extreme vulnerability of the user population, which included suicidal youth and adults; the volunteer service of counsellors, who were unaware that their donated sessions would be used for commercial profit; and the discordant irony of a company using desperate people’s cries for help and the generosity of those who help them to market a product to ‘boost empathy AND bottom line’ for its corporate clients, as Loris’ website boasted (Levine 2022).

The contextual particularity of virtue ethics is therefore no vice but a reflection of the fact that moral performances are more akin to acts of perceptual or aesthetic attunement than to calculation or logical deduction from first principles. A more robust objection to virtue ethics is the worry that it is parochial and fundamentally conservative, given its heavy reliance on moral exemplars. If our models for virtue, those from whom we learn the appropriate moral patterns, are always already recognized as virtuous in my society, this seems to inhibit moral growth, creativity, and social learning. Fortunately, rich accounts of moral learning in accounts such as those of Kongzi and Mengzi (Confucius and Mencius in Latinized form) make it clear that exemplars are themselves enabled by virtue to continue to grow and deepen their moral insights in ways that provide a powerful engine for social learning and reformist critique of conventional norms. Still, the conservatism explicit in many modern attempts at character education for ‘traditional’ virtues3 reminds us that, as Kongzi and Mengzi noted, there remains a real danger that a ‘semblance of virtue’—the so-called ‘village honest man’ of rigid and superficial moral convention (Yearley 1990: 67–68)—will be mistaken for the real thing.

A related worry is that virtue ethics lends itself too easily to moral relativism, insofar as the content of virtue seems to be defined internally, by community consensus on what and who counts as excellent (MacIntyre 1984). How, then, do we avoid the conclusion that virtue is simply whatever model of social excellence a given digital community happens to endorse, no matter how morally repugnant it may appear to us? There are several available replies to this worry, but the most common rests on the naturalistic foundation of contemporary neo-Aristotelian theories. As argued in Foot’s Natural Goodness (2000) and by others, including Nussbaum (1988), Hursthouse (1999), and Annas (2005), there exist certain fundamental needs and capabilities of the human person as a social and rational animal. A human animal cannot sustainably and fully flourish with others unless most if not all of these natural needs are satisfied and our basic capabilities allowed to develop and be exercised.

In the same way that a hardy, adaptable plant can flourish in many different locales (but not on the lunar surface or in an ocean trench), the adaptable and intelligent human animal can therefore flourish in a broad variety of cultures and social arrangements, but some such arrangements will be simply incompatible with shared human flourishing. An oppressive authoritarian state, for example, will routinely fail to meet its citizens’ natural human needs for secure affiliative bonds of social trust and care, and since these are not mere desires but fundamental preconditions of human physical, psychological, and cognitive health, they function as objective constraints upon social models of virtue. Likewise, a society such as that of which Aristotle approves, in which women and ethnic minorities are excluded from public life and education—and thus prevented from fully developing and exercising their natural capabilities as rational and social animals—can rightly be judged as having been objectively vicious in that regard. Such naturalistic foundations are not unique to neo-Aristotelian accounts of virtue; for example, Mengzi is noted for his parable of Ox Mountain, a barren place where nothing will grow; he likens it to corrupt social conditions of poverty, cruelty, and depredation that objectively inhibit the successful cultivation and exercise of human virtue.4

Yet another objection is the ‘situationist’ critique that virtue ethics is premised upon an objectively incorrect theory of moral psychology (Harman 1999). This critique holds that character traits and (and thus character itself) either do not exist or are so weak in their practical force that they make little difference to moral behaviour. The situationist holds that external circumstances (the social situation) and internal fluctuations (such as my mood) tend to determine our moral behaviour far more than any robust internal dispositions such as courage or honesty. While it is hardly controversial that human behaviour is influenced by our environment and our internal states, the claim that virtues are typically rare or weak is not a direct challenge to all forms of virtue ethics.

Aristotle is well known for the view that excellence of character is difficult to achieve and hence relatively rare and certainly not the norm. Unlike Aristotle, Mengzi holds the view that moral excellence is widely attainable in the human family, but, as noted above in the fable of Ox Mountain, he observes that members of unjust societies are routinely denied the material, social, and political conditions necessary to nurture and sustain its development. Given that many of the empirical studies used to support situationist critiques show evidence of moral outliers who do seem to resist situational manipulation or disruption of their character (Kamtekar 2004; Wright et al. 2021), there is scant evidence in the literature that contradicts the moral psychology behind virtue ethics. What the response to the situationist critique does demonstrate is the importance of creating social structures and political conditions that are more conducive to human moral development than those common to many modern industrial societies, a task often ignored by social programmes of character education that adopt an excessively responsibilized view of individual or family character formation.

This observation leads to a final critique of virtue ethics that squarely strikes its target and provides a critical opportunity for moral philosophers and applied ethicists to address: virtue ethics remains narrowly and excessively focused on the character of persons rather than groups and societies. The criticism is that virtue ethics relies too much on the ideal of the individual moral hero or exemplar who provides a pattern for others to imitate and model their own moral development. What is missing is an account of the domain of collective moral action and learning, which is more than the sum of individual actions or learning paths but rather a joint exercise of moral capability. While accounts of collective virtue (Fricker 2010; Byerly and Byerly 2016) have been developed, they have yet to be applied effectively to digital ethics. Such an account is particularly vital in the contemporary digital domain, in which actions and moral communication are spread across increasingly non-local and disparate communities. It is also underscored by the COVID-19 pandemic, the climate change emergency, and other global challenges and calamities that directly challenge models of local action and responsibility. How can we cultivate the new digital capabilities and habits needed to deliberate and act as a human family to protect the future of our species and this planet while also remaining situated as persons within our own cultural and regional contexts of meaning?

This question incorporates the most pressing challenge for virtue ethics in a digital age. As the next section argues, digital life’s bridging of cultures and geographies has forced a collision between two distinct visions of the good life that seem to be incompatible, and yet the digital public sphere must begin to enable at least a minimally shared conception of human flourishing in order for practically wise and effectively coordinated responses to humanity’s existential challenges to emerge.

The digital collision of liberal and communitarian virtue

The digital transformations of twenty-first-century human sociality and the post-Cold War rise of new global existential challenges for human flourishing have jointly reawakened a long-simmering tension in moral and political philosophy between liberal and communitarian visions of the good life. This tension presents a challenge for contemporary digital ethics, and, as I will show, the challenge is more acute for a virtue-based digital ethic than for the alternatives. Before I explain why, it will help to quickly review the state of play in contemporary political philosophy.

Among the notable distinctions between the moral traditions of Anglo-European philosophy and other moral traditions—including many Asian, African, and indigenous American philosophies—is the anchoring of the former in a liberal value framework. Modern liberal thought, rooted in Enlightenment moral and political philosophies from Locke to Kant, Smith, Mill, and others, has powerfully influenced how Anglo-European thinkers conceive of moral agency and the primary goods to be realized or protected by moral and political action. Contemporary moral, political, and economic philosophies from Hayek (1960), Rawls (1971), and Nozick (1974) to Kymlicka (1989), Nussbaum (1997), and Dworkin (2000) have attempted to outline the proper commitments of a liberal view.

Liberal philosophies vary widely in their views of the appropriate powers of the state, the nature and justification of private property, the rightful limits of personal freedom for the individual, and how to enjoy effective yet politically liberal institutions in light of ineradicable value conflicts and value pluralism. Yet, as a corpus and influence upon twenty-first-century digital cultures, they generally cohere in two key commitments:


• the view that rational autonomy (in practice, the capacity of each individual to exercise reflective and unconstrained choice in the domains of belief, value, and action) is a primary and universal good to be preserved and enhanced by moral, political, and economic life;

• the view that value propositions or claims that legitimately constrain the freedom of the individual agent must be able to be freely and rationally endorsed by the agent.



Critics of these and a number of other liberal commitments, who defend various alternative conceptions of political society and agency, are typically captured under the umbrella of communitarian thought. Contemporary communitarian thinkers range from Anglo-European philosophers who defend traditionalist and/or relational conceptions of the moral agent and the political good (Sandel 1982; Walzer 1983; MacIntyre 1984; Taylor 1989) to neo-Confucian thinkers and others articulating the philosophical foundations of non-liberal moral and political norms from without the Anglo-European tradition (Bell 2006; Chan 2014; Bai 2019).

While the roots of communitarianism lack a singular philosophical and cultural legacy of the sort that underpins modern liberalism, the common thread linking communitarian philosophies is a view of the human good as inseparable from the good of community life. Traditional communitarians focus on human flourishing as anchored in and sustained by familiar spheres of community that are largely consistent across human experience: the family, the state or civic community, the spiritual or religious community, and the workplace. Contemporary versions of communitarian thought offer a more expansive typology that includes, in addition to communities of place, communities of memory and psychological communities (Bell 1993).

Communitarians hold not merely that humans flourish only in and through community (a view which the great majority of liberal thinkers share) but that human personhood and identity, including our capacities for belief, thought, and action, are constituted only in and through community life and the network of relationships that bind us to others in care and obligation. Thus, the ‘autonomous individual’ as conceived in many liberal philosophies is viewed by communitarians as a harmful fiction, even when framed only as a regulative ideal. For such an ideal seems to encourage individuals to detach their self-conception and their intellectual, moral, and political lives from the very ground that sustains them and makes them valuable.

Critics label communitarianism as unacceptably susceptible to authoritarianism, stagnant conservatism, and oppression, particularly of minorities or others who transgress the shared values of their given communities (Young 1990). Many contemporary communitarians answer these charges by articulating views of communitarian life that aim to be compatible with democratic institutions, human rights, and considerable, if bounded, tolerance for individual diversity, value pluralism, social critique, and personal liberties (Shun and Wong 2004). Attempts to reconcile some of the tensions between liberal and communitarian political philosophy, or at least to show that we can safely preserve many of the commendable features of one within the frame of the other (Raz 1987; Kymlicka 1989; Macedo 1990; Ihara 2004; Nussbaum 2011) have been received with varying degrees of enthusiasm.

Liberalism and communitarianism are agnostic regarding the traditional classifications of ethical theory—there exist consequentialist, deontological, and virtue-based interpretations and moral justifications of each. Yet, virtue theorists are uniquely pressed on this decisive political question, for a holistic conception or discernible pattern or shape of human political flourishing is, as noted earlier, fairly foundational in most virtue traditions. A contemporary virtue theorist must therefore have something quite specific to say about what human political flourishing looks like in a digitally mediated world.

A utilitarian consequentialist might well regard certain political configurations as more conducive to the general happiness, but they could also be agnostic, treating as a contingent and undetermined matter the question of which political arrangements will be more productive of general hedonic satisfaction. A deontological approach does not offer this flexibility, but, arguably, the political question has already been decided in advance by one’s given deontological frame. A deontological ethic that commands inviolable respect for individual autonomy, such as Kant’s, demands a liberal frame, while a deontological frame that commands selfless fulfilment of social or religious duty, such as the ethic of Hindu philosophy, seems to straightforwardly require a communitarian politics.

Contemporary virtue theories cannot be as agnostic as the utilitarian may be on the question of the political good because unlike a psychological state like pleasure, a virtue such as ‘justice’ must be cashed out in a thick description of excellent political habits and judgements of the virtuous citizen. Neither, however, can the contemporary virtue ethicist rely upon a pre-given answer to the question of whether liberal or communitarian political arrangements are more conducive to a flourishing digital society.

While deontological norms are typically framed as universal and ahistorically fixed, virtue is always relative to a particular environment in which one hopes to flourish with others. Even if Aristotle had been wholly correct about the nature of virtue in ancient Athenian society,5 we could not flourish together today by replicating the patterns and exemplars he articulated. The size, structure, composition, material affordances and challenges of twenty-first-century environments are simply too different for us to be able to flourish by mimicking the habits and dispositions of fifth-century Athenian men.

Thus, contemporary virtue theorists (excluding those few who adopt an ahistorical, universalist, and thick conception of the good life) are in a distinctly difficult position. They must invent, as a new ground, a satisfactory account of the specific patterns of human excellence—including political excellence—that can best meet the unique challenges of flourishing sustainably together in a digitally mediated environment that is radically unlike any our species has dwelled in previously, and furthermore, that is changing at unprecedented speeds and scales.

As an example of this difficulty, consider the increasingly acute problem of online disinformation. If one is wedded to a liberal frame that commits one to privileging individual autonomy and freedoms as well as cosmopolitan aims of tolerance, this is a hard problem. Paradoxes of tolerance (Popper 2020/1945) suggest that even the basic freedom to profess and disseminate one’s views may need to be constrained in cases in which enabling such expression is likely to inhibit or obstruct others’ access to basic freedoms. Yet, such constraint cannot be allowed to erect barriers to the new ideas and critical pressures necessary for an open society. This problem predates the internet, of course, but the internet makes it far worse because speech that might have been a self-contained or remediable harm in a pre-digital medium—such as a rumour about a quack cure for a virus or a false claim about the violent intentions of a minoritized group—can online rapidly become a life-threatening conspiracy theory rooted in the minds of millions, or mutate in days into a thousand divergent and newly sourced variations that no single expert narrative can counter.

The problem defies easy and clean solutions; however, the deontological frame at least provides the criteria for an acceptable solution. If the frame is wedded to a liberal philosophy rooted in respect for the autonomy of persons, then this will be the value that dictates which online expressions of disinformation and their attendant harms we must permit and which we must not. A deontological frame that is wedded to a communitarian standard of permissible conduct may address the challenge very differently, again, under the guidance of the pre-eminent rule(s). This divergence has led to a number of worries by scholars and media pundits that we are facing a decisive collision between these two ethical frames of the digital future. In Anglo-European media, it is framed as a battle to preserve the liberal ideal of free, diverse, and open cosmopolitan societies from the threat posed by the authoritarian and closed digital society favoured in countries like China, where digital tools are simply extensions of the State’s mandate to enforce a singular and harmonious vision of the good life. In China, of course, the narrative is turned on its head but framed in similarly oppositional terms. And deontology can’t save us because the particular fixed principles and values we are committed to in advance already determine which vision of human flourishing we can countenance.

What is the utilitarian to make of this looming collision of incommensurable digital futures? Let’s first return to the problem of online disinformation. The utilitarian will also encounter this problem as a significant practical challenge, for it is difficult to quantify and project the scale and duration of the pain that online conspiracies will foster. After all, some conspiracy theories simmer for generations, while others flare and die out quickly. It can also be difficult to weigh the positive hedonic value of conspiracy theories and disinformation—it is precisely because reading and sharing these gives many users a significant hedonic boost that the internet has become so saturated with them. Finally, it is hard to predict whether a particular policy of suppression—whether taken by a social media platform or by governments or other bodies—will make the internet a more or less enjoyable place to be in the long run, much less predict its net hedonic consequences beyond the digital realm.

This problem is recreated at a global scale when we frame things as a contest between liberal and communitarian visions of the digital future. The utilitarian can, unlike, the deontologist, avail themselves of the possibility that some people are simply happiest in fractious but free liberal societies while others are happier in communitarian harmony, and allow for both visions to co-exist. However, many utilitarians presume that there exists some ground truth about what social conditions are optimal for the broad enjoyment of human pleasure and are unlikely to be satisfied with a globe sundered by two competing and incommensurable views of social happiness. Moreover, various material, economic, and cultural pressures make it practically difficult to maintain this incommensurability in practice. Digital networks demonstrate a global affordance for connectivity, exchange, and standardization at scale. Hence, the widespread perception among pundits that ‘something has to give’, that is, that future digital societies will need to coalesce around one or the other political ideal but not both. So, like the deontologist, the utilitarian confronts particular and general problems of digital ethics that are very difficult to solve. Yet, like the deontologist, a utilitarian already knows what tools they must use to do it.

The virtue ethicist, on the other hand, is in a far more difficult position. Virtue ethics, as noted earlier, is distinct from principle and rule-based ethics as a result of its intrinsic groundedness in the successful flourishing of a particular way of life. It cannot exist as a rootless, abstract, ahistorical philosophy based on the elevation of any singular value or set of values, whether that be autonomy, dignity, pleasure, or duty. For this reason, its responses to the ethical challenges of today’s digital transformations cannot be simply mapped from a pre-given value hierarchy. They must be tied to a preferred form or style of human life, and herein lies the difficulty—and, as I will argue later, the opportunity. First, let me explain what is meant by a ‘style of life’ in this context and why the virtue ethicist cannot simply map ethical answers to digital dilemmas from within an existing normative frame.

Living virtuously means crafting and adopting a coherent and successful moral style of living within a given community and set of practices, as Alasdair MacIntyre (1984) and others have noted.6 While Aristotle identifies eudaimonia as the highest moral good, what moderns have unhelpfully translated as ‘happiness’ is not, in fact, a psychological state to be optimized as the utilitarian will aim to do. Rather, eudaimonia just is the particular style of successful Athenian living that Aristotle’s account of the virtues describes. Eudaimonia—human flourishing, in more adequate English translations—is the pattern that should be visible throughout the life of any Athenian man deservedly known for his political and personal nobility. The virtues of courage, magnanimity, honesty, justice, and wisdom cannot be grasped as Aristotle meant them without knowing quite a bit about the particular style of living that would be adopted by such men.

Even the universal guidance to ‘seek the mean’ in every action becomes quickly contextualized in such a way that one could not know what the mean envisioned by Aristotle was in any given case without recognizing the particular style of elite Athenian living that Aristotle is asking our virtues to enable. For example, to find the Aristotelian mean of amiability—the state between obsequiousness and surliness—in a given interaction, one would have to know a great deal about the cultural norms operative in ancient Athenian society. An amiable French banker instantaneously transported from today’s world to the Athenian agora would have absolutely no clue what the ‘mean’ of amiability demanded as a smiling stranger approached.

This notion of a cohesive style of living is even more explicit in the Confucian virtue tradition, in which the concept of the Dao (‘the Way’) is the controlling one. The Dao is the only normative pattern of human affairs (seen as co-extensive with a cosmic pattern) that works, in the view of Confucians. The Dao is viewed by Confucians, internally, as a universal and ahistorical style of living well with others, not one to be altered or tested. But from the standpoint of our present, most contemporary virtue ethicists see both Aristotle and Confucius as articulating particular historical and temporal styles of local flourishing that, whatever their merits may have been, and whatever portions may still carry over into our lives, are not immune from critique or revision. For virtue ethicists who adopt some form of moral realism (consistent with pluralism), the normative styles celebrated by Aristotle and Confucius are subject to critique even relative to the moral realities of their own time and place. They are certainly subject to critique and revision relative to the demands of our new time and places—in particular, those created by a diverse global network of digital publics in which humans must now seek to jointly flourish.

This malleability is both a challenge and an opportunity. It is also consistent with how virtue traditions have developed and branched over time. Indeed, both ‘neo-Aristotelian’ virtue ethics and ‘neo-Confucian’ virtue ethics have made very substantive alterations to the thick content of the respective accounts in ways that are directly responsive to particular historical, cultural, and environmental changes over the millennia. For example, neo-Confucian writings were powerfully shaped by the cultural inroads of Buddhism and Taoism in China, and, in responding to such changes, neo-Confucians incorporated both new ideas and new practices into the ideal style of Confucian living, such as Wang Yangming’s sixteenth-century articulation of jingzuo as a form of meditative knowing. Even more fundamental reforms to Aristotle’s vision of human flourishing are standard in contemporary neo-Aristotelian ethics which must guide us in a world where women are routinely (if not yet universally) granted moral and political standing and which must therefore seek to expel the embedded misogyny of the base view.7

What are the implications for the application of virtue ethics to digitally mediated societies? The first is that the most perplexing and novel moral challenges presented by digital life cannot be safely resolved by simply mapping the correct answers from a fixed principle or rule-based value hierarchy since (for the virtue ethicist) this is not how practical ethics is properly understood in any case. However, the virtue ethicist is in a tricky position because neither can these answers be readily mapped from an existing fixed pattern of virtuous living as would be the case for a wide range of more familiar moral dilemmas, such as whether or not to be troubled to rescue a stranger’s child about to meet an unhappy end.8

Fortunately, virtue ethics incorporates in the concept of practical wisdom (in Greek, phronēsis) a capability to respond well to novel moral circumstances. Much of the creative moral thinking we do involves adapting a familiar pattern. We solve the problem analogically, with prudent adjustments for the salient differences. We say, for example, ‘this new harm (internet addiction) is relevantly like a known harm (drug addiction), except in certain relevant respects (the internet, unlike drugs, is an essential social tool that we cannot outlaw)’. So, we craft an appropriate moral policy that largely follows a known pattern (e.g. encouraging practices of moderation and self-restraint in young people while increasing pressure on platforms and developers to eschew addictive designs and provide more counter-addiction tools). This is not really a form of moral invention so much as it is moral extension, seeing that the moral pattern encompasses a new fact, or one previously unappreciated for its moral salience. As Mencius/Mengzi explained to the morally challenged King Xuan, ‘what you need to do is simply take that [heart/xin] which is here and apply it over there’ (Mencius 1970: 1A7).9

What is more challenging for the virtue ethicist are features of digital life that increasingly do require robust moral invention. The first wave of visible digital harms—cyberbullying, cyberstalking, internet addiction—mirrored older harms and readily yielded to the kind of analogical phronēsis described earlier. But newer waves of digital transformations are reshaping the very structures and rhythms of social life and institutions, to which our familiar moral patterns are geared. For example, machine agency—from AI assistants to predictive autonomous decision systems—is transforming not only the range of our moral choices but also the field of moral action itself. In the final section, I show how this deep challenge to the analogical extension of familiar moral patterns forces us into a long overdue rethinking of the basic shapes of moral life—perhaps enabling us to deploy the most creative capabilities of practical wisdom to reconcile the stale and arguably unsustainable modern opposition between liberal and communitarian visions of the good life.

Beyond liberal and communitarian virtue

The widespread commercial viability of AI applications driven by advances in machine learning has brought with it a new wave of artificial agents that perform in ways which substantially surpass the capabilities of previous generations of digital agents and assistants. Earlier versions of virtual agents (from Microsoft’s near universally ridiculed ‘Clippy’ to even more detested automated call centre agents that forced users to navigate unintuitive and inflexible decision trees until they found themselves back at the start and gave up) failed to approach the most basic expectations of artificial agency set by twentieth-century science fiction. However, newer tools such as Amazon Echo’s Alexa and Apple’s Siri, and the most recent advances in large language models, are beginning to show us what it might be like to have artificial agents in the not-too-distant future that actively participate in our social milieu, in ways that would, in any other era, have constituted an interpersonal connection with reciprocal expectations and duties of care.

Dylan Wittkower (2021) has argued that Alexa and other digital assistants are already forcing us into a peculiar and novel relational configuration with them, insofar as we are required, by virtue of their design and functionalities, to habitually anticipate, navigate, and respond to intentional states of these machines—beliefs, attitudes, and desires—that they do not have. The ethical implications of such relations are already difficult to tease out, but these implications will only become more challenging to articulate as our de facto interpersonal engagements with and dependencies upon machine nonpersons become deeper and further extended through human communities on a global scale. Of course, this presumes that artificial agency will continue to be integrated into our workplaces, public spaces, and homes, and yet a politics or ethics of refusal is still conceivable (Ganesh and Moss 2022). Nevertheless, let’s imagine what happens if these developments are not refused. What kind of ethical thinking will we need to navigate that future?

I argue that this is a future in which remaining bound to traditional modes of analogical thinking presents a significant danger and in which we might be better advised to rethink the norms of moral and political community from the ground up, relying on the creative moral capacities of mature phronēsis. Let me explain. A Kantian ethic grounded in liberal philosophical thinking about the moral community will tend to regard only the class of autonomous moral agents—that is, persons we can reason with and hold responsible for their actions—as moral patients to whom we owe unconditional respect and who possess certain moral rights by virtue of this autonomy. Alexa today has neither the capacity to reason well with us nor any capability of bearing moral responsibility. But as Wittkower notes, users are already having to think habitually of Alexa as having many states it does not have—specific beliefs about us and the world, wishes to hear something spoken in a certain way, expectations of our response. What happens when artificial agents are sufficiently capable and embedded as actors in our societies that we have to habitually think of them as having not only beliefs and attitudes but also reasons-responsive goals and moral responsibilities, even though these are merely a functional illusion just as Alexa’s ‘wishes’ are today? Do we treat them as moral patients or not?

A rights-based framework anchored in liberal conceptions of society will either have to deny such agents any moral status whatsoever, treating them as mere ‘tools’ to be exploited, or begin to entertain some conception of ‘robot rights’. On a Kantian ethical view, for example, there are no gradations of moral personhood—there are persons and there are things but nothing in between. Indeed, this particular philosophical debate has already begun, to the great consternation of many and the great enthusiasm of others (Coeckelbergh 2010; Bryson 2010; Gunkel 2018; Birhane and van Dijk 2020). And yet this debate seems to lock us into an unhelpful frame. It is psychologically and sociologically implausible, not to mention morally problematic, to envision a future in which we depend upon and interact with machine agents daily as skilled collaborators and helpful co-workers while simultaneously regarding them as mindless tools to be exploited.

Those in favour of taking the idea of robot rights seriously, such as Mark Coeckelbergh and David Gunkel, assert that such a relation to artificial agents would be undesirable or untenable for humans—probably both—and they are probably correct on this narrow point. They also rely heavily on the analogical argument that treating robots or other artificial agents as mindless tools to be exploited should be morally suspect because we already know that treating people that way is wrong, and we have a history of immorally excusing such wrongs by arbitrarily saying, ‘Well, that group (of agents) just aren’t the kind of beings that have or deserve rights.’

But those who regard the concept of robot rights as a philosophical near-obscenity argue that the solution cannot be to grant moral or legal rights—the full protection of which are still denied to the lion’s share of the human family (e.g. women, the poor, and racialized and/or minoritized communities), not to mention non-human animals—to mindless, non-sentient assemblages of silicon and plastic just because we now happen to find it economically and culturally useful to insert these entities into more intimate roles within our social environments and relations. First, it creates a dangerously false equivalence between persons and non-persons (Birhane and van Dijk 2020). This false equivalence encourages us to slip from an ideal stance of moral regard based on the absolute worth and equal dignity of persons to a stance in which all it takes to earn moral regard is to usefully perform certain economic and social functions of persons. This view also entails that the billions of humans who are systematically excluded by unjust hierarchies from performing equivalently valued economic and social roles may continue to be morally and politically neglected, as they have been. Alternatively, it suggests that the status of personhood is not a fact but a gift to be bestowed by those privileged enough to have never had their humanity questioned. As Abeba Birhane and Jelle van Dijk (2020) observe, ‘The line of reasoning runs the risk of developing into: “The women and slaves we liberated should not complain if we, enlightened men, decide to liberate some more!” ’ (209).

The liberal frame thus seems to leave us in an unsatisfactory position with respect to the moral status of machine agency. For while those who object to robot rights are well justified in doing so, the question remains, ‘How then can we rightly situate and treat machine agents within our day-to-day lives, when they occupy vital interpersonal roles?’ This is why Joanna Bryson (2010) has suggested abstaining from designing machines to occupy these roles in forms or ways that would create this risk of moral-ontological confusion. Better to keep them in familiar, non-personal roles that do not encourage the kind of projected experience that Wittkower notes we already find ourselves compelled to perform. Even if we replace her problematic selection of the category of ‘slave’ with a more benign role label, however, Bryson’s move would arguably require stripping machines of any capacity that might be called social, and this medicine may be stronger than Bryson realizes, requiring a near-blanket refusal of AI in all but a few highly delimited spheres of action. The path of refusal, of course, is still open. But there are many good reasons to welcome future worlds with artificial agents in them; is refusal our only or best option?

Perhaps a communitarian frame will do better? Indeed, a kind of communitarian frame has already informed the arguments of those who seriously entertain the prospect of ‘robot rights’ on the basis of a relational ethic (Coeckelbergh 2010). The idea here is that moral status does not arise from a quality within individuals, as the liberal frame would have it, but rather arises between them; that is, morality is relational to the core. There are a number of communitarian ethics in which a relational notion of selfhood or personhood is embedded. For example, Confucian ethics is widely understood to take the family and the State to be the morally primary entities, from which moral duties to individual persons are then derived on the basis of their relations to the primary entities. One can see, then, that a communitarian ethic might lend itself to granting moral status to machines insofar as they can occupy the right kinds of relations to the primary entities and perform the rights kinds of duties for and with them. Again, if we rely upon the analogical frame, we are pushed to this conclusion. If machines embody the same interpersonal roles and perform the same duties that grant human beings their moral status as persons, why should we not extend it to them?

This solution also falls apart, however, when one considers that, even in Confucian ethics, there is an important and non-substitutable role for moral reciprocity of persons, which is grounded in an affective moral sincerity or care that machine agents of the sort we are considering will still lack. If we go back to Mengzi’s instructions to King Xuan, he did not tell him that it was enough to simply perform the right duties to his people and continue to feel nothing. He told the King that he needed to extend his xin—his loving concern, which the King could already feel for his animals—to his subjects. Moreover, it is the case in Confucian thought that the subjects of the King must feel a similar emotional bond with their King in order to rightly live. The ‘Way’ is not just a mechanical pattern but an affective and cognitive one as well. This is why Confucius vigorously rejected the kind of functional moral success embodied by what he called the ‘village honest person’—the rigid (gu) morality of the person who does the right things reliably, as called for by their role, just as their neighbours and fellow citizens expect and want but without any internal moral sincerity or motivation and also without the flexible, aesthetic capability of moral invention that is demanded for novel and complex situations (Yearley 1990: 67–68). Given that artificial sentience is nowhere on the horizon, artificial agents of the near future, even if they acquire functional moral competence in well-defined contexts, will be no better than the ‘village honest person’, and thus we find ourselves again in a bind. From a relational communitarian stance, personhood falls out of interpersonal relations and duties that machines may soon perform routinely. And yet, for at least many communitarian frames (for Confucianism is not alone in its affective anchors), to grant moral personhood to affectively empty machines is to deny the heart—literally—of moral meaning.

What if we accepted that neither a liberal nor a communitarian frame can easily make sense of a social fabric in which artificial agents are interwoven as a new kind of thread? Is there another way forward? Are the familiar dichotomies of person and thing, or individual agent and community, or autonomy and interdependence, really as fixed as we are liable to envision? Might our dominant moral and political patterns, which have often served us well but increasingly fail us in practice, simply be worn out, no longer fitting the new social bodies that must take shape in a resource-depleted, information-saturated, and rapidly warming world where 8 billion humans must find unprecedented ways to flourish together?

What if we used our moral courage and humility to admit this shortcoming and, if not clear the deck of our existing moral patterns and analogies, at least create a bit more open space to explore in between them? What if the human family could be free to start a set of new moral conversations not only about how we choose to relate to technology but also to one another? Most importantly, how might those conversations avoid retracing the familiar patterns of injustice and exploitation that have constrained our imaginations of human flourishing thus far? The most promising scenario for this new kind of moral freedom involves ensuring that these conversations not only include but are also facilitated by voices that have been routinely excluded from the moral conversations of previous traditions that led us to this stale impasse. For such conversations to succeed, contributors will need to bring to the table many virtues: courage, compassion, honesty, patience, humility, justice, and care. But perhaps moral imagination is the virtue we need to cultivate most of all. Virtue ethics is a powerful frame for digital ethics not because it already has the answers we need but because it is the one frame that clearly does not, that makes most evident that those answers do not yet exist and will not exist until we learn to write them together within radically new relations of equity, solidarity, justice, and resolute love.

Conclusion

New digital dilemmas such as those generated by artificial agency are pushing at the ageing, splintering joints of our existing moral and political conceptions of the good life. They show us that neither the liberal nor the communitarian frames can, by themselves, point us reliably forward to futures with new technology that will not only be justified and sustainable but also able to supply the joy that good lives promise. From brain–computer interfaces, to the global spread of customized reality/disinformation bubbles, to the techno-social challenges of meeting Sustainable Development Goals on a planet made less hospitable to humans by the year, we are increasingly called to enact our capabilities for original moral thinking in a way that, I fear, philosophers in recent years have not adequately answered. The philosophical patterns of the past were built to suit worlds that no longer exist. What virtue ethics can offer us today is not a study of the various historical patterns of past modes of human flourishing that could be carried over into a digitally mediated world. What it really offers us, as I have argued elsewhere (2016), is a set of shared moral practices for cultivating within our communities the creative capacity to invent entirely new patterns of flourishing, ones better suited to the futures we must build.

Notes

1.See (Brey et al. 2012), a collection of essays based on an international conference devoted to this theme in 2007. The theme of the ‘good life’ brings to applied technology ethics the same shift towards a normative focus on virtue and flourishing that is often attributed to G.E.M. Anscombe (1958) in the domain of moral philosophy.

2.See Vallor (2016: ch. 5, section 2) on the necessary flexibility of prudential judgement.

3.See Jerome and Kisby (2019) for critiques of character education as a force of conservativism.

4.See Mencius (1970: 6A8) and the fable of Ox Mountain.

5.He was not correct, having excluded the moral agency of well over half of the Athenian adult population (including women and non-Greek men) from eligibility.

6.The aesthetic implication of ‘style’ is intentional here; the notion of an aesthetic dimension of moral performance is most explicit in Confucian virtue ethics but holds generally in the notion of the person whose virtue is lived authentically through the expression of a characteristic unity, integrity, or harmonious style; see Gier (2001).

7.There is a question here, of course, of how neo-Aristotelians can know that the full incorporation of women into the moral community is in fact good or right unless they make an appeal to some deeper normative standard than Aristotle was able to give (e.g. a utilitarian or deontological standard). The options range from pointing out that Aristotle’s view rests on demonstrable falsehoods about women (and non-Greeks), and thus that the defect is internally remediable, to accepting a certain degree of moral anti-realism or relativism, to accepting that virtue ethics must be buttressed by some deeper but still virtue-compatible normative theory, such as Martha Nussbaum’s capabilities approach or a feminist ethic of care.

8.This, of course, is the scenario appealed by Mencius (1970: 2A6) as evidencing a universal moral pattern inscribed in the heart-mind (xin) of every fully formed human person.

9.See Nivison (1980: 746) on the connection in Mencius between analogical moral extension of a reasoning pattern and moral extension of affective capacity.

References

Annas, J. (2005), ‘Virtue Ethics: What Kind of Naturalism?’, in S.M. Gardiner, ed., Virtue Ethics, Old and New (Ithaca, NY: Cornell University Press), 11–29.

Anscombe, G.E.M. (1958), ‘Modern Moral Philosophy’, Philosophy 33: 1–19.

Aristotle (2009), The Nicomachean Ethics, trans. D. Ross (Oxford: Oxford University Press).

Association for Computing Machinery (2018), ‘ACM Code of Ethics and Professional Conduct’, https://www.acm.org/code-of-ethics, accessed 8 August 2022.

Bai, T. (2019), Against Political Equality: The Confucian Case (Princeton, NJ: Princeton University Press).

Bell, D. (1993), Communitarianism and Its Critics (Oxford: Oxford University Press).

Bell, D. (2006), Beyond Liberal Democracy: Political Thinking for an East Asian Context (Princeton, NJ: Princeton University Press).

Birhane, A. and van Dijk, J. (2020), ‘Robot Rights? Let’s Talk about Human Welfare Instead’, in 2020 AAAI/ACM Conference on AI, Ethics, and Society (AIES ’20), F7–8 February (New York: ACM), 207–213, https://doi.org/10.1145/3375627.3375855, accessed 8 August 2022.

Boyd, D. (2022), ‘Crisis Text Line, from my perspective’, Medium, 31 January, http://www.zephoria.org/thoughts/archives/2022/01/31/crisis-text-line-from-my-perspective.html, accessed 8 August 2022.

Brey, P., Briggle, A., and Spence, E. (2012), The Good Life in a Technological Age (New York: Routledge).

Bryson, J.J. (2010), ‘Robots Should Be Slaves’, Close Engagements with Artificial Companions: Key Social, Psychological, Ethical and Design Issues, 63–74.

Byerly, T.R., and Byerly, M. (2016), ‘Collective Virtue’, Journal of Value Inquiry 50, 33–50, https://doi.org/10.1007/s10790-015-9484-y, accessed 8 August 2022.

Chan, J. (2014), Confucian Perfectionism: A Political Philosophy for Modern Times (Princeton, NJ: Princeton University Press).

Coeckelbergh, M. (2010), ‘Robot Rights? Towards a Social-Relational Justification of Moral Consideration’, Ethics and Information Technology 12(3), 209–221.

Cohen, D.H. (2017), ‘The Virtuous Troll: Argumentative Virtues in the Age of (Technologically Enhanced) Argumentative Pluralism’, Philosophy and Technology 30, 179–189, https://doi.org/10.1007/s13347-016-0226-2, accessed 8 August 2022.

Correll, M. (2019), ‘Ethical Dimensions of Visualization Research’, CHI ’19: Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, May, Paper No. 188, 1–13, https://doi.org/10.1145/3290605.3300418, accessed 8 August 2022.

Dworkin, R. 2000. Sovereign Virtue: The Theory and Practice of Equality (Cambridge, MA: Harvard University Press).

Elder, A. (2014), ‘Excellent Online Friendships: An Aristotelian Defense of Social Media’, Ethics & Information Technology 16(4), 287–297.

Elder, A. (2019), ‘Conversation from Beyond the Grave? A Neo-Confucian Ethics of Chatbots of the Dead’, Journal of Applied Philosophy 37(1), 73–88.

Ess, C. (2010), ‘Trust and New Communication Technologies: Vicious Circles, Virtuous Circles, Possible Futures’, Knowledge, Technology and Policy 23(3–4), 287–305.

Ess, C. (2013), Digital Media Ethics, 2nd edn (Cambridge: Polity).

Foot, P. (2000), Natural Goodness (Oxford: Oxford University Press).

Fricker, M. (2010), ‘Can There Be Institutional Virtues?’, in T. Szabo Gendler and J. Hawthorne (ed.), Oxford Studies in Epistemology 3 (Oxford: Oxford University Press), 235–252.

Fröding, B., and Peterson, M. (2020), ‘Friendly AI’, Ethics and Information Technology, 23, 207–214, https://doi.org/10.1007/s10676-020-09556-w, accessed 8 August 2022.

Ganesh, M. I., and Moss, E. (2022). Resistance and refusal to algorithmic harms: Varieties of ‘knowledge projects’. Media International Australia, 183(1), 90–106.

Gier, N.F. (2001), ‘The Dancing Ru: A Confucian Aesthetics of Virtue’, Philosophy East and West 51(2), 280–305.

Grodzinsky, F. (1999), ‘The Practitioner from Within: Revisiting the Virtues’, Computers and Society 29(1), 9–15.

Gunkel, D. (2018), Robot Rights (Cambridge, MA: MIT Press).

Handel, J. (2022), ‘Crisis Text Line Ends Data-Sharing Relationship with For-Profit Spinoff’, Politico, 31 January, https://www.politico.com/news/2022/01/31/crisis-text-line-ends-data-sharing-00004001, accessed 8 August 2022.

Harman, G. (1999), ‘Moral Philosophy Meets Social Psychology: Virtue Ethics and the Fundamental Attribution Error’, in Proceedings of the Aristotelian Society, New Series, 99 (Oxford: Oxford University Press), 315–331.

Harrison, T. (2015), ‘Virtuous Reality: Moral Theory and Research into Cyber-Bullying’, Ethics and Information Technology 17(4), 275–283.

Hayek, F. (1960), The Constitution of Liberty (Chicago, IL: University of Chicago Press).

Hursthouse, R. (1999), On Virtue Ethics (Oxford: Oxford University Press).

Ihara, C. (2004), ‘Are Individual Rights Necessary? A Confucian Perspective’, in Kwong-loi Shun and David B. Wong (eds), Confucian Ethics: A Comparative Study of Self, Autonomy, and Community (Cambridge: Cambridge University Press), 11–30.

Jerome, L., and Kisby, B. (2019), The Rise of Character Education in Britain: Heroes, Dragons and the Myths of Character (Cham: Palgrave MacMillan).

Kamtekar, R. (2004), ‘Situationism and Virtue Ethics on the Content of Our Character’, Ethics 114(3), 458–491.

Kymlicka, W. (1989), Liberalism, Community and Culture (Oxford: Oxford University Press).

Le Guin, U.K. (1975), ‘The Ones Who Walk Away From Omelas’, in The Wind’s Twelve Quarters (New York: Harper & Row), 275–284.

Levine, A.S. (2022), ‘Suicide Hotline Shares Data with For-Profit Spinoff, Raising Ethical Questions’, Politico, 28 January, https://www.politico.com/news/2022/01/28/suicide-hotline-silicon-valley-privacy-debates-00002617, accessed 8 August 2022.

Macedo, S. (1990), Liberal Virtues: Citizenship, Virtue and Community in Liberal Constitutionalism (Oxford: Clarendon Press).

MacIntyre, A. (1984), After Virtue (Paris: University of Notre Dame Press).

Mencius (1970), Mencius, trans. D.C. Lau (London: Penguin).

Mill, J.S. (1864), Utilitarianism, 2nd edn (London: Longman, Green, Longman, Roberts and Green).

Moor, J. (1998), ‘If Aristotle Were a Computing Professional’, Computers and Society 28(3), 13–16.

Morrow, A. 2022. ‘How a Beloved Orange Tabby Cat Became a Voice for America’s Union Workers’, CNN Business, 17 February, https://amp.cnn.com/cnn/2022/02/17/business/jorts-cat-unions-labor-movement/index.html, accessed 8 August 2022.

Nivison, D. (1980), ‘Two Roots or One?’, Proceedings and Addresses of the American Philosophical Association 53(6), 739–761.

Nozick, R. (1974), Anarchy, State and Utopia (New York: Basic Books).

Nussbaum, M. (2011), ‘Perfectionist Liberalism and Political Liberalism’, Philosophy & Public Affairs 39, 3–45.

Nussbaum, M.C. (1988), ‘Non-Relative Virtues: An Aristotelian Approach’, Midwest Studies in Philosophy 13(1), 32–53.

Nussbaum, M.C. (1997), ‘Capabilities and Human Rights’, Fordham Law Review 66, 273–300.

Pierrakos, O., Prentice, M., Silverglate, C., Lamb, M., De-maske, A., and Smout, R. (2019), ‘Reimagining Engineering Ethics: From Ethics Education to Character Education’, in 2019 IEEE Frontiers in Education Conference (FIE), 1–9, https://doi.org/10.1109/FIE43999.2019.9028690, accessed 8 August 2022.

Popper, K. (2020/1945). The Open Society and Its Enemies (Princeton, NJ: Princeton University Press).

Rawls, J. (1971), A Theory of Justice (Cambridge, MA: Harvard University Press).

Raz, J. (1987), ‘Autonomy, Toleration and the Harm Principle’, in R. Gavison (ed.), Issues in Contemporary Legal Philosophy (Oxford: Oxford University Press), 313–333.

Sandel, M. (1982), Liberalism and the Limits of Justice (Cambridge: Cambridge University Press).

Sicart, M. (2005), ‘Game, Player, Ethics: A Virtue Ethics Approach to Computer Games’, International Review of Information Ethics 4, 13–18.

Shun, K.-L., and Wong, D.B. (eds), (2004), Confucian Ethics: A Comparative Study of Self, Autonomy, and Community (Cambridge: Cambridge University Press).

Sparrow, R. (2013), ‘War without Virtue?’, in Strawser, B.J. (eds), Killing by Remote Control (New York: Oxford University Press), 84–105.

Sullins, J. (2010), ‘RoboWarfare: Can Robots Be More Ethical Than Humans on the Battlefield?’, Ethics and Information Technology 12(3), 263–275.

Taylor, C. (1989), Sources of the Self: The Making of the Modern Identity (Cambridge, MA: Harvard University Press).

Tonkens, R. (2012), ‘Out of Character: On the Creation of Virtuous Machines’, Ethics and Information Technology 14(2), 137–149.

Vallor, S. (2010), ‘Social Networking Technology and the Virtues’, Ethics and Information Technology 12(2), 157–170.

Vallor, S. (2011), ‘Carebots and Caregivers: Sustaining the Ethical Ideal of Care in the Twenty-First Century’, Philosophy and Technology 24(3), 251–268, https://doi.org/10.1007/s13347-011-0015-x, accessed 8 August 2022.

Vallor, S. (2012), ‘Flourishing on Facebook: Virtue Friendship and New Social Media’, Ethics and Information Technology 14(3), 185–199.

Vallor, S. (2013), ‘Armed Robots and Military Virtue’, in L. Floridi and M. Taddeo (eds), The Ethics of Information Warfare (New York: Springer), 169–185.

Vallor, S. (2016), Technology and the Virtues: A Philosophical Guide to a Future Worth Wanting (New York: Oxford University Press).

Verbeek, P.-P. (2011), Moralizing Technology: Understanding and Designing the Morality of Things (Chicago, IL: University of Chicago Press).

Wallach, W., and Allen, C. (2009), Moral Machines: Teaching Robots Right from Wrong (New York: Oxford University Press).

Wallach, W., and Vallor, S. (2020), ‘Moral Machines: From Value Alignment to Embodied Virtue’, in M. Liao (ed.), Ethics of Artificial Intelligence (New York: Oxford University Press), 383–412.

Walzer, M. (1983), Spheres of Justice: A Defense of Pluralism and Equality (New York: Basic Books).

Wittkower, D.E. (2021), ‘What Is It Like to Be a Bot?’, in S. Vallor (ed.), Oxford Handbook of the Philosophy of Technology (New York: Oxford University Press), 358–373.

Wong, P.-H. (2013), ‘Confucian Social Media: An Oxymoron?’, Dao 12(3), 283–296.

Wright, J.C., Warren, M.T., and Snow, N.E. (2021), Understanding Virtue: Theory and Measurement (New York: Oxford University Press).

Yearley, L. (1990), Mencius and Aquinas: Theories of Virtue and Conceptions of Courage. (Albany, NY: SUNY Press).

Young, I.M. (1990), Justice and the Politics of Difference (Princeton, NJ: Princeton University Press).


CHAPTER 3

The Ethics of Human-Robot Interaction and Traditional Moral Theories

Sven Nyholm

Introduction

Self-driving cars chauffeuring us around, military robots helping to fight wars, logistics robots moving boxes around in warehouses, robotic vacuum cleaners and lawn movers cleaning up after us and keeping backyards neat, humanoid sex robots being advertised as a new form of intimate partner, and so on and so forth (Royakkers and Van Est 2016). More and more areas of life are having robots with more or less advanced artificial intelligence introduced into them—so much so that the robot ethicist David Gunkel muses that we are ‘in the midst of a robot invasion’ (Gunkel 2018, 2019). This proliferation of robots raises new types of ethical questions. For example, what if a self-driving car detects that a crash is unavoidable and that all options open to it will involve harming human beings? What should the car do (Nyholm 2018a–b)? Is it ever permissible to use autonomous weapons systems in war, which are specifically designed to kill human beings and select their own targets (Sparrow 2016; Purves et al. 2015)? What if a robot—for example, a sex robot—is designed to look and act like a human being? Does the resemblance mean that we should treat that robot with any of the moral consideration we should show to human beings (Eskens 2017; Danaher 2019)?

In general, there are two main kinds of questions here. On the one hand, how should robots and other machines be made to behave around human beings? On the other hand, how should human beings conduct themselves around robots and other machines with advanced forms of artificial intelligence? We can call the branch of digital ethics that confronts these two questions the ethics of human–robot interaction (Nyholm 2020). The aim of this chapter is to discuss whether, and to what extent, traditional moral theory—including specific theories such as utilitarianism, Kantianism, and virtue ethics—can be useful when we try to approach the questions that arise within the new ethics of human–robot interaction.

Many authors who discuss the ethics of human–robot interaction have turned to the traditional moral theories in their work. For example, proponents of so-called ‘machine ethics’ have theorized that we can create artificial moral agents that conduct themselves based on the principles espoused by traditional moral theories (e.g. Anderson and Anderson 2007, 2010, 2011; Powers 2011; Wallach and Allen 2009). And writers discussing whether machines should ever be accorded moral consideration or rights have asked what the traditional moral theories imply about that issue (e.g. Coeckelbergh 2010a; Gunkel 2018; Gordon 2020a).

There is a general problem with this tempting project of applying traditional moral theory to the ethics of human–robot interaction, however: traditional moral theories all developed long before robots and artificial intelligence (AI) existed. In particular, they developed with human–human interaction in mind, not with human–robot interaction—or, more generally, human–machine interaction—in mind (Nyholm 2020: ch. 2; see Turner 2019 and Weaver 2013 for a similar argument in the context of the law). In what follows, I explore some ways in which this problem creates challenges and difficulties for the temptation to approach the ethics of human–robot interaction using traditional moral theory.

Specifically, I consider difficulties relating to the notions of moral obligation and moral virtue, and the properties that traditional moral theories associate with having moral standing. These all seem better suited for ethics relating to human–human interaction and are ill-suited for the ethics of human–robot interaction. One possible conclusion is that we need, as Gunkel suggests, to ‘think otherwise’, that is, to look for some new kind of ethical theorizing (Gunkel 2018). Even so, I end with some reflections about how traditional moral theory might best be applied in the ethics of human–robot interaction if we want to keep using the traditional moral theories when we grapple with the new ethics of human–robot interaction. The usefulness of the traditional moral theories in the ethics of human–robot interaction depends, I will argue, on who we take the relevant moral agents and patients to be.

Agents and patients

In 2015, CNN Edition ran a story with the headline ‘Is it Cruel to Kick a Robot Dog?’ (Parke 2015). This was a story about a robot created by the company Boston Dynamics. The four-legged robot, nicknamed ‘Spot’, looks like a dog. Another distinguishing feature of this particular robot is how good it is at keeping its balance. To illustrate this ability, a video released by Boston Dynamics shows Spot walking up some stairs and running on a treadmill. Later in the video, in order to further illustrate how stable Spot is, some Boston Dynamics engineers are shown kicking Spot. Sure enough, Spot does not fall over when kicked. Many viewers of this video, however, lost part of their composure when they saw Spot being kicked. CNN reported that people made comments such as ‘Kicking a dog, even a robot dog, just seems wrong’ and ‘Poor Spot!’ (Parke 2015; cf. Coeckelbergh 2018).

This story helps to illustrate a distinction that is useful to draw in this context. Following Luciano Floridi and others, I will use the terminology whereby we think of ethics as involving both moral agents and moral patients (Floridi 2011). In the just-summarized news story, a robot is, interestingly, seemingly portrayed in the role of a moral patient; that is, it is portrayed in the role of somebody against whom we can act rightly or wrongly. The Boston Dynamics engineers kicking the robot dog, in contrast, are viewed as moral agents. They are viewed as agents who are able to act rightly or wrongly and who can be held responsible for their conduct. The question of whether it is cruel to kick robot dogs, in other words, takes seriously the idea that robots can be moral patients against whom human moral agents can act in cruel ways (Coeckelbergh 2018; Danaher 2019; cf. Friedman 2020).

A more common way of introducing robots or other machines into the domain of ethics is via the idea of them as potentially playing the role of moral agents. As mentioned in the Introduction, there is a whole field of research called ‘machine ethics’ whose main aim is to investigate the prospect of creating machines—robots, computers, or whatever—that can function as moral agents of some significant kind (Wallach and Allen 2009, Anderson and Anderson 2011). Some of the more modest machine ethics researchers focus on what James Moor calls ‘implicit moral agents’, that is, agents whose patterns of behaviour merely conform to what certain moral principles might recommend that they do (Moor 2006). Others—like Michael Anderson and Susan Leigh Anderson (2007, 2010)—have a much more ambitious goal. They want to create what Moor calls ‘explicit moral agents’. This expression refers to agents whose behaviour does not merely conform to what moral principles might recommend, but who also are able to engage in decision-making that is explicitly guided by ethical principles (Moor 2006).1

Self-driving cars and military robots are common examples of artificially intelligent machines that defenders of machine ethics claim need to be made into a form of moral agent. Why? Because these machines will be functionally autonomous, and potentially dangerous; that is, they will operate for certain periods of time on their own, without direct human steering. They will interact with human beings in ways that are sometimes risky, occasionally creating life-and-death situations. Accordingly, the machines may be put in situations—crash scenarios in the case of self-driving cars or battles in the case of military robots—in which the machines seemingly need to make life-and-death decisions (Wallach and Allen 2009; Goodall 2014).

Defenders of the programme of machine ethics claim that because of such considerations, we ought to design these machines in ways that make them into ‘artificial moral agents’ (Wallach and Allen 2009; Anderson and Anderson 2011).2 So here we have a case that is significantly different from the one considered above. While a robot is the supposed moral patient and human beings the moral agents in the example with Spot the robot dog above, in the cases of self-driving cars and military robots, human beings would be the moral patients and certain robots the supposed moral agents.

A fascinating question to reflect on is whether there could ever be any realistic scenarios in which robots would be both the only relevant moral agents and the patients involved. In science fiction, we could easily imagine such a scenario. For example, what if the robots C3PO and R2D2 in the Star Wars movies got into a fight and treated each other in immoral ways? In real life, however, such scenarios seem less realistic.

When it comes to the ethics of human–robot interaction, it is important to reflect carefully on the different ways in which we can think about who or what can be moral agents and patients. One possible view—the one that I have in effect just illustrated—is that in addition to human beings, robots and other machines can also be both moral agents and moral patients (e.g. Gunkel 2012, 2018; Gordon 2020a). A second possible view is that while robots and other machines can be a form of moral agent (albeit perhaps a less advanced form of moral agent than humans can be), they cannot and should not be regarded as moral patients. Floridi, for example, seems to be an example of an author who holds that sort of view. In his writings, Floridi takes the idea of machines as artificial moral agents very seriously. Yet, he thinks that they are not moral patients, but that they can be seen as a kind of ‘slave’ to us human beings (Floridi 2011, 2017).

A third—and less common—view would be that while robots can be moral patients, they cannot be moral agents. Some of John Danaher’s different writings on the ethics of technology suggest that he might be someone who would take this view. Danaher has one paper in which he argues that autonomous robots might give rise to ‘retribution gaps’, since they are not responsible moral agents that are fit to be punished in case they act wrongly (Danaher 2016). But in more recent writings, Danaher argues that if machines behave like people or animals that we view as moral patients, we should also regard those machines as moral patients (Danaher 2019, 2020). On this type of view—whether or not it is a view Danaher would, on reflection, endorse—while humans can be both moral agents and patients, robots can be moral patients but not moral agents.

A fourth and final view is that only human beings can be moral agents and that only human beings (as well as some non-human animals) can be moral patients (cf. Bryson 2018).3 On this view, when we create machines that are made to conduct themselves around human beings in certain ways, there are always certain human beings (e.g. the designers or users) who are the relevant moral agents (see e.g. Van Wynsberghe and Robbins 2018). And if there are ever any reasons to act in ways that appear to show moral consideration for robots, the real moral patients are actually certain human beings. For example, the real moral patients could be people who might be offended or otherwise negatively impacted unless the robots in question are treated in ways that appear to show moral consideration for those robots (Darling 2017; Friedman 2020; cf. Nyholm 2020: ch. 8).

We have a spectrum of four views here, then. At one extreme, there is the view that in the ethics of human–robot interaction, robots can be considered both as agents and patients. At the other extreme, there is the view that ultimately, only human beings can be considered as the relevant agents and patients when we think about how robots should be made to function around human beings and how human beings should conduct themselves around robots. Between these two extremes there are views on which robots could be either only moral agents or only moral patients. With these basic distinctions introduced, we can move on to discuss traditional ethical theory. What would influential canonical philosophers such as—or authors following in the footsteps of—Aristotle, Hume, Bentham and Mill, and Kant say about this topic?

Traditional ethical theory

When we think about the ethics of human–robot interaction, it is tempting to turn to traditional ethical theory as a source of ideas and inspiration. After all, when we study moral philosophy, we typically first learn about traditional ethical theories such as utilitarianism, Kantianism, and virtue ethics (see, e.g. Driver 2007). We usually also learn about attempts to apply these theories within different domains of practical ethics, such as bioethics and animal ethics. So, it is only natural to think that these kinds of theories would also be useful to apply to this novel topic of human–robot interaction, not least because in ordinary common sense, we are concerned with things such as the consequences of actions, respect for people’s dignity, and the development of good character traits. Those are the sorts of considerations that the traditional moral theories place at the centre of their accounts of how we should live our lives and conduct ourselves around other human beings (Suikkanen 2014). Utilitarian—or more broadly consequentialist—theories focus on the consequences of people’s actions. Kantian ethics concerns itself with how to properly show respect for human dignity and the principles we act on. And virtue ethical theories are about what character traits people should try to cultivate (Driver 2007).

When it comes to whether it is a good idea to carry over the traditional ethical theories into the new domain of the ethics of human–robot interaction, two related complications or challenges immediately come to mind. These both concern the fact that the traditional ethical theories are—first and foremost—theories of the ethics of human–human interaction rather than human–technology interaction (Nyholm 2020: ch. 2).4

First, as mentioned in the Introduction, most of the traditional ethical theory that we learn about when we study ethics developed before anybody was concerned with human–robot interaction. Virtue ethical theory first made its appearance during classical antiquity (Crisp and Slote 1997). Broadly speaking, consequentialist and so-called deontological ethical theories5 started to develop throughout the Enlightenment. Immanuel Kant developed his influential ethical theory in the last decades of the eighteenth century (Kant 2012). The origin of utilitarian can be traced to the middle of the eighteenth century, first by Christian authors like William Paley and Joseph Priestly, and later by secular authors like Jeremy Bentham and John Stuart Mill (Darwall 1995). This was all before anyone had any reason to think about whether robots and other technologies with AI could potentially be thought of as moral agents or patients. Since traditional ethical theory developed with human–human interaction in mind, we should be careful about assuming that this body of theory will carry over in a smooth way to the context of human–robot interaction.

The second consideration I want to highlight in this section is that the traditional ethical theories involve numerous different ideas and theoretical assumptions about human beings and human nature (Driver 2007). They are, to use an expression from John Rawls, typically ‘comprehensive theories’ (Rawls 1993). Those who import the traditional ethical theories into the context of human–robot interaction sometimes appear to truncate these theories to single principles that can be formulated in one short sentence—for example, ‘Maximize happiness, minimize suffering!’, ‘Act on principles that can be made into universal laws!’, or ‘Develop these virtues!’—and then ask whether these principles can be programmed into the AI of robots. There is an issue with this decontextualization, however. The issue is that behind the snappy bumper-sticker summaries of the traditional moral theories, there are typically comprehensive theories of human nature, rationality, the human condition, moral psychology, etc. that help to motivate why the canonical authors who proposed these theories arrived at the ethical conclusions and suggestions that they did.

In the following three sections, I zoom in on three common themes reoccurring in much of traditional moral theory. I will relate those themes to the prospects of human–robot interaction ethics of the sort that regards robots as potentially being both moral agents and patients. In particular, I will discuss some common ideas about moral obligation, moral virtue, and what it is to be benefitted in a morally relevant way. In each case, we will find that it is not easy to directly carry these ideas from traditional ethical theory over into the new context of the ethics of human–robot interaction.

Moral obligation

Imagine that a self-driving car carrying one person is heading towards a tunnel. The self-driving car detects that, for whatever reason, its brakes have suddenly stopped working. The car also detects that there are five people walking on the narrow road inside of the tunnel. Since the car’s brakes are malfunctioning, the car seems to face two options. It can either drive into the tunnel and ram into the five people in there, potentially killing or seriously injuring them, or it can swerve and crash into the side of the tunnel, potentially killing or seriously injuring the person inside the car. What should the car do?

This case—which I borrow from Jason Millar (2014)—is of the sort that is sometimes used to motivate the need to design moral agency or decision-making capacities into self-driving cars. The car appears to face a moral dilemma similar to the sorts of dilemmas associated with the so-called trolley problem.6 And so, it is argued, the car needs to be able to make a moral decision about what to do in this situation and others like it. (Keeling 2020; cf. Nyholm and Smids 2016) Indeed, some researchers in behavioural economics and social psychology take this sort of case so seriously that they have created a worldwide research project to track and catalogue ordinary people’s intuitions about various trolley problem-inspired cases (Bonnefon et al. 2016). The idea behind that research programme is that in addition to whatever input traditional ethical theory can provide us with, we also need to survey the world’s population about what self-driving cars should do (Awad et al. 2018). That way, programmers tasked with programming moral decision-making algorithms into self-driving cars will have lots of input about what is morally relevant in the kinds of accident scenarios one can imagine that self-driving cars might potentially face (Awad et al. 2020; for a critical perspective, see Harris 2020; cf. Nyholm 2018a).

Suppose now that we have a view about what sorts of ‘decision’ self-driving cars ought morally to make in different kinds of risky or otherwise morally loaded situations. Suppose also that we somehow managed to programme those moral rules into self-driving cars.7 Have we then created moral agents of a sort that are recognizable from the perspective of traditional moral theories?

One symptom that we would have done so would be that we had managed to create an agent who would be under an obligation to act in certain ways, or whose duty it would be to so act (Darwall 2004).That is to say, traditional moral theory associates moral dilemmas and moral decision-making with moral obligation. Moral agents are portrayed by the traditional moral theories as having certain obligations. It is not just that it would be nice or a good thing if the moral agents acted in certain ways. This requirement raises the question of whether a self-driving car—or any other realistic type of robot—would be under an obligation to act in the ways in which we might think they should act (cf. Talbot et al. 2017).

It might be thought that it is primarily in Kantian or other deontological theories that obligations or duties are prominent (see, e.g. Floridi 2011: 203). However, one of the most canonical statements of how ethical theory deals with obligations rather than mere expediency comes from a utilitarian. Famously, John Stuart Mill writes:


We do not call anything wrong, unless we mean to imply that a person ought to be punished in some way or other for doing it; if not by law, by the opinion of his fellow-creatures; if not by opinion, by the reproaches of his own conscience. This seems the real turning point of the distinction between morality and simple expediency. It is a part of the notion of Duty in every one of its forms, that a person may rightfully be compelled to fulfil it. Duty is a thing which may be exacted from a person, as one exacts a debt. Unless we think that it may be exacted from him, we do not call it his duty.

(Mill 2001: 48–49)



Could a self-driving car sensibly be punished or blamed for any of its actions or omissions (Danaher 2016)? Could a self-driving car or any other robot suffer a guilty conscience in case it fails to act as it should (Sparrow 2007)? If not, the just-described way of thinking about moral obligation in the quote from Mill indicates that the self-driving car could not have any duties or obligations.

Suppose that we think the right decision in the above-described tunnel case would be for the car to swerve to the side and endanger the person in the car rather than to drive into the tunnel and endanger the five people in the tunnel. Unless the self-driving car could sensibly be punished or blamed, or unless it would be possible for it to feel guilty about its actions, it could not be a moral obligation or duty for the self-driving car to act in any way rather than in any other way (Nyholm 2020: ch. 7). If this self-driving car were nevertheless considered a moral agent, it would be a moral agent without any obligations. From the point of view of traditional moral theory, that is an idea that does not make much sense.

Moral virtue

It might be replied that being a good moral agent in the sense of doing what one is obligated to do is not the only way to be a good moral agent that we find in traditional moral theory. Not all traditional moral theories are centrally concerned with duties and the idea of moral obligation (Darwall 1995). Another way of being good, according to some traditional ethical theories, is to have certain virtues (Hursthouse 1999). Could robots have virtues and thereby be moral agents in that sense? This will, of course, depend on what we understand virtues to be. Perhaps the most widely discussed conception of what virtues are is derived from the work of Aristotle (1999). But there are also other theories, for example, the one that David Hume (1983) put forward in his An Enquiry concerning the Principles of Morals. Let us briefly consider both of these theories of virtue. We can start with Hume’s theory and then consider Aristotle’s theory, which is more demanding in nature.

Hume has a simple and neat theory of what virtue is. His whole theory of virtue in the Enquiry is contained in two key distinctions. To begin with, according to Hume, a virtue is always some characteristic of the person who has the virtue. The first key distinction Hume then draws is between personal characteristics that are useful and ones that are agreeable in themselves. The second key distinction is between personal characteristics that benefit oneself and ones that benefit others. All virtues, on this way of thinking, are personal characteristics that are useful to ourselves, useful to others, agreeable to ourselves, or agreeable to others. Of course, some personal characteristics might have more than one of these features.

What about Aristotle? A virtue, on the Aristotelian view, is some habit or personal disposition that is associated with human flourishing and that is admirable to others (Aristotle 1999). This type of habit involves a disposition to do the right thing, at the right time, to the right degree, and for the right reasons. It is, typically, a middle path between two extremes. Courage, for example, is a disposition that lies between cowardice, on the one hand, and foolhardiness, on the other hand. Moreover, in order to act on any particular virtues, it is also important—according to Aristotle—to have a set of other virtues as well. This is called the ‘unity of the virtues’ thesis (Crisp and Slote 1997). For example, in order for a person to be courageous in the right way, they also need to be just, wise, prudent, and so on. Without these other virtues, a person cannot have the virtue of courage in the right way that we associate with human flourishing. Or so Aristotle famously argues.

Moreover, the Aristotelian ideal of virtue is, as Philip Pettit puts it, a ‘robustly demanding’ ideal (Pettit 2015). It requires that we are disposed to do the rights sorts of things for the right reasons, not just in cases in which it is easy and convenient, but also in cases in which it is more challenging and less convenient for us to do so. If we only act correctly when it is easy and convenient, but are not robustly disposed to do the right thing across a wider range of circumstances, we do not truly possess the types of dispositions that Aristotelian ethics understands the virtues as being (Alfano 2013a).

Could robots have virtues and be moral agents? Could they have virtues in the sense Hume describes, or in the sense described in Aristotelian ethics (cf. Nyholm 2020: ch. 7)? A first challenge when it comes to whether robots could have virtues in the sense Hume describes is that virtues are supposed to be certain personal characteristics—namely, personal characteristics that are useful or agreeable in themselves either to ourselves or to others. It might be thought, to begin with, that it makes no sense to think of robots or other machines as having any personal characteristics. Only persons, it might be thought, have those.8

It might be easier, though, for a robot to be useful or agreeable to people. For example, a robotic vacuum cleaner such as the Roomba robot might be useful to its owners and thereby have a virtue in a somewhat minimalistic and watered-down sense (Sung et al. 2007). Some other robots might be entertaining and agreeable, and might therefore be seen as having a type of virtue. Nor does a technological artefact need to be a robot in order to potentially be useful or agreeable to people. A tool might have the ‘virtue’, in a loose sense, of making it easy to get the job done, and a chair the virtue of being comfortable to sit in. However, none of these examples come close to being virtues of the sort we expect in moral agents. There is a difference in kind between being, say, a sharp knife or an efficient lawnmower and being a just or compassionate person.

It is even more unrealistic to imagine a robot that would have any virtues in the demanding sense described by Aristotle (Nyholm 2020: ch. 7). Could a robot be disposed to do the right thing, at the right times, and for the right reasons? Could it have a unity of virtues by not just having one, but a whole set of virtues that reinforce and support each other? Is it realistic to imagine a robot that is robustly disposed to do the right thing, not just in situations in which it is ‘easy’ for the robot, but across a wider range of possible circumstances that might arise?

Robots and other technologies with AI are typically only good at one task, in a very controlled environment (Royakkers and Van Est 2016). It is hard to imagine any realistic robot with a robust disposition that would enable it to do the right sorts of things in a stable way across a wide range of circumstances. And, moreover, according to Duncan Purves, Ryan Jenkins, and Bradley J. Strawser, robots cannot act for reasons. They cannot act for reasons because this requires the possession of certain forms of mental state that we do not typically attribute to robots (Purves et al. 2015; see also Talbot et al. 2017 and Brey 2014). If that is right, robots cannot act rightly, for the right reasons, to the right degree, etc. in the sense that virtuous agents are supposed to.

It seems best to conclude that if robots can be said to have virtues in any sense, it would be in a rather watered-down and minimalistic sense. Indeed, as many critics of virtue ethics argue, and as some defenders of virtue ethics themselves admit, it is even hard for human beings to qualify as having virtues in the sense described by Aristotle because having virtues is a very demanding ideal (Alfano 2013b; Pettit 2015). Virtue is something human beings can realistically aspire to. But it is something that it is much less realistic to aspire to create in robots.

Different ways of being a moral patient

Let us return now to the example above of a robot dog being kicked and people reacting to this in a negative way (Parke 2015). That many people spontaneously perceive something problematic about kicking a robot that looks and behaves like a dog suggests that we should reflect on whether it might make sense to cast robots in the role of moral patients (Coeckelbergh 2010a– b, 2018). Presumably, people’s reactions would be even stronger if the robots being kicked looked and behaved like human beings.

In the previous sections, we looked at what traditional ethical theory associates with moral agency. Let us now switch over to looking at what traditional ethical theory associates with moral patients (see e.g. Driver 2007). What sorts of things do the traditional theories see as most relevant in order for somebody to be a moral patient with a moral status that we need to take into consideration? Can we imagine realistic robots that have any of those properties? If not, then what should we conclude about whether it ever makes sense to regard robots and other machines as moral patients?

First, in the virtue ethical tradition, the main moral patients associated with the actions of the moral agents were often the moral agents themselves (see various contributions in Crisp and Slote 1997). That is to say, the person who was considered the main beneficiary of the development and exercise of the virtues was the agent herself. This is certainly the case in Aristotle’s theory, for example, which is centred around the idea of ‘eudaimonia’ or human flourishing (Aristotle 1999). By developing the virtues, we flourish as human beings. Another example is the way in which the topic of justice is approached in Plato’s Republic (2007). The main question in that book is: in what ways does it benefit an agent to develop the virtue of justice? Plato argues that it is both instrumentally and non-instrumentally good for the agent to develop the virtue of justice. Again, the main moral patient in focus is the moral agent herself.

In Kantian ethics, the self and other human beings are treated on a par in terms of who are the main moral patients that moral agents ought to concern themselves with (Kant 2012). In utilitarian moral theory, the self is a possible moral patient—since our own happiness can be positively or adversely affected by our actions. But the main moral patients usually considered within utilitarian moral philosophy are other human beings, as well as other sentient beings (Bentham 1996; Mill 2001).

I have already mentioned that the capacity for human flourishing is what is treated as the key thing to focus on in virtue ethics. In Kantian ethics, in turn, the main basis associated with moral patiency is the possession of practical reason and a will. In utilitarian theory, the main object of concern in a moral patient is their sensibility to pleasure and pain (Bentham 1996; Mill 2001). We benefit moral patients within virtue ethical theory by promoting their flourishing. We show moral consideration within Kantian ethical theory by having respect for persons and their dignity (e.g. by seeking their consent before treating them in certain ways) (Kant 2012). And we show moral consideration according to utilitarians by relieving pain and suffering, and by promoting the happiness of others.

Utilitarian philosophers have long emphasized that their theory can include non-human animals in the class of moral patients, since animals can also feel pleasure and pain (see, e.g. Bentham 1996). It is nevertheless clear that all of these theories developed with human beings in mind as the paradigmatic moral patients to be taken into consideration. The theories home in on typically human properties when they describe what makes someone a moral patient. Accordingly, when some authors have recently explored whether it might ever make sense to include robots among those who we think of as moral patients, they have often concluded either of two things: that we have to wait for the arrival of much more sophisticated robots in the far-off future before we can view machines as moral patients, or that traditional moral theories do not lend support to the idea that robots can be moral patients.

Eric Schwitzgebel and Mara Garza (2015) take the former approach. They argue that since (a) we should treat like cases alike; and (b) it is, in principle, possible to imagine future robots with sophisticated enough AI that they would have the capacities we associate with human moral patients, we should conclude that in the future, there might eventually be robots whom we should treat as moral patients for the same reasons that we treat human beings as moral patients.

Romy Eskens (2017), in contrast, takes the latter approach. In particular, she considers the case of sex robots and the question of whether there should be a moral requirement to seek their consent before one has sex with them. Eskens argues that this depends on whether sex robots can have the sort of properties that Kantian and utilitarian theories associate with moral patients. Do the robots have practical reason and a will (‘sapiens’), or a capacity for pleasure or pain (‘sentience’)? No, Eskens suggests. In the case of human beings, it would be rape to have sex with someone without their consent. In the case of robots, they lack moral status because they lack sapiens and sentience, Eskens argues. Therefore, they are not moral patients who would be raped if people had sex with them without their consent. (For two other perspectives on this particular issue, see Frank and Nyholm 2017 and Sparrow 2017.)

In general, since robots cannot achieve human flourishing, lack practical reason and a will, and do not experience pleasure and pain, traditional moral theories seemingly imply that robots cannot be moral patients for the reasons that human beings can be moral patients. If we want to explore the possibility of regarding robots and other machines as potential moral patients, the traditional moral theories are not going to be of much help.

Two different ways of conceiving of the ethics of human–robot interaction and its relation to traditional moral theories

The issues briefly discussed in the sections above can all be explored in much greater detail. I and others have done so elsewhere (see, e.g. Anderson and Anderson 2011; Gunkel 2018; Nyholm 2020). But I hope that even this quick discussion of these different topics helps to show that we seem to face the following choice. If we want to make use of the traditional moral theories when we approach the issues that confront us within the ethics of human–robot interaction, we should understand human beings as being the main moral agents and patients in question. (Of course, we can also consider non-human animals as being among the moral patients to take into account.) Or if we want to start exploring ways in which robots and other machines with AI might become moral agents and patients, then we need to look elsewhere than what I have been calling the traditional moral theories in order to find solid theoretical grounding for this project.

Let me briefly comment on the two options I just sketched. How, it might first be asked, could human beings be both the main moral agents and main moral patients if our questions are about how robots should be made to behave around human beings and about how human beings should conduct themselves around robots? For example, if we are asking how self-driving cars should be programmed to deal with accident scenarios, then we should not think of the self-driving cars themselves as being the moral agents whose decisions should be guided by moral theories. Rather, we should think of whoever decides on how the self-driving cars should behave as being the moral agents whose decision-making should be guided by the principles and ideals associated with traditional moral theories (cf. Nyholm 2018a).

For example, a utilitarian might say that it is not the self-driving car that should make decisions aimed to promote happiness and relieve suffering. Rather, it is whoever is programming or otherwise making decisions about self-driving cars who should make decisions that promote happiness and relieve suffering. According to Kantian ethics, it is not the self-driving car that should respect others or adopt a set of principles it would be willing to lay down as universal laws. It is rather the person deciding how the self-driving car should behave who should respect others and conduct him or herself on the basis of principles they would be willing to lay down as universal laws. Likewise, if anyone should try to cultivate and exemplify virtues, it is the human beings making decisions about how robots will treat people, and not the robots themselves.

Consider next the issue of how people should behave around robots. If human beings (and some animals) are ultimately seen as the only moral patients, then whether we should ever treat robots in any way that appears to show moral consideration for those robots will depend on whether there are any human beings (or any animals) whose moral interests we might respect by acting in ways that seemingly show moral consideration for the robots. For example, we may fail to show proper respect for real dogs if we are prepared to kick a robot dog. We could certainly be thought to not show proper respect for human beings if we want to create robotic copies of them and then treat those robotic replicas in seemingly disrespectful ways (Nyholm 2020: ch. 8).

By avoiding treating robots in certain ways, we might also train ourselves to avoid treating human beings in those ways (Darling 2017). Just as Kant argued that we might make ourselves cruel towards human beings by being cruel towards animals, it might also be argued that we might potentially end up being cruel towards human beings if we get in the habit of behaving in what appears to be cruel ways towards robots. Similarly, Robert Sparrow (2020) argues that we might undermine our own virtue and develop vices if we treat robots in ways in which it would be vicious to treat human beings. Thus, in order to stay on the path of virtue and avoid vice, it might be that we should avoid acting in what appears to be vicious ways when we interact with robots (cf. Friedman 2020).

In other words, it is perfectly possible to reflect on how robots should behave around humans and how humans should behave around robots while viewing human beings (and non-human animals) as being the only relevant moral agents and patients. But what if we want to also start thinking of robots as potentially being both moral agents and moral patients? How should we then relate our reflections to the traditional moral theories?

Of course, it should be noted that not everyone will agree with me that the traditional moral theories do not show a great deal of promise as a theoretical basis for reflections about robots as moral agents and patients. It might also be objected that the discussion above has assumed much more agreement among the traditional moral theories than there really is, and that some existing moral theories might lend themselves better than others to being applied to human–robot interaction. In particular, when it comes to robots envisioned as potential moral agents, I should point out that some theorists think that traditional moral theories have much more to offer than I have made things appear above (see, e.g. Floridi 2011; Powers 2011; and other contributions in Anderson and Anderson 2011). Many authors working in the field of machine ethics think that we can create artificial moral agents that follow the principles spelled out by the traditional moral theories. Some theorists—such as Michael Anderson and Susan Leigh Anderson, and Ronald Arkin—even think that robots are likely to eventually become better moral agents than human beings can be, as judged from the perspective of the traditional moral theories (Anderson and Anderson 2010; Arkin 2010). I want to note, though, that this is a point of view that has received a lot of critical push-back. John-Stewart Gordon (2020b), to take one example, argues that much theorizing within machine ethics involves ‘rookie mistakes’ regarding how the traditional moral theories should be applied and how the theories should be understood in the first place (see also Purves et al. 2015).

But I will not get into that debate here. What I rather want to mention is the way in which some other authors have chosen to respond to the issue of whether traditional moral theories can be useful if we start taking seriously the idea of robots as agents and patients. What I have in mind is the point of view associated in particular with Mark Coeckelbergh (2010a) and David Gunkel (2018). According to them, we should take seriously the idea of robots as both moral agents and patients. However, doing so requires, as Gunkel likes to put it, that we start ‘thinking otherwise’ (Gunkel 2018).

What he means is that we need to explore non-traditional types of ethical theory when thinking about what it might mean for robots to be moral agents and patients. Coeckelbergh and Gunkel are both interested in motivating what they call a ‘relational turn’ that moral theorizing might take. According to this approach, our focus should be less on the capacities and features of moral agents and patients, and instead more on what kinds of relations and interactions there can be between human beings, robots, and other technologies. The traditional moral theories, according to Coeckelbergh and Gunkel, are too focused on moral agents and patients considered in isolation and judged on the basis of their individual features. According to them, we should instead focus on the ways in which robots and other machines might come to have a ‘social presence’ by being brought into our homes, by being able to respond to us, and by being able to evoke certain social responses in us (Coeckelbergh 2010a–b, 2018; Gunkel 2018). If we changed our theoretical focus in this way, we would take what Coeckelbergh and Gunkel call a ‘relational turn’.9

Concluding remarks

I have suggested that when we start introducing robots and other technologies equipped with different forms of AI into different domains of life, new ethical questions arise. New questions arise about, on the one hand, how these machines should be made to behave around human beings and, on the other hand, how human beings should behave around these machines. Whether we can use traditional ethical theory in reflection on human–robot interaction depends on who we consider the relevant moral agents and patients to be, since these theories were developed with human beings in mind as the paradigmatic moral agents and patients.

One possible way to go here, which I will end by suggesting, is the following. Perhaps we can stick with the traditional moral theories when we think about the ethics of human–robot interaction with a focus on human beings as the moral agents and patients that we are concerning ourselves with. At the same time, we should also take seriously the idea that robots might one day become moral agents and patients. For them, we might then need to ‘think otherwise’, to use Gunkel’s phrase. That is to say, if and when we start reflecting on what it might be for robots to be moral agents and patients, we may need new ethical theories to think about them. This way, the ethics of human–robot interaction can partly be based on traditional ethical theory—viz. when it considers human beings as moral agents and patients—and partly based on some other, possibly new form of ethical theorizing—viz. when it considers robots as moral agents and patients.

It might be objected here that moral theory is supposed to be universal and apply equally to all (whether it is humans, angels, aliens, animals, or whatever creatures we might be talking about). Universality implies that moral theory should also apply equally to human beings and robots, and that we cannot have one theory for one and another theory for the other. To this objection I respond that, on the one hand, we typically relativize what duties we think moral agents have to their capacities (‘ought implies can’), so that, for example, mature adults are regarded as having different moral duties than children. On the other hand, we also relativize what protection, care, or rights we think moral patients should have to their capacities or situation, so that, for example, the vulnerable or the sick should get different treatment than others, all of which is compatible with the principle of treating like cases alike. Since human beings and robots are not like cases, the idea that we should not treat them alike, either in theory or in practice, does not conflict with the idea of moral universality, at least not if we take moral universality to be captured most importantly by the idea of treating like cases alike.

So long as we stick to the old moral agents and patients that philosophers have already been theorizing about for a very long time, we can make use of traditional ethical theories developed specifically to apply to those agents and patients. But once we start introducing new potential moral agents and patients of a radically different nature than the old ones, new, non-traditional theories might be needed.
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Notes

1.The distinction Moor makes is similar to Kant’s distinction between merely ‘acting in accordance with duty’ and ‘acting from duty’ (Kant 2012).

2.Some authors even claim that artificial moral agents will be better moral agents than human beings are able to be (Arkin 2010). The reason given for this is that while humans have emotions that can lead us to react in morally problematic ways, machines lack emotions and can be guided by moral principles alone in a purely non-emotional way. For a contrasting point of view, according to which the lack of emotion makes machines less like moral agents and more like ‘psychopaths’, see Coeckelbergh (2010b).

3.I should note here that Joanna Bryson’s view, as I understand it, is not that robots could not be moral agents or patients. It is rather that we should not create robots that might have an ambiguous moral status that might lead some people to regard them incorrectly as moral agents or patients (Bryson 2010, 2018).

4.It might be objected here that some of the traditional moral theories seek to distil the essence of morality in a way that does not necessarily need to be human-centric in nature. In particular, Kant might come to mind as somebody seeking to formulate an ethical theory applying to all possible rational beings, and not only human beings. In response to this, I would point out that even Kant appeals to common human experience when he tries to defend his moral theory. See, e.g. sections one and three of Kant (2012) or Kant’s discussion of what he calls the ‘fact of reason’ in Kant (2015). Moreover, when he tries to spell out the substantive implications of his moral theory in his biggest book on moral philosophy, The Metaphysics of Morals, Kant spends the first half of the book (‘The Doctrine of Right’) on human political institutions and the second half of the book (‘The Doctrine of Virtue’) on his ideas about human moral virtue (see Kant 1996). This helps to illustrate that even those traditional moral philosophers who ostensively try to avoid a strongly human-centric approach have nevertheless tended to be primarily focused on humans and human–human interaction in their writings.

5.The expression ‘deontology’ actually comes from a utilitarian, Jeremy Bentham, who used this expression to refer to the ‘science of duty’ and named one of his last books about utilitarianism Deontology (see Bentham 1983). These days, however, the expression ‘deontological ethics’ is typically used to refer to non-utilitarian ethical theories of a more broadly Kant-inspired sort, which focus on things such as moral rights and principles prescribing certain general duties (e.g. not to lie, not to kill, not to break promises, etc.) (see Driver 2007 and Suikkanen 2014).

6.The trolley problem is an expression associated with a set of philosophical thought experiments devised in the 1960s and 1980s by Philippa Foot and Judith Jarvis Thomson. In those thought experiments, a runaway train or trolley car is about to hit and kill five people. But we can save those five people, either by redirecting the train onto a separate track where one person would be hit by the train or by pushing a large person in front of the train. Depending on what variation of that case is considered, people typically have different intuitions about what the right thing to do is, and the puzzle of making sense of these different judgements is what is referred to as the trolley problem (see Foot 1967; Thomson 1985; Kamm 2015).

7.It is worth mentioning here that many authors doubt that it is possible to programme moral principles into machines in any sensible way. One problem that is often highlighted is that the application of moral principles to actual situations requires a capacity for judgement that it is hard, if not impossible, to design into machines (see, e.g. Purves et al. 2015 and Harris 2020).

8.That being said, it should be noted that some view robots as having a personality. Some American soldiers in Iraq got very attached to a bomb disposal robot they called ‘Boomer’, and some of them claimed that the robot had ‘developed a personality of his own’ (Garber 2013).

9.To be more precise, it is traditional Western ethical theories that are too focused on agents and patients in isolation and their individual capacities and features, according to Coeckelbergh and Gunkel. According to their reading of some non-Western ethical frameworks, other traditions of ethical theorizing—such as certain Eastern perspectives—have traditionally taken a much more relationally focused approach (see, e.g. Coeckelbergh 2010a: 216). For a similar argument about the ethics of human–robot interaction that appeals to another non-Western tradition (namely, the Southern African ubuntu approach to ethics), which is also strongly focused on relations and interactions among members of the moral community, see Wareham 2020.
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CHAPTER 4

Is There a Right to Internet Access?

Rowan Cruft

Introduction

Some claim that access to the internet is a moral right, perhaps a human right; others claim that there is also a moral right to remain offline. The two claims are not inconsistent, but both are challenged by government policies that, for instance, require voter registration or disability benefits to be claimed online, or that provide distinctive arenas for online democratic participation through petitions. Do these policies either directly, or through third-party effects, violate the human rights of those who choose web-free lives, or who cannot afford internet access? This chapter will assess whether the ideas of ‘rights’ and ‘human rights’ are useful moral–legal concepts for getting to grips with these issues. The values in this area—democratic participation, freedom of speech, privacy, the idea of a welfare state—are often understood in terms of rights, but they are also often taken more communally, as morally grounded fundamentally by their role in constituting an open society that serves us all collectively. Rights approaches highlight the individual as a party who is ‘wronged’ when a duty is violated. This chapter defends a rights-based approach to moral questions about internet access – as one useful approach among others. The chapter explores the practical implications of this approach for policy and law, including human rights law, focusing especially on the extent to which people can justifiably be compelled to become ‘netizens’ and the ways in which web exclusions should be understood as wronging those who are excluded.

In defence of human rights to contingent modern goods

Is there a human right to internet access? Is there a human right to remain offline if one chooses? We should start by rejecting a common way of dismissing these claims. The common dismissal maintains that because human rights are universal, there can be no human rights to the provision of contingent modern goods. One version of this dismissal sees human rights as timeless, held by all humans at any time. Because medieval farmers or Stone Age hunters clearly lacked a right to internet access, we must also lack such a right, at least if it is taken as a human right—says this line of argument.1 We can find a similar argument even if we reject the timelessness claim: if human rights are held universally by all humans in modern conditions (Raz 2015: 224–225), it can still seem implausible to say that my elderly retired neighbour who has a very decent life, yet has never used a computer, holds a right to internet access, or that the people in North Sentinel Island hold such a right; so it cannot be a human right because not all humans hold it.

We should resist this line of argument. Instead, quite specific, technical human rights can be justified as rights to the means to ensure that particular right-holders are secured with more abstractly specified goods—abstractly specified goods to which all hold human rights. For example, in some places, a right to a polling station within walking distance might be a human right, if it is our local chosen way to ensure respect for people’s universal human right to political participation; in other places, access to online polling, or to transport to a distant polling station, might be human rights specifying that same general human right to political participation. Similarly, under modern conditions, a right to in vitro fertilization (IVF) treatment might be a human right in some societies, but not in others, in which the goods of parenthood are as readily available to non-biological parents (Tasioulas 2015: 61). If internet access is to be a human right, it will be either a necessary means, or else a good important local (but contingent) means chosen for the fulfilment of more fundamental abstract human rights, such as the universal right to be able to play a full part in one’s community’s life. So conceived, putative human rights to internet access, or to remain offline, are not undermined by their non-universality and contingency.

We will see that there is a notable distinction here: between specific rights that are uniquely necessary means to fulfilling more fundamental human rights in modern conditions, and those that are our chosen way of fulfilling such human rights, where other options would also have been possible and might be chosen by others. Internet access falls into the latter class, I will argue—but that need not undermine its status as a human right, so long as internet access is a specially effective, central means to fulfil fundamental human rights in modern conditions.

Three ways of justifying rights

We have yet to establish that there are indeed human rights in this area. Is the language of human rights appropriate here? Is the language of rights appropriate here, even before we ask whether it is a human right subject to the universality requirements just mentioned? A Hohfeldian claim-right to internet access would be constituted by duties on others: duties to supply internet access and not to impede it, duties whose violation specifically wrongs the right-holder.2 A claim-right to remain offline would be similar: constituted by duties not to compel people to go online, whose violation wrongs those people. Are we correct to think of internet access as the kind of good the impeding or non-providing of which wrongs specific people? Would we do better to think of it as an ‘undirected’ wrong, the violation of which means that the duty-bearer has done wrong without wronging anyone in particular? Failure to play one’s part within a team game can sometimes look like an ‘undirected’ wrong, as can harms to the natural environment, or breaking the rules of some scheme of collective action that serves the common good, such as a parking violation.3 In each case, I think it is debatable whether the language of rights and directed duty might not still be appropriate—doesn’t one wrong one’s fellow team members, nature, and one’s community in the three cases mentioned?

In this chapter, I make the case that the language of rights does have a morally justified role to play in the morality of internet access.4 There are three ways one might argue for this view. First, one might see internet access (and/or the chance to remain offline) as something to which a legal right is morally justified, but for reasons unrelated to prior natural or moral rights. Such an approach can be found in the justifications of systems of rights and duties created to serve efficiency, beauty, or other collectively conceived social goals, perhaps on ‘tragedy of the commons’ grounds. Examples might include a town’s system of parking regulations, or the rights created by an electromagnetic spectrum auction, or the rights held by business corporations. If the goods justifying the creation and maintenance of such legal rights are not themselves fundamentally a matter of moral or natural right, then in my view, the case for the relevant created legal duties and rules taking a rights-type form will be rather limited. It will depend on instrumental considerations about how allowing parties to conceive particular duty-entailed actions as ‘mine by right’ and ‘demandable in my name’ serves the relevant grounding good (e.g. efficiency, public entertainment). I have argued elsewhere that there is rarely a strong case for regulations so grounded—that is, grounded on goods that are not themselves rights—to qualify as rights (Cruft 2019: 73–74, 162–163, and ch. 13). Undirected duties whose violation does not wrong a particular party tend to do just as well at serving any particular rights-independent goods one might choose. Undirected duties or rules can be as readily and firmly enforced, their violation can be as closely associated with shame and blame, and they can regulate matters with as wide a range of content, as directed duties correlating with rights (Feinberg 1970; Ihara 2004; Cruft 2019: 73–74, 162–163, and ch. 13). Allowing a party to conceive what a duty requires as ‘theirs’, ‘demandable on their own behalf’, might perhaps sometimes make for better policing of the duty. But I think that in the absence of prior natural or moral rights for law or convention to operationalize, there is rarely a clear instrumental case for creating legal–conventional rights rather than undirected duties.

Instead, to justify normative structures taking a rights-type form, one does better to show that such structures either themselves constitute pre-legal natural or moral rights or are legal or conventional creations that operationalize or determine such pre-legal rights. In the latter case, the justification for the relevant legal rule taking a rights-type form is that this is necessary to reflect the form of the moral or natural right on which it is based. In the typology at the start of the previous paragraph, these two approaches are the second and third ways to argue for the appropriateness of the language of rights in relation to internet access, alongside the first outlined in the paragraph above.

The second way maintains that internet access—perhaps including remaining offline—is itself a pre-legal moral right, in the sense of a right that exists independently of whether it has been created, or indeed recognized, by anyone: what I think we could reasonably call a ‘natural right’, so long as we remember that this does not necessarily mean a right that would exist in some asocial state of nature, or that is created for us by God, or that is held universally by all human beings; instead, it just means a right whose existence and rights-type structure is independent of acts of deliberate human creation, and is in that respect recognition-independent.

For internet access to be a pre-legal or natural right, it would need to exist as a right—in the modern context, and not necessarily universally—whether or not anyone recognizes that it exists. ‘Recognition’ does not here mean respect for the right in the sense of fulfilling it, but rather belief in the right’s existence. Pre-legal or natural moral rights exist independently of people’s belief in them. In my view, we clearly hold such pre-legal rights not to be tortured, to education, to political participation, and in context we hold more specific, non-universal pre-legal rights, such as my right that you call for an ambulance when I fall over and injure myself in front of you: I hold this right even if, because of my lowly social status, say, neither of us believe I do. If internet access is a pre-legal moral right in this sense, that will be because, in the modern context, people hold rights to internet access (and perhaps to remain offline) independently of whether anyone believes they do, or has intentionally created such a right.5

The third way to justify norms requiring internet access taking a rights-type form maintains that while internet access is fundamentally a legally or conventionally created right, it is one that we have good reason to choose to create as our way of operationalizing certain pre-legal natural or moral rights. This is not the same as the case in which a right to internet access is in context uniquely necessary for securing pre-legal natural or moral rights. The latter case falls under my second approach above: if free access to the internet is the only way to secure certain pre-legal rights, then such access is in this context itself required by natural–moral right—just as calling for an ambulance might be in context required by natural–moral right. By contrast, the third approach sees internet access as our local chosen way of operationalizing certain natural–moral rights, such as a natural right to legitimate government. On this approach, a rights-type structure through created law or convention reflects the fact that we have chosen internet access as our way of giving determinate form to relevant pre-legal natural–moral rights. If there were no pre-legal rights underlying our decision to provide internet access, then—as in the first way above—the case for giving the resultant legal or conventional structures a rights-type form would be significantly diminished, turning on difficult instrumental questions about how far thinking in terms of rights helps achieve the underlying values here. But if the underlying values are themselves pre-legal natural or moral rights, we have a stronger case for seeing the operationalizing law as a matter of rights, even if (unlike on the second approach) such law is not strictly necessary to ensure respect for the relevant pre-legal rights.

My case for internet access as a human right will be based predominantly on this ‘third way’: we have good reason to choose to institute legal and conventional rights protecting internet access, and because this reason is primarily to do with the protection of underlying fundamental pre-legal rights (broadly, to political participation and legitimate power), our chosen legal–conventional protection should take a rights-type structure. But I will also argue that if enough societies have already chosen to institute internet access as a right, that could leave those who remain with no real choice: in context, they must secure internet access for their members, and this will be a contextually generated natural right like the right to have an ambulance called for one.

An account of natural moral rights

Because both my second and third ‘ways’ to justify a right to internet access draw on the idea of fundamental pre-legal natural or moral rights, I need to explain what such things might be. In my view, there is a moral or natural claim-right for a particular party (individual or group) to internet access only if that party’s good plays a significant part on its own in morally grounding duties to provide or not impede such access for that party. The theory of natural rights underpinning this view is quite controversial, and embodies prior work. It amounts to the thought that Raz’s Interest Theory of rights-in-general—the view that a party holds a right if, and only if, that party’s interests ground duties—actually gives an account of natural or moral rights, and not of all rights, as Raz claims.6 Before looking at critics of this claim, I will say a little in its support.

The idea is that if a party’s good really is important enough largely on its own to ground the existence of moral duties independently of whether anyone chooses to create such duties, then this duty-grounding importance is best registered by drawing attention to the party whose good is so important, as one who can claim on their own behalf that which the duty requires, and as one who is wronged if the duty is violated. This is what the rights concept does: it highlights the relevant party as one who can claim the duty on their own behalf, and is wronged if the duty is violated; such highlighting only occurs ‘naturally’, I believe, when that party’s good is the ground of the duty. So understood, natural–moral rights reflect Rawls’s insight about the ‘separateness of persons’: natural–moral rights register the independent duty-grounding importance of the good of a particular person, the importance of that person’s good as a generator of duties relatively independently of how it interacts with the good of others or of the wider group (Rawls 1971: 27).

If this framework is correct, then do natural, recognition-independent rights include a right to internet access, and/or to remain offline? The theory just outlined tells us that, to answer this question, we need to examine the relative importance of individual interests in such access vis-a-vis competing individual interests and other more collective or less individually situated goods—and we need to examine whether the relevant individual interests could on their own require internet access for their bearers.

Before getting into these questions, we should note the controversiality of my claims about natural or moral pre-legal rights. There are many theories of what rights are. My own view is unusual in taking Raz’s account as accurate for natural or pre-legal moral claim-rights, while adopting a broader view of claim-rights in general as duties demandable on the right-holder’s behalf. My account argues that a duty is naturally, pre-legally demandable on behalf of a particular party (who thereby qualifies as a natural right-holder) when, and only when, that party’s interests morally ground the duty in question. And it also argues that we can construct legal or conventional demandability on a right-holder’s behalf more or less whenever we wish through promising or law, including independently of the right-holder’s interests.

Of course, there are alternative views of what claim-rights are. I will here mention the range of theories: note that these are not just theories of natural–moral rights, but of rights in general. Non-Razian versions of the ‘Interest Theory’ argue that I hold a claim-right if, and only if, my interests are necessarily served by a duty’s fulfilment, whether or not they are the moral ground for the duty (MacCormick 1982; Kramer 1998, 2010). A rival ‘Will Theory’ maintains that I hold a claim-right if, and only if, I hold powers of control over a duty (Hart 1955; Steiner 1994). The ‘Demand Theory’ maintains that I hold a claim-right if, and only if, I hold power to demand a duty’s fulfilment (Feinberg 1970; Skorupski 2010; Gilbert 2018). There is also an ingenious ‘Hybrid Theory’ in which rights are held by those whose interests ground their level of control over a duty (Sreenivasan 2005), and an insightful ‘Kind-Desire Theory’ in which rights are held by those who necessarily want a duty’s fulfilment given their kind (Wenar 2013). And I have recently developed my own account of claim-rights in general: as any duty that formally requires its bearer to conceive some party (who is thereby identified as the right-holder) second-personally as the object of the duty-bearer’s action; this, I argue, is what it is for a duty to be demandable distinctively on that party’s behalf in the way that the party’s rights make possible (Cruft 2019: Pt I).

Each theory offers a different account of the special way in which being a right-holder makes a duty owed to one, and thereby makes one the special focus of the duty, wrongable when it is violated. This is not the place to compare these theories in detail.7 Each account has major attractions but also problems, some of which are very famous: for instance, the Will Theory seems to exclude parties who are incapable of controlling duties, such as animals or babies, from being right-holders. One of the deepest problems arises from the fact that we can, through law and social convention, create legal–conventional rights anywhere, with almost any content, whenever we want to do so and are in an appropriate position of law-creating power—and many of these created rights can be morally justified. There are of course some conceptual limits on what law can create: it is doubtful that the colour blue could be a right-holder, or that rubbish bins could hold rights, even if law-makers tried to create rights for these entities. Nonetheless, I think law-makers can create rights for any conceptually appropriate party, just as readily as they can create legal duties for such a party. If this is correct and if, as I believe, rights are duties demandable distinctively on a particular party’s behalf (the party who is the right-holder), then such a demandability structure can be justifiably created independently of whether it serves the right-holder’s prior interests or independent kind-based desires, or endows the right holder’s will with control over others’ duties. To deny this—as the Interest, Will, Hybrid and Kind-Desire Theories of rights do—overlooks our ability to create the relevant structure of demandability where we want through law or convention. Further, the demandability structure distinctive of right-holding must be specifically demandability on the right-holder’s behalf. Many duties can be justifiably demanded by third parties (e.g. regulatory bodies) on behalf of others, and the standard Demand Theory over-inclusively fails to distinguish these cases.

The central point for the moment is that we need an account of legal and conventional rights that respects our ability to create them where we want, but we also need to note—from the previous section —that the strongest case for such creation of legal rules justifiably to take a rights-type form is when our legal and conventional rights specify or operationalize prior pre-legal natural–moral rights. And, in my view, the best account of the latter is as duties grounded morally by the right-holder’s good: duties morally generated by a particular party’s interests independently of the wider good, in a way that reflects what Rawls calls the ‘separateness of persons’. Many theorists dispute this, some by denying the possibility of natural rights altogether,8 others by seeking to ground natural–moral rights as spheres of freedom morally grounded in the importance of equal freedom.9 I am sceptical of these views. It seems to me that the distinctive asymmetrical normative relation in which rights consist—one that demands action of a duty-bearer while giving special status to the right holder as a formally passive party—is best accounted for, if found in natural morality, by the Razian idea of a demand springing from the practical importance for the duty-bearer of the right-holder’s good. The forthcoming sections are based on these assumptions.

The case for natural moral rights served by internet access

Suppose the foregoing is correct. Does the individual in the modern world sometimes hold a powerful enough interest in being provided with internet access, or in being able to remain offline, for that interest to work largely on its own to ground duties in others, perhaps including the state, to respect or support it? If so, then this interest will ground a pre-legal moral or natural right. Or alternatively, are there related interests grounding pre-legal natural moral rights in the area, for the serving of which internet access might be among our best chosen (if not unique) means? If the answer to either question is ‘Yes’, then I will argue that internet access could qualify as a ‘human right’ if it is also appropriately globally demandable. If the answer to either question is ‘No’, then whether we should invoke the language of rights will depend on the instrumental considerations—about legal rights with no ‘underlying’ natural rights—mentioned in the second paragraph of the earlier section titled ‘Three ways of justifying rights’.

My view is that there are powerful enough individual interests in the offing to ground pre-legal rights—to legitimate power and political participation—for which internet access is a prominent, especially valuable, but not uniquely necessary means in the modern context. I discuss these interests and the way they ground a human right to internet access here before discussing the values of remaining offline. The case for a right to internet access in the modern world is made by Reglitz. He outlines three fundamental individual interests that, in my view, ground pre-legal moral or natural rights and that in the modern world either require or are powerfully served, in a transformative way, by internet access:


(a) It is necessary for individuals to meaningfully influence global players who make global rules; (b) In an increasingly global and virtual world, [internet access] is already uniquely effective for the realisation of important political human rights (free speech, free association, and information); and (c) If it would be governed appropriately, [internet access] would be extremely effective in protecting other basic human rights (i.e. life, liberty, and freedom from torture).

(Reglitz 2020: 314–315)



Reglitz argues that these three interests are so important, and the costs of meeting them are so comparatively affordable, that they work to ground what I would call a pre-legal moral or natural right to internet access in the modern world. Reglitz goes on to argue that this right is politically demandable in a way that qualifies it as a human right; I return to this idea in a later section (titled ‘Human rights as “everyone’s business” ’). I endorse Reglitz’s argument, with the important qualification that I do not think the interests he cites make a right to internet access strictly necessary, but rather a strongly advisable social choice. Thus, I do not see internet access as itself a pre-legal natural or moral right, even just in the modern context for appropriately placed people. Instead, I will argue that it would be wise to choose it as our contingent means for respecting certain other pre-legal natural rights: those to do with political participation and legitimacy that Reglitz mentions.

Let us look in more detail at the interests Reglitz outlines; he seems correct in writing as follows:


The first justification of the human right to free internet access is that without such access many individuals lack a meaningful way to hold accountable supranational rule-makers and to influence supranational institutions. ‘Offline’ options of lobbying global rule-makers are available, e.g. in traditional forms of non-virtual resistance (such as rallies). However, such protests are by nature ‘local’ and even such local forms of protest increasingly require internet access to access relevant information, raise awareness, and coordinate action. If individuals lack internet access, they are at a structural disadvantage to global players who negotiate international treaties and laws with the help of internet communication. Moreover, without internet access it is harder for individuals to stay informed about the issues at stake in supranational negotiations and to effectively organise internationally to hold international rule-makers accountable.

(Reglitz 2020: 318)



In support of this claim, Reglitz notes the centrality of internet protest in contesting negotiation of the Transatlantic Trade and Investment Partnership, and the centrality of such protests against the actions of multinational corporations. We can also focus on related global institutions, including the United Nations’ own human rights institutions, as similarly needing to be held to account by the individuals ultimately governed by them (via their control over states) in a way that internet access allows, and offline options do not. Without such access, individuals will be dominated by illegitimate institutions: for their legitimacy, the rules of international trade, the power of multinational corporations, and the agencies of international law all require an inclusive global public sphere to hold them to account, a sphere in which all individuals can, in principle, participate as equals. The internet seems essential to the provision of such a global public sphere.

But, as Reglitz recognizes, many older media also seem to allow individuals to communicate in ways that in principle address everyone globally: publishing a book, joining a demonstration, issuing a pamphlet, or writing a letter to a paper. Such communications could be directed merely at some local audience, but they could also be addressed to everyone, and their mode of production in principle leaves it possible that they could reach anyone, unlike that of an unrecorded public speech or protest, whose direct reach is limited by how many can get close enough to hear or see. But the internet seems at a big advantage compared to all these methods. First, it offers direct, immediate access to a much larger group. Second, participation as a communicator is not subject to the judgements of gatekeeping editors—as in newspaper or book publications. In addition, opportunities for direct response by one’s addressees, and thus for dialogue, are much more readily available online.

But we should not pretend that the internet is already a global public sphere. Maybe some of those who remain offline have chosen to do so, and could join the internet public sphere if they wished, but this is certainly not true of all. Further, some class and political stratification by modes of internet communication is discernible, as in newspaper consumption—and there is the problem of echo chambers. In addition, there are internet gatekeepers in place of traditional editors: not just the disembodied algorithms of search engines, but also social media content moderators and state gatekeepers such as the firewall governing internet access in China.10

Nonetheless, internet access does seem to be the closest we can get to a global public sphere with contemporary technology. Securing ready and equal access to it, along with further rights to freedom of communication and impartial gatekeepers, will be an important necessary step towards the kind of public sphere required for the legitimacy of international and multinational institutions. A rights approach to internet access seems to be justified by this line of argument because each individual has a powerful interest in living under legitimate institutions: an interest sufficient to place any institution that wields power over that person under natural–moral duties to allow them sufficient say in control of that power for that power’s control over them to be minimally legitimate. This means that the moral duties that power-wielders are under to provide and support the kind of public sphere necessary for their legitimacy qualify as duties appropriately conceivable in rights terms: duties whose violation counts as a pre-legal or natural wronging of the parties who are, by the violation, denied a say in control over the relevant power.11

If the public sphere necessary for legitimate global institutions uniquely required internet access, then we would have an argument for a natural moral right to internet access in a world with global institutions. But is internet access strictly needed for the relevant public sphere? I return to this question in the next section. Before then, note that I have focused so far on Reglitz’s first ground for a right to internet access: as a means for individuals to hold global power to account through what I have called a ‘global public sphere’. As Reglitz notes, it is rather unclear how anything other than widespread internet access could constitute such a global public sphere with current technology. By contrast, internet access seems rather less necessary for securing the goods at the heart of Reglitz’s second and third grounds for internet access rights: these goods are, on the one hand, our fundamental political rights, and, on the other, further human rights, such as the right not to be tortured or the right to food. Reglitz makes a strong case that my having internet access is in the modern context especially effective at ensuring my fundamental political rights and my further human rights (Reglitz 2020: 319–321). In addition to those just mentioned, we could add rights to education, to health (including mental health), to economic freedom, and rights to an environment in which one can engage in romantic relationships, as further fundamental rights well served by the internet, but for which the internet is not strictly necessary.12

As noted earlier, the fact that internet access is only an effective rather than a strictly necessary means to the important goods outlined does not undermine its status as something that, in the contemporary context, we might have a right to: as wisely chosen means to further pre-legal natural rights. For example, as regards our right to political participation, this seems true: political participation—having a say in how one’s community is run, and having it in some sense as an equal participant—seems to me an especially important, and especially deep, unavoidable human interest. Even those with no personal interest or aptitude for such participation need to be able to participate as equals if they choose to do so. This is, of course, partly because of political participation’s relation to the interest already discussed: the interest in living under legitimate power. But the interest in political participation also has an independent life of its own: how we live and act together is absolutely central to each person’s well-being (even that of the hermit), even before we turn to questions of legitimacy. I contend that each individual’s interest in their own political participation is sufficient to ground duties on others (including the state) to enable such participation, relatively independently of whether this would serve the wider common good.13 Political participation is therefore a pre-legal moral or natural right for everyone. And in the modern context, internet access seems especially conducive to such participation, largely for reasons already mentioned about the directness of internet participation, the absence of traditional editorial gatekeepers, and the ease of reply.

Tomalty voices a similar argument, focused on freedom of expression and association—though she goes on to deny that it grounds a genuine human right to internet access:


Exactly what constitutes adequate opportunity and ability to exercise one’s freedom of expression and association is an important and difficult question; but in view of the tremendous importance of the internet it seems reasonable to hold that to prevent someone from accessing the internet is to deprive her of adequate opportunities to exercise her freedom of expression and association.

(Tomalty 2017)



Tomalty certainly thinks that there is a pre-legal natural human right to freedom of expression and association for which legal rights to internet access are especially important. But she goes on to conclude, tentatively, that internet technology is too likely to be superseded very quickly in its rights-serving role for it to qualify as a human right. Equally tentatively, I disagree with her assessment, and discuss some of her concerns in the next section—but I do endorse her general approach, in which the tightness or looseness of the empirical relation between internet access and deeper needs is central to its status as a human right. Note that in addition to the arguments discussed so far, many of our other human rights also seem to be well served by internet participation, as Reglitz claims (2020: 319–321).

The costs of making internet access a right

The comparatively loose relationship between internet access and the goods that ground a right to it prompts the following questions. Do we want to ‘solidify’ or ‘firm up’ the internet as our particular solution to the problems of legitimizing global institutions, securing political freedoms and wider human rights? In doing so, might we unwittingly make it harder to achieve better new technological solutions through the ‘path dependency’ of having chosen internet access as our means to solve them?14 Might we even accidentally preserve particular problems to which internet access is the solution—for example, by shoring up global institutions by making them legitimate, and thereby reducing the case for dismantling them?

Note how these problems do not arise for rights to things that are strictly necessary in all realistic contexts for securing unavoidable fundamental goods. In securing a right against torture, we do not thereby unwittingly make it harder to secure alternative torture-involving ways of protecting people from the distinctive pain and destruction of torture—for there can be no ways of protecting you from torture that nonetheless involve torturing you.15 Similarly, in securing your right to education by teaching you to read, we do not thereby unwittingly make it harder to institute non-educative solutions to your need for literacy. For no non-educative ways of teaching you to read are realistically possible in a world anything like ours.16

For less necessary human goods, though, such questions do arise. I worry that if we accept Reglitz’s case for a right to internet access, we might rule out alternative ways of securing participation in a global public sphere that do not come with the costs to the individual and society of internet participation. I don’t know what these alternative ways might be; I can’t imagine them, but this failure of imagination seems just that, a failure of imagination, rather than a bumping up against impossibility, as in the case of trying to imagine non-educative ways of fulfilling the needs that education meets. Nonetheless, this inability to imagine alternative non-internet ways of securing a global public sphere is a reason to think that, in the current context, this worry has rather little force, and that Reglitz’s arguments can stand. But we need to be aware of the worry. One thing I can imagine—because history shows the possibility—is the non-existence of the global institutions that generate Reglitz’s first case for a right to internet access. Without global institutions, we would not need a global public sphere to legitimate them, even if it would be extremely useful for other purposes.

A rather similar worry strikes me in relation to Reglitz’s second and third cases for the right to internet access. These cases observe that internet access is an especially effective way of securing our prior human rights to political participation and the further wide range of human rights (against torture, to health care, and so on). The worry is that even if this is true, institutionalizing internet access as our way of securing these further rights could make it harder for us to be open to alternative technological ways of meeting these rights that have advantages over internet access. Once again, I cannot imagine what these alternative ways will be, and this is why I think the worry does not undermine Reglitz’s case. Tomalty disagrees because she is readier to envisage the superseding of internet technology in which it is no longer an effective means to serving human rights—but possibly even an impediment. But I find it hard to imagine this situation.

One response to these concerns would be to retreat to a more general, abstractly specified right—perhaps a right to whatever particular technological access at a time is important to securing the fundamental pre-legal rights that we have identified as crucially served by internet access. Note that very little would be gained by talk of a right to what is technologically necessary for respecting the fundamental rights in question, for what is necessary for respect for them is already required by them as rights, independently of talk of a further right to ‘what is necessary’. But we might think that a rather general right to what is technologically important, if not necessary, for the relevant pre-legal rights would be helpful. I shall not assess this proposal here. It seems to me possibly attractive but also unhelpfully vague. It is consistent with the existence of a more specific right to internet access, and my main focus is on that. But we should note that my case for internet access could, as technology changes, turn into a case for some new technology in ten years’ time, for example.

To get clearer about whether there should be specific rights to internet access, grounded in the importance of such access in serving further pre-legal rights (even though the internet is not strictly necessary to serve them), we need to think about the costs of the internet approach. Reglitz gives careful consideration to the financial costs of providing the technology in a means-tested way so that those who cannot currently afford it are able to access the internet (Reglitz 2020: 325); he also notes the affordability of removing further barriers, such as literacy. I think we should add to this discussion the non-financial costs to the internet user of this particular way of securing global legitimacy, political participation, and further human rights. One cost is the effect on the human attention span; others include loss of privacy and risks of identity theft and harassment. Another is the creation and magnification of new communities of interest—the famous echo chambers. Another is that the relative ease of participation that makes internet access so attractive for the reasons outlined can also itself be seen as a sort of cost. The great accessibility of public participation makes it harder for an individual to justify retreating from the public sphere; yet such retreat to a low-pressure private sphere for slow, imaginative thinking is often necessary, not only for individual mental health but also for autonomy and the development of the most creative and thoughtful ideas, ideas most valuable in the public sphere.17

This last concern about costs reflects a particular feature of the right to internet access, as brought out by Reglitz’s first and second defence. This is that—as provider of a public sphere in which global legitimacy can be secured, and in which political participation can be pursued—the right to internet access is a right protecting fulfilment of a duty: specifically, a right that makes it more possible for one to fulfil one’s duty to hold global institutions to account, and one’s duty to participate in political debate. Political participation, and holding power to account, would be very important individual interests even if they were not also duties. But they are nonetheless also duties: duties we owe to our fellow citizens, duties to help fulfil their further right to live under legitimate power.

This right to political participation does not, in my view, entail duties falling on everyone individually: it is not that everyone has to devote much of their energies to political debate and to fighting against abuses by global or local institutions. But the community at large has to do it, and the community’s general duty does entail some duties to contribute borne by everyone, and further duties that particular individuals must take on (Cruft 2019: 149–162). This is what I mean by seeing the right to internet access as a right protecting fulfilment of a duty. Rights to education, health care, or life have aspects of this feature too: fulfilling these rights for an individual helps that individual fulfil their duties. But political participation and holding power to account are interests whose importance depends more significantly on their being ways of fulfilling prior duties. If the legitimacy of power did not matter, I would still benefit instrumentally by being able to participate politically and hold power to account; but because legitimacy is very important, my interest in political participation includes a central interest in playing my part within the community’s duties to hold power to account.

This point means that we should pay special attention to how instituting a right to internet access would affect our ability to fulfil our duties of political participation. If internet access makes political participation much easier, but at the expense of damaging the quality of our participation, then we might find that the reasons in favour of the right are matched by reasons against. I have some sympathy with this concern, though I do not think ultimately that it succeeds against the right. My sympathy arises from the worry that ease of political participation can result in unthinking hasty participation crowding out more considered positions. I also worry that the very knowledge that one could participate easily can make it harder to foster the kind of safe space for creative utopian thinking that would generate the most imaginatively radical new ideas.18 But perhaps these concerns just reveal me to be a product of the pre-internet era.

A further worry, arising again from the rather loose connection between internet access and the fundamental interests and prior moral rights it serves, is as follows. Because internet access is, I think, not uniquely necessary as the only admissible way a society can choose to fulfil the rights it serves (rights to be subject to legitimate power, rights to political participation, and further human rights), internet access’s status as a right fits the ‘third way’ outlined in my earlier section, ‘Three ways of justifying rights’. The right to internet access is a chosen normative construction, one that we should choose, and one that should take the form of a right because it is our chosen way of meeting underlying pre-legal moral rights. But if internet access is a chosen way of fulfilling more fundamental rights, in that it would have been morally permissible to choose alternative technological solutions to the problems that the internet solves, alternative solutions that similarly provide for a global public sphere with equality of participation, then who is the group that makes this choice? If most societies have already chosen it, we might find that we cannot choose otherwise if we want to fulfil the relevant pre-legal moral rights. But then there will still be some group—perhaps the group who, by joining others, tips the rest of humanity into a position in which they have to choose it if they want their political participation and legitimacy—who it turns out will have been able to make the decision for us. And should they choose it? On balance, in the modern world, I think they, and we, should. But this choice—whether to adopt internet access as our rights-protected means to fulfil important pre-legal rights, and whether to adopt this even as a ‘tipping point’ that will compel others to follow us—turns on difficult empirical questions about the (unimaginable) alternatives, and about the costs in terms of the stifling of creativity, the dissipating of attention, privacy losses, and other cyber threats, as outlined above. (I agree with Reglitz that the direct financial costs of providing the infrastructure are insufficient to tell against it.)19

Human rights as ‘everyone’s business’

Even if internet access readily available for all is, as argued earlier, something that we should choose to institute as a way of giving form to prior natural moral rights, it does not yet follow that it is a human right. It should be a right, in recognition of the rights-type structure of the moral considerations that ground it. But I follow many theorists in thinking that a human right is more than simply a legal right grounded on pre-legal moral rights. Human rights law makes the state (and perhaps other members of the ‘international community’)20 the primary bearer of duties correlating with human rights, and hence the primary agent capable of violating them. And many theorists have stressed human rights’ political dimension, as rights whose fulfilment is demandable internationally.21

There are many rival versions of these statist and international-demandability criteria on something’s being a human right. I will not adjudicate between them, but I will note that at least a weak version of such a criterion seems plausible to me, as a matter of how we use the ‘human rights’ concept. At a minimum, a human right must be permissibly morally demandable on the right-holder’s behalf by anyone anywhere: with regard to a human right held by any particular person, anyone (state or individual) is permitted to demand that it be respected by those for whom it entails duties. The duty-bearer cannot permissibly claim that ‘this is none of your business’—in the way that one can with regard to certain other pre-legal moral rights, such as those definitive of romantic relationships.22

It seems that the rights to hold power to account, to political participation, and the further human rights that internet access rights are founded upon, are clearly ‘public’ in the manner just sketched: that is, it seems very plausible to say that, ceteris paribus, anyone is morally permitted to demand, on behalf of a given right-holder, that their state provide them with internet access as a means to such account-holding, participation, and other rights. One need not be the right-holder’s compatriot, family member, or in any other way related to the right-holder to have the standing to demand that the duty-bearer respect and ensure their political participation—if need be, through securing internet access. One has standing to demand that human rights be respected, simply as a fellow human being alongside the right-holder. States also have such standing to demand this of other states—that they respect and ensure their members’ political participation through providing internet access.23

This is not to say that military intervention to uphold the right would be justified.24 But the right is not a ‘private’ matter between the state and its citizens or within some smaller group. That a right to internet access is morally the business of everyone, demandable by everyone, ceteris paribus, qualifies internet access as a human right: it is a right because we should choose it as our way of fulfilling pre-legal natural moral rights (to political participation, etc.) grounded on powerful duty-grounding interests, and it is a human right because these interests give the right a fundamentally public dimension as everyone’s business.

A right to remain offline?

In earlier sections, I suggested that the unimaginability of alternatives that are anything like as effective as universal internet access in serving the important interests (grounding pre-legal natural moral rights) that Reglitz highlights is, ultimately, strong ground in favour of a right to internet access. But because of its costs to the individual, its optionality, and the fact that it fixes a particular way as the standard way in which one fulfils one’s duties to hold power to account, it will be important to offer plausible options for those who wish to remain offline. How far should such provision run? It should certainly be offered to those who cannot help remaining offline, but if internet access is secured for all, then what about those who choose to remain offline?

We do not always feel the need to provide for those who choose permissible exceptions to standard practices: for example, we do not provide freedom of movement to those who choose not to wear clothes. So why should we bother offering forms of political participation or other human rights to those who choose not to use our adopted best effective means—internet access—for achieving these important rights, especially when the people in question are capable of using these means? Perhaps internet access is different here, partly because its costs are quite high, in terms of the impact on individual attention, creativity, privacy, and other risks.25 And the cost of providing alternatives (e.g. enabling state benefits to be claimed ‘offline’) is fairly low—partly because we still have in place much infrastructure from the pre-internet age. In addition, it is sensible to retain these offline options as back-up, in case we lose the internet one day, even if temporarily (e.g. as a result of a massive cyberattack).26

Much turns on empirical questions about these costs. For now, I simply record my sense that, from a rights perspective, the importance of allowing people to remain offline will depend partly on how ‘freely’ internet access is made available, but that being able to remain offline is also significantly important in its own right: even if internet access is readily freely available, the cost of engaging in it means that there is also a rights-based case (grounded in the individual’s interest) for enabling offline opt-outs. And this opens a whole new topic: how far important right-grounding interests can justify expensive exceptions to common practices.27 Even human rights are not absolute, and can sometimes be justifiably infringed for the greater good—but this cannot just be when the balance of interests would be best served by ignoring the right. The expense of allowing people a real option to choosing a life offline (e.g. by not requiring online registration to vote or participate in other ways in society) is, I suspect, one we have to bear even when everyone has internet access readily available. But to make this case fully would require a new chapter.

Conclusion

In this chapter, I have explained the place I see for rights and human rights within our moral and legal thinking. I have argued that the interests served by internet access give us some reason to take this as a human right—not a necessary one, but one that we should choose as an important and uniquely effective means to fulfilling prior natural moral human rights in the modern world.

Notes

1.See the discussion at Beitz (2009: 57); Cruft et al. (2015: 6–7); and Tomalty (2017).

2.On Hohfeld’s analytical framework, see Wenar (2020: s. 2.1) and Hohfeld (1964).

3.For this claim in relation to games, see Ihara (2004: 11–13); on the idea that environmental legislation can treat animals as ‘raw materials for wrongdoing’ rather than wrongable beings, see Thompson (2004: 372).

4.I will focus on claim-rights, but the language of rights is also appropriate because Hohfeldian privileges, powers, and immunities capture aspects of our moral relation to internet access. I focus on claim-rights as a core position in the attribution of rights (Cruft 2019: 5–6, 83–84).

5.On this account, promissory rights are not pre-legal or natural—promising is, rather, a case of two-person law-making; its ‘directed’ structure as rights-creating (rather than merely creating undirected duties) is nonetheless recognition-independent, reflecting the directed addressive nature of the act of promising (Cruft 2019: 132).

6.See Raz (1986: ch. 7); for defence of Raz’s view as an account specifically of natural rights, see Cruft (2019: ch. 7); see also Tasioulas (2015).

7.For a summary comparison, see Cruft (2013); for a fuller treatment, see Cruft (2019: Pt I). See also Wenar 2013 and 2020.

8.Famously Bentham (1987 [1789]).

9.See, e.g. Hart (1955), Steiner (1994) and many Kantian approaches.

10.See, e.g. Moore (2018: 237–241).

11.Note that this would ground a right to ‘free’ internet access in whatever sense of ‘freedom’ was needed to ensure that each person had sufficient genuinely realizable opportunity to participate in the global public sphere for that person’s duty-grounding interest in the legitimacy of the relevant institutions to be met. This requirement might well be compatible with regulation of internet content and costs.

12.Thanks to Carissa Véliz for pressing me on these further goods.

13.My interest in political participation is important enough on its own to ground duties in others, even though Raz is correct to claim:


If I were to choose between living in a society which enjoys freedom of expression, but not having the right myself, or enjoying the right in a society which does not have it, I would have no hesitation in judging that my own personal interest is better served by the first option.

(1994: 54).



Despite the greater value of others’ participation vis-à-vis my own, my interest in being able to participate through expression myself is nonetheless of duty-grounding importance.

14.Hints of this concern are evident in Tomalty (2017). She writes:


It is impractical to have international laws that constantly need to be updated. As such, legal human rights not only need to be of great importance now, but also for the foreseeable future. So the lightning-fast pace of technological progress makes the internet, and consequently a legal right to it, much more precarious.



I see this as partly a concern that a legal human right to internet access could shortly—as technology changes—become an impediment to rather than a support for our pre-legal natural rights.

15.I set aside complicated (and contrived) cases in which torturing you now could reduce your risk of future torture.

16.This is not to deny that our current practices of education close off options for better education, and options for meeting other human rights, for example, to equality of opportunity. (Thanks to Carissa Véliz for this point.) My point in the main text is just that practices which are, at core, educative seem unavoidable for meeting our rights to education. By contrast, the internet is not unavoidable for meeting the right-grounding needs it serves.

17.Thanks to Natalie Ashton for discussion of the importance of what she calls ‘epistemic respite’, and the difficulty of finding it in the digital age.

18.In the UK academic context, my worry about the pressures of knowing how easily one can access the public sphere in order to do one’s duty is akin to a worry about the pressure to show the impact of academic work on wider society: too much such pressure, coupled with ease of access, counterproductively makes more difficult the more imaginative academic work that could have the most impact in the long run.

19.See Reglitz 2020: 325.

20.See the analysis in Lafont (2012), in which she argues that human rights practice takes them to be binding on the ‘international community’, where this includes—but is not limited to—states.

21.See, e.g. Beitz (2009); Raz (2015).

22.Here I follow Waldron (2018); for a view of human rights that rejects this ‘public’ requirement and allows, for instance, rights that one’s friends not lie to one to qualify as human rights, see Gewirth (1982: 56).

23.This is not to say that such standing is indefeasible: one can sometimes lose such standing by violating rights oneself, and this is one prominent reason why former or current colonizing powers lack proper standing to insist on global respect for human rights.

24.As in over-extreme interpretations of the ‘political’ conception of human rights in Rawls (1999).

25.Might one say the same about clothes? Costs are high in terms of the relation to social perceptions of body image.

26.Thanks to Carissa Véliz for this point.

27.See, e.g. debates about minority language rights or religious exceptions in multicultural societies.
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Part II

Social Media and Free Speech


CHAPTER 5

A Normative Framework for Sharing Information Online

Emily Sullivan and Mark Alfano

Introduction

The vast majority of what any individual knows depends on chains and networks of testimony stretching outwards socially and backwards temporally. Our knowledge has accumulated over the course of years, decades, centuries, and even millennia. Each talk exchange is an opportunity to extend and enrich this vast testimonial network, which is—with the exception of a few isolated tribes—almost fully connected around the globe. Moreover, since the invention of the internet, both the speed and the fidelity of transmission have increased dramatically. Despite these exciting developments, the epistemology of testimony has made modest progress in addressing its inherently social components. The paradigm case of testimony in the philosophical literature consists of the transmission of knowledge from exactly one person to exactly one other person, neglecting proximal and (even more so) distal social sources of knowledge. In this chapter, we draw on resources from multiple disciplines to explore the differences among various modes of communication and the social epistemic consequences of these differences. We highlight several key parameters of different testimonial regimes, including fidelity, velocity, traceability, demoticization, and anonymization. Online communication is characterized by extremely high fidelity, velocity, traceability, and demoticization (where demoticization differs from democratization in referring to increased access of the people to communication networks but not necessarily to any institutional process that would represent or express the general will).1 For this reason, the epistemic norms that ought to govern online communication may differ in interesting and important ways from the epistemic norms that have traditionally governed other testimonial regimes such as oral tradition, handwriting, and print media. While other norms, such as those protecting people’s privacy and tamping down on hate speech, are no doubt important, our focus in this chapter will be on the distinctively epistemic norms that ought to govern the sharing of information online. We believe that this topic has clear ethical and political implications, as illustrated by the weaponization of conspiracy theories to motivate the deadly siege of the US Capitol on 6 January 2021: when people are systematically deceived, for instance by accepting the QAnon conspiracy theory, they are liable to act out in ethically and politically heinous ways.

A brief history of testimonial networks

Few philosophers, even in social epistemology, have moved beyond the hearer–speaker dyad. For example, some have considered what it means for groups to testify (Tollefsen 2007; Lackey 2015, 2018). And in the philosophy of science, others have started to explore which network structures are conducive to sharing knowledge within idealized communities of scientific researchers through agent-based modelling (Holman and Bruner 2015; Rosenstock et al. 2015; Weatherall et al. 2019; Zollman 2007, 2010). Little attention has been paid to the evaluation of testimonial networks consisting of both experts and non-experts in non-ideal settings. In philosophy, Coady (1992) briefly considers the influence of network structure on the transmission of historical knowledge. However, he does not identify formal network features or structures that are likely to produce epistemic goods (e.g. knowledge, justification, understanding) and avoid epistemic ills (e.g. ignorance, unjustified beliefs, misunderstandings, acceptance of conspiracy theories). More recently, Sullivan et al. (2019, 2020) showed that some online social networks are ill suited to deliver the wisdom of crowds.

Researchers in other fields offer a broader perspective. In sociology, Senturk (2005) addresses the structure of the hadith transmission network from Muhammad’s contemporaries to subsequent generations. This is arguably the longest extant intergenerational testimonial network of its sort, spanning 610 ce–1505 ce. Senturk shows that participants in this network, known as huffaz (roughly ‘ones who memorize and protect’ ahadith), aimed to learn ahadith from other huffaz with the shortest paths back to the prophet and his companions. In the terminology we use below, this means that the huffaz saw themselves as playing the role of epistemic conduits, and that they attempted to minimize the length of epistemic geodesics (minimum number of hops through the network) in the hadith transmission network.

In anthropology, Blong (1982) shows that oral legends passed down through generations of Papua New Guineans accurately record a catastrophic volcanic eruption that occurred centuries prior. And in literary studies, researchers have pointed out that bards (like huffaz) were professional memorizers and reciters of important pieces of language. Lord (1960; see also Parry 1971) argues that bards and other singers of epic poetry from Homer to the present did not memorize whole poems verbatim. Instead, they memorized themes and formulas (important, memorable phrases that employ a particular rhythmic pattern, for example, ‘Ajax with his shield like a wall’), which they creatively recombined in each successive recitation of the epic. Lord contends that the transmission methods associated with oral versus written transmission make an important difference to how language is preserved over time. Essentially, the shift from the spoken to the written word increases fidelity. At the same time, this tectonic shift poses a threat to the creativity of professional memorizers and reciters. And by demoticizing the transition process, writing and mass literacy have the potential to destroy the livelihoods of these professionals.

These processes continued to accelerate with the shift from the written to the printed word after the development of Gutenberg’s printing press. Copying errors introduced by medieval monks could be largely eliminated by the use of the printing press, though it did not produce transmittable copies with perfect fidelity. Even more recently, the invention of the internet has made it possible in many cases to quickly and automatically track back a piece of testimony to its original source. At the same time, the unregulated way in which online knowledge is recorded and transmitted has led to a seemingly intractable problem of citogenesis, in which track-backs among dynamic webpages such as Wikipedia entries lead one in a loop rather than back to any genuine original source (Sterzer et al. 2008; Saez-Trumper 2019).

In what follows, we identify several key parameters that describe testimonial networks (e.g. fidelity and demoticization), and how the online information environment is shaped by these parameters, leading to changes in our epistemic responsibilities and which sorts of dispositions we ought to cultivate if we want to promote the spread of knowledge and avoid the spread of error. We then discuss how these parameters could inform individual epistemic norms and institutional norms surrounding information sharing in the online context.

Key parameters of testimonial networks

There are several parameters that can describe information flow in a testimonial network. These parameters range from the speed of information flows to whether the structure of the network creates bottlenecks to information flow. In this chapter, we focus on the following five parameters and their impact on epistemic norms of testimony in the online context:


Fidelity The similarity that message, m’, has to the original or transmitted message, m. Fidelity can be understood in terms of semantic, linguistic, or orthographic similarity.




Velocity The speed of message transmission.




Traceability The ease with which it is possible for a receiver of m’ to trace m’ back to m.




Demoticization The proportion of those in the network who are able to transmit messages. The mechanism that determines who in the network is able to transmit messages.




Anonymization The degree to which the identity of individuals transmitting messages in the network is publicly known to each other member of the network.2



Fidelity

As information moves through a network, it can get more or less distorted or noisy along the way (Shannon 1948). Fidelity measures the extent to which noise or decay occurs. The way information is shared, or the medium that information is shared through, can impact the type of information stored and shared. For example, greater processing power allows for sending complex messages that otherwise would have needed to be condensed.3 As such, technology, along with the type of testimonial network, can impact fidelity. As mentioned above in ‘A brief history of testimonial networks’, the printing press increased fidelity by eliminating many typographical errors when transmitting messages. Social media platforms increase fidelity even further through their share functions, which create digital copies of the original message.

The content of a message can be more or less similar to the original message both in terms of its semantic content and in terms of its linguistic features. For example, a message may have the same words as another message but have different semantic content, or a message may have different words but express the same semantic content. For example, a message translated into a different language will not have linguistic fidelity but may hold onto its semantic fidelity (and such translation services are increasingly being automated online). Shortened messages can also have semantic fidelity. In the context of online information sharing, messages are broadcast to large numbers of people very quickly. While linguistic fidelity remains high, increased spread allows for context shifting in which the meaning and function of the message evolves as it moves through the network, resulting in semantic fidelity decay while linguistic fidelity remains intact (Sullivan 2019). The epistemic climate on social media platforms, Twitter (now in the process of rebranding to X) in particular, becomes a series of overhearers engaging in context shifting, due in part to short messages, but also due to the sheer number of people that messages can travel through. Linguistic fidelity can be easy to measure with the right tools, but the degree of semantic fidelity is considerably more difficult because the pragmatic context of utterance matters (Lackey 2006). The pragmatic context can sometimes be difficult enough for the average person to identify, and is an especially complicated problem for automated algorithms. As a result, algorithms that aim to filter messages are often trained on linguistic similarity, which can miss important semantic trends and shifts.

It may seem as though increased fidelity in a network makes the network epistemically better than one with decreased fidelity. After all, higher fidelity means less room for miscommunication and misunderstandings. However, sometimes message decay can have epistemic benefits. For example, information decay can be useful in collective systems by disrupting gridlock and promoting cooperation (Shirado and Christakis 2017). There is even evidence in schools of fish that decreased fidelity can prevent the spread of false alarms (Rosenthal et al. 2015). If we take the spread of misinformation and disinformation as a type of false alarm, then perhaps it is the increased fidelity of messages in the online environment that is in part to blame for our current epistemic landscape, in which rumours and misinformation spread faster than truth (Vosoughi et al. 2018, Levy, ‘Fake News: Rebuilding the Epistemic Landscape’, this volume).

Velocity

Message fidelity is also impacted by velocity, that is, how quickly messages are transmitted throughout the network. Testimonial networks found in early human communication involved slow and noisy travel. As a result of a low velocity, information degraded or changed as it moved through the network. For example, early battlefield communication suffered from low velocity, and armies with more efficient means of sending messages had an advantage over their enemy while operating under the fog of war (Clausewitz 1832/1989). The internet affords almost instantaneous transfer of messages. This speed can help preserve message fidelity since there is essentially no time in between the sharing and receiving of a message for the message to change.

Increased velocity not only benefits message fidelity; there are other benefits to the faster spread of messages. In an emergency situation such as a wildfire or flood, the speed with which messages can be propagated can save lives. High-velocity networks also level the epistemic playing field among agents in the network. Information can be powerful, and in a slow-moving network, those who get information first can have advantage over those who receive it later. Thus, a network with increased velocity creates a more egalitarian epistemic environment in some respects.

Increased velocity can also come with epistemic downsides. There is evidence linking high-speed message flow with overwhelming cognitive processes or leading to less accurate decisions (Tversky and Kahneman 1974; Chittka et al. 2009). When there are too many messages coming in quickly, it is not possible for each one to be fact-checked or even paid attention to. There needs to be some mechanism for filtering important messages from unimportant messages. However, left to our own devices, we human beings often rely on ‘system 1’ processing that relies on heuristics and biases that can lead us astray (Kahneman 2011). High velocity itself also puts pressure on the network not to slow down. This can lead to a lack of due diligence in fact-checking or tracing back the message to authenticate it. Agents may feel rushed in making their decisions on whether to spread a piece of information to keep up with underlying flow trends. Utilizing automated algorithms as a means of filtering information can reduce cognitive overload, but algorithms come with their own biases, which often recapitulate—or even exacerbate—human biases, resulting in systematic bias across the whole network. When individuals in the network filter for themselves, there may be an increased likelihood that individuals introduce message diversity due to different interests and perspectives; however, algorithms run the risk of shutting out important messages entirely.

Traceability

Traceability concerns the ease with which it is possible for a receiver of m’ to trace m’ back to m. Traceability is important for verifying the accuracy and authentication of messages, contributing to the epistemic health of a network. The more difficult a message is to trace back to its original source, the harder it will be for the message to be assessed on its epistemic credentials. In networks in which there are few actors who are able to transmit messages, especially if the network has low velocity, traceability is likely to be easier to achieve. However, in a high-velocity network in which there are numerous active information-sharers, the thread of a message can get lost in the sea of interconnections (especially when screen-capping, photoshop, blocking, and other technologies enter the scene). Amplification farms that repost content from other pages, either with or without the original source name, have significantly decreased traceability on social media platforms. An increasing number of these amplification farms repost the same content under a different source name, creating the appearance that the content has originated from many places instead of just one (Burke 2018; Nyhan 2019). In regular offline environments, if the same message comes from a variety of sources, that signals its importance and reliability; however, this epistemic heuristic only makes sense if the messages are genuinely sprouting up from independent sources. Increased traceability allows for knowing whether our epistemic heuristics about sources continue to hold true in the current network, or whether they need to be revised in some way.

While social media technology has in many ways hindered traceability, there are possible technological fixes. Introducing technological architectures that authenticate and keep a record of message sharing can increase traceability. For example, blockchain architectures provide an immutable and decentralized ledger with an authentication process. Blockchain is used primarily in currencies and financial transactions such as Bitcoin (Nakamoto 2008). However, the underlying concept of an immutable ledger for message sharing may be attractive for epistemic reasons.

Demoticization

Who in the network is able to transmit messages? How much training/certification is required for someone to be given the ability to transmit messages? Demoticization tracks the proportion of those in the network who are able to transmit messages, and the ease with which they are able to gain this status. Historically, technology has played a role in increasing the demoticization of testimonial networks. The printing press not only increased the fidelity of messages flowing through contemporary testimonial networks, but it also increased demoticization by expanding who could own and publish books. However, even though more people could own and publish books, the publishing system was not fully demoticized, since gatekeepers prevented most from getting their books published and would give only certain people or organizations the rights to distribution, limiting access to many.

Social media in turn has created a highly demoticized system of message sharing by eliminating gatekeepers. Accounts can be created in minutes with very little oversight of the content of shared messages. We all now serve as editors, choosing which messages to pass on and influencing the content that those in our immediate network see. The public acting as editor has even begun to bleed over into more traditional media outlets. For example, in 2017 the New York Times decided to eliminate their public editor. A public editor acts as a liaison to the public and seeks to uphold ethical journalistic practices at the paper, balancing the interests of the public with the interests of journalists. The Times decided that, instead of a public editor, the public itself could directly be the judges of quality and informativeness. Comment boards were opened up and journalists were advised to read these comments to learn how to better do their jobs. While there is still editorial oversight for the content of the paper, it is the public at large who votes on what is worth reading and what is considered newsworthy with their shares and other forms of engagement. Critics argue that this move opens up the Times to promoting more click-bait and lower-quality articles (Lind 2017).

As with the other network parameters discussed above, there are epistemic advantages and disadvantages to the increased demoticization of our testimonial networks. A more open system for information sharing allows those from historically disenfranchised groups to contribute to the shared knowledge of the network. It can also increase the diversity of the topics that are discussed. If more people are engaged in content creation and content sharing, then a variety of content should make it through at least portions of the network, since each person has his or her own editorial sense. However, there are also costs to increased demoticization. When everyone is an editor, there is no centralized check or filter to content. This means there can be a flood of disinformation and conspiracy theorizing, since there is no central body fact-checking or eliminating such information. The repercussions of a lack of epistemic oversight is showcased across social media with the increased prevalence of flat earthers and anti-vaccine advocates, not to mention the deluge of misinformation associated with the QAnon conspiracy theory. Importantly, disinformation in a highly demoticized network can come both from bad actors (e.g. spooks, grifters) and those who are well intentioned but lack the required expertise (e.g. aunts, uncles, tech bros on Medium).

Moreover, because of the aforementioned problems stemming from high velocity and the sheer number of messages propagating throughout contemporary networks, along with increased demoticization, the need for message filtering becomes even more pressing. Each individual cannot possibly attend to all the messages in a careful way. Instead of using more traditional gatekeeping methods for quality checks, such as needing to be a member of a professional organization or a newspaper editor, the network relies on other ways of filtering content. For example, celebrities have enjoyed a greater degree of epistemic power in social networks online (Archer et al. 2020), and studies consistently find that the Gini coefficient of the contemporary attention economy is approximately 0.90 (van Mierlo et al. 2016; Quintana et al. under review), a level that would be predictive of revolution if the resource in question were income (MacCulloch 2005). People rely on those whom they trust or are in the public eye to determine what is important information for them. However, celebrities are not necessarily epistemically qualified to determine what is important or truthful (Dennis et al. under review). Again, we see the negative side effects that celebrity power has with regard to the anti-vaccine movement (Freed et al. 2011).

There are other means of filtering messages that rely less on heuristics and shortcuts made by individuals. For instance, filtering algorithms are prevalent on social media platforms. However, the way they work is typically opaque to those in the network. Typically, these algorithms are not optimized to promote truth or other epistemic values, but rather are developed to promote message engagement to drive advertising revenue. Until quite recently, in the face of the COVID-19 pandemic and Donald Trump’s promotion of dangerous electoral disinformation, Facebook even went as far as to actively avoid making epistemic decisions on content (e.g. refusing to fact-check political advertisements (Ortutay and Anderson 2020)). Social media platforms do not see themselves as media or news providers but as a social network connectors, akin to the community bulletin board in a café. Unfortunately, given the monopolistic position that social media platforms occupy in our economy, they are unlikely to change their business model on their own. As of the writing of this chapter, just three companies account for nearly 90 per cent of global market share. Facebook alone enjoys 64.22 per cent, plus another 7.05 per cent from Instagram (which Facebook owns). Twitter enjoys 13.96 per cent, and YouTube 3.79 per cent (Alfano and Sullivan forthcoming). Regulation could help by classifying social media companies as news agencies and holding them to the standards that other news agencies face, in regard to fact-checking content, or by forcing them to move away from the current attention-economy business model towards one that is more consistent with epistemic norms.4 However, notice that any centralized mechanism that restricts the messages within the network cuts down on demoticization. A tension thus exists between epistemic values and network demoticization.

Anonymization

Anonymization measures the degree to which the identity of individuals transmitting messages in the network can be determined by others. It ranges from no anonymization to pseudonymization to full anonymization. Anonymization, as with the other network parameters, has both epistemic upsides and downsides. The upsides are similar to those seen with demoticization. If sources of information or those who merely transmit messages can remain anonymous, then sensitive information, such as whistleblowing, leaking to the press, and behind-the-scenes gossip, can be introduced in the network that might otherwise be kept silent (Alfano and Robinson 2017). People may fear retaliation for spreading certain true information and thus refrain from sharing it, even if they have the ability to do so.5 Thus, a level of anonymization can improve the epistemic standing of the network by introducing important information that would otherwise never be reported.

The downsides of anonymization also mirror the downsides of demoticization. Anonymization reduces the social costs of producing low-quality information or sharing misinformation. If there is no social risk to transmitting a message, then there is less need to be epistemically diligent. Thus, the removal of filters and a high level of demoticization, coupled with a high level of anonymization, can perpetuate the rapid distribution of false information in a network (Véliz 2019).

Translating parameters into epistemic norms

It should be clear from the previous section that we can consider each network parameter on its own, but they also influence each other in complex ways. Velocity can impact fidelity, anonymization has an impact on traceability and demoticization, and so on. Due to the interconnected nature of these network parameters, we propose a virtue theoretic approach to epistemic norms for online information sharing. However, we should note that this approach does not presuppose that knowledge can be defined or analysed in terms of epistemic virtues, and much of the following could, we suspect, be made compatible with an alternative approach centred on maximizing epistemic goods (consequentialism) or respecting epistemic rights (deontology).

Conduits and epistemic norms

One aspect that is different in epistemic networks that we find online compared to ordinary cases of testimony often considered by epistemologists is that there are more than two testimonial roles. In an ordinary case of testimony, there is the source of the message and the receiver of the message. We submit that there is a third possible epistemic role, someone simply passing messages across the network, that is, a conduit. Conduits pass on information from sources (or from other conduits).6 Thus, they are not content creators or sources, though they sometimes comment on content that they pass along to others. Moreover, conduits are not mere receivers of information. A receiver of information is someone who listens for incoming messages and perhaps is looking for a specific message, but a receiver need not pass on this information. Conduits, on the other hand, receive messages and pass them on (Sullivan and Alfano forthcoming; Sullivan et al. 2020).

The question concerning epistemic norms and the responsibility of online information sharing is largely a question concerning the epistemically responsible or virtuous behaviour of a conduit, where epistemic virtues are understood as whatever dispositions tend to contribute to the acquisition, spread, and maintenance of knowledge while epistemic vices are understood as whatever dispositions tend to undermine the acquisition, spread, and maintenance of knowledge. It is a question about passing information along through the network, not necessarily about content creation or merely being on the receiving end of messages. Thus, our focus here is on the epistemic responsibility of conduits. In the next section, we articulate more institutional norms that can also mitigate some of the epistemic problems of the online information landscape.

Maintaining knowledge in a social epistemic environment requires distinct considerations. First, once we move beyond the speaker–hearer dyad, network structure plays a role in the way information is spread throughout the network. There has been interesting work in agent-based modelling that looks at testimonial network structures at the level of the whole network, suggesting that certain types of structures are epistemically better than others, at least for certain purposes (e.g. Zollman 2007). However, individual agents in the network also need to bear in mind their surrounding network structure in order to be epistemically responsible or virtuous conduits (Sullivan and Alfano forthcoming; Sullivan et al. 2020).

In previous work, we identified three central classes of virtues that are required to be a good epistemic agent in a social network: monitoring, adjusting, and restructuring (Sullivan and Alfano forthcoming). These virtues also apply specifically to conduits within networks on social media platforms concerning when to virtuously share information. Monitoring virtues cover what is needed for agents to attend to the structure of their network. It is only through monitoring paths of information flow that one can see whether the sources they are relying on are independent from each other or not. For example, if a piece of information is shared by multiple people in your network, you have prima facie evidence that this information is important and reliable. However, if you trace back the origin of this message to only one original biased source, then the fact that multiple people amplified the message should not increase your confidence in the information. On the contrary, it should make you question whether your network structure has enough independent sources (Sullivan et al. 2020). A conduit blindly contributing to the amplification of information from a single biased source reduces the epistemic quality of the network overall.

One reason for monitoring one’s network is so that one can more accurately judge how to calibrate and adjust one’s credence in sources and pieces of information, not only in order to adjust belief formation, but also in order to decide when to take on the conduit role and pass the information along. Adjusting virtues are those that govern this decision. One specific factor in the decision to become a conduit should be based on how independent your sources are. For those that find themselves in a network structure that relies on only one or two sources, it may be foolhardy to amplify these messages, if there are no countervailing reasons to suspect the information is reliable. As such, monitoring virtues also involve monitoring the epistemic roles and track records of those in the network. Do my sources have a reliable track record, or do they often provide false or misleading information? Are my sources independent, or are they themselves conduits simply amplifying the messages of others? Adjusting virtues in turn govern your sharing behaviour based on this information. In the former case, there is good reason to share information, but in the latter case refraining from passing along the message could be the more responsible action.

Being a responsible or virtuous conduit also means taking action to restructure your network if the current one is too severely flawed. This could involve seeking out new sources (especially trusted sources such as established newspapers), no longer listening to sources one had previously trusted, or effecting more distal changes in the structure of the network. Doing this well depends on sufficiently successful monitoring and the motivation and capacity to identify efficient and effective changes that one has the power to enact. It might be that the nature of the network is so far gone that the epistemically responsible thing to do is either remove oneself from the network (Levy 2017) or to no longer engage in the conduit role. Moreover, while in an ideal world conduits would do their epistemic due diligence in developing the dispositions necessary to share information in a epistemically responsible way, in reality it can involve a lot of time and effort, such that only a small number of actors in the network are able to become responsible conduits. This creates a trade-off between demoticization and epistemically responsible agents. If only a small number of actors function as conduits in an epistemically responsible way, then the network cannot be fully demotic and epistemically successful at the same time.

Another feature of online testimonial networks is that epistemic virtues should not just be understood as localized within the individual. As with ethical virtues, epistemic virtues can be other-regarding (Kawall 2002; Fricker 2007). After all, the role of the conduit is to pass on information in the network to the benefit or hindrance of others. Other-regarding considerations should both be directed towards specific individuals (e.g. the conduit’s inner circle) and the health of the network as a whole. Indeed, there are some things that individuals can do to help mitigate the epistemic problems that come with fidelity, velocity, traceability, demoticization, and anonymization. One of the problems with maintaining fidelity in online networks is that the same message can take on different semantic meanings because of context shifting. One response to this problem is for conduits to refrain from passing along messages that would change the semantic fidelity of the original message when shared in a particular context, and also to refrain from sharing messages with a low level of semantic fidelity to their originals. For example, satirical posts are likely candidates of context shifting. Some people will interpret the message as being informative instead of non-informative.7 Conduits should take care that they are not sharing a satirical message in a way that could be interpreted by others as informative. Conduits, then, might even have the responsibility to clearly state that the message is not informative. This responsibility can increase for a specific conduit, depending on the position the specific conduit has in the network. Do their messages tend to propagate far through the network? Or do the messages tend to spread only to a few? However, this heuristic regarding current network position can only take us so far. The viral nature of platforms means that any message can propagate far through the network even if there was no reasonable indication it would do so beforehand. If a given network has a low level of traceability, then fidelity checks will be hard to perform. In the absence of sufficient traceability, conduits again should think twice about passing along a message without adequately tracing and contextualizing it.

As discussed above in ‘Key parameters of testimonial networks’, high-velocity networks come with the drawback of eliminating the space for fact-checking and can lead to cognitive overload and poor decisions about what to believe and what to share. Individual conduits can help to mitigate these issues by intentionally slowing down the speed of information flow simply by waiting before sending. A conduit can take time to trace back the message, checking source reliability against an alternative, independent source as a way of delaying. Delaying messages could be especially important for breaking news from unverified sources. Retraction in general can be ineffective (Ecker et al. 2011), especially in online environments. In such environments, conduits have a greater responsibility to get things right the first time, whereas in other social network environments in which retraction is effective, delaying messages might not be as important.

Due to the high level of demoticization on social media platforms, conduits need to take their role as public editor seriously. They should work to cultivate virtues that are conducive to responsible filtering. For example, not giving celebrity voices undue epistemic power and making sure that the expert voices amplified are actually experts in the specific topic of the message seems prudent. Even though social media platforms are egalitarian in terms of how message sharing operates (i.e. everyone shares a message in the same way), these platforms are not egalitarian in terms of epistemic power (as illustrated by the Gini coefficient of the attention economy mentioned above in the section on ‘Demoticization’). People who are seen as celebrities or experts have much more influence on others, with more weight attached to the messages they share. Moreover, those in the network whose messages are more likely to spread far throughout the network because of their network position have more epistemic power. Following up on sociological work by Conway and Oreskes (2010), network simulations have shown that a determined propagandist in a testimonial network is often capable of shifting the opinions of many others (Weatherall et al. 2019). So even in the absence of a centralized system that controls epistemic power in online networks, unequal power structures can emerge. Conduits should do well to monitor these power relations and do what they can by choosing which messages they share in a way that would distribute epistemic power along epistemic lines instead of perpetuating epistemically poor patterns of information flow.

Institutional norms

Many of the problems associated with the network parameters discussed in the section on ‘Key parameters of testimonial networks’ cannot be solved merely by individuals developing conduit virtues. Change must be made on an institutional level in the form of regulation, oversight, education, and developing new technological tools to mitigate some of the problems. Rini (2017) likewise argues that individual epistemic dispositions and virtues are inadequate to address the problem of misinformation, and that targeting the structure of epistemic institutions such as social media platforms is necessary.

It is the design of social media platforms themselves that can play a role in perpetuating false and misleading information. Platforms play an active role in perpetuating some of the network parameters discussed in this chapter in a way that hinders epistemic goals. The functionality that allows immediate and quantifiable social feedback through likes and shares can amplify the velocity of sharing and works to prioritize certain types of content. For example, Brady et al. (forthcoming) discuss the propensity of sharing morally charged content and Vosoughi et al. (2018) discuss the propensity of people sharing news that tends to inspire fear, disgust, and surprise, which is often associated with false news. This problem is exacerbated by another common feature of social media platforms: displaying the number of times an article has already been shared by others. Research suggests that people are up to seven times more likely to share content online when they see others are already doing so (Bakshy et al. 2015). Platforms are also known to delay the like and share count of particular posts to give the appearance of continued engagement throughout the day (Morgans 2017). This has the added benefit that users check the platform more regularly.

Social media platforms are also designed to encourage as many connections as possible (Arfini et al. 2018), which means that any time an individual shares something it will be spread further than if the connections were more limited. In network simulations of highly connected networks, failures of epistemic competence are demonstrated (Hahn et al. 2020), along with bandwagoning effects (e.g. O’Connor and Weatherall 2019; Zollman 2007). While individual epistemic dispositions matter for sharing information online, several of the problems with social media platforms come from the conflict between financial goals and our various normative goals (Zuboff 2019). For example, Alfano and Sullivan (forthcoming) argue that social media platforms are natural monopolies, which explains the business models of these companies and the reluctance to adapt to growing ethical and epistemic concerns (though the recent banning of Donald Trump from the vast majority of social networks may signal a welcome, if inadequate, change).

In the remainder of this section, we articulate institutional changes affecting the five network parameters discussed in the section ‘Key parameters of testimonial networks’, with the hope of mitigating some of the problems with online information sharing. Recall that one of the problems with message fidelity in online environments is that semantic fidelity is hard to measure and yet can change rapidly in a highly connected and high-velocity network. Automated algorithms, if developed to identify semantic fidelity, may help to mitigate this problem. However, since algorithms can be biased, these algorithms should be subject to oversight. Users of the platforms should have some understanding of how information is flagged and filtered. Regulatory agencies should have access to algorithms to oversee whether they respect privacy and protected classes. Social media platforms also have a responsibility to track linguistic similarity. Sometimes small changes to the words of a message can alter meanings, giving the message, at first glance, the appearance of being reliable even if it was changed to represent a falsehood. As of this writing, we are not aware of any pressure on social media platforms to track message fidelity.

The central problem arising from high-velocity networks is that they can overwhelm cognitive processes and leave little room for fact-checking and proper gatekeeping. Again, there are institutional changes that could mitigate these issues. For example, platforms already engage in altering the actual timeline of posts, likes, and shares. However, they engage in these delaying tactics in order to increase engagement and their profit margins. Delaying messages that are indicative of rumours or false and misleading information could help to reduce the spread of such problematic messages. The delaying tactic could be implemented while the platform is able to engage in more direct fact-checking or authentication. It is important to note, though, that fact-checking can be difficult during emergencies and with developing stories. Care must be taken when engaging in delaying tactics that vital life-saving information is not delayed. Furthermore, content moderation in general is not an easy problem to solve. A recent report found that content moderators for Facebook often end up believing the very conspiracy theories they are meant to screen (Newton 2019). Moreover, the working conditions for moderators is poor, with workers suffering from post-traumatic stress disorder (PTSD), given the type of content they need to screen. Developing labour regulations around content moderation is an important first step to any acceptable solution.

Traceability is also an important issue in large, interconnected networks. Social media platforms have well-known problems with amplification and troll farms that distort where a message originated from. If platforms were able to make progress on fidelity, it could come with gains in traceability. Moreover, more vigilant oversight of amplification and troll farms could help to remove bad actors from the network. Given the monopolistic character of these platforms, such oversight might need to come from regulatory agencies and not simply be done internally by the company. Another avenue for a technological solution, as mentioned above, could include the introduction of an immutable ledger that would keep track of messages and how they changed. Including an authentication mechanism to the ledger could also make strides towards identifying amplification farms.

Above, in the section on ‘Demoticization’, we discussed how highly demoticized networks remove some gatekeeping mechanisms. In highly connected and high-velocity networks, some form of filtering or gatekeeping is necessary. Without a centralized mechanism, individuals will use their own heuristics, which may not be epistemically virtuous. For example, celebrities have large amounts of epistemic influence on social media platforms. Platforms also contribute to promoting content by allowing sponsored posts and advertising. For example, on Instagram, advertising can go unnoticed because so-called influencers are paid behind the scenes to promote a product, which gives a misleading impression to other users. Even though everyone in the network has the same ability to post and share information, severe power imbalances emerge. Not everyone in the network has equal access to amplification. Amplification algorithms are designed with the platform’s business model in mind. Requiring social media platforms to be transparent about their amplification methods and classifying social media companies as news agencies, forcing them to move away from the current attention-economy business model, would be a start to mitigating these issues.

Finally, consider anonymization. Some level of anonymization is desirable in any epistemic network because it creates the environment for information to be shared that might not otherwise be shared (e.g. whistleblowing). However, allowing unlimited anonymous or pseudonymous accounts can degrade the epistemic quality of the network due to the lack of reputational risk. Véliz (2019) suggests a variety of approaches to pseudonyms that could ensure that reputation still does its essential work. One such suggestion is for people to have a certain number of pseudonyms that are traced by a third party in the event of either ethical or epistemic misconduct. How to best handle trade-offs between the freedom and epistemic benefits of anonymization, while still securing reputational accountability, is a difficult problem. One thing is clear, though: there need to be institution-wide solutions that go beyond shutting down one troll or bot at a time.

Conclusion

In this chapter, we identified five network parameters that can be used to describe online testimonial networks: fidelity, velocity, traceability, demoticization, and anonymization. We explored the epistemic benefits and drawbacks of increasing each of these measures. We then used these insights to help inform individual and institutional epistemic norms for online information sharing. In the case of the individuals, we focused on what it would mean to be an epistemically virtuous conduit, that is, someone who takes on the role of message passing in a social network. In the case of institutional norms, we identified that social media platforms could institute institution-wide changes in order to combat false and misleading information. However, given their business structure and profit motive, it seems that such institutional changes need to come from regulation.

Notes

1.Thanks to an anonymous reviewer for suggesting that we switch from speaking of democratization to speaking of demoticization. While the word is a bit cumbersome, we find that it better expresses the ideas articulated in this chapter.

2.While other network parameters may also be important for norms of testimony, for the purposes of this chapter, we restrict our scope to focusing on the five identified here.

3.See Szathmary and Smith (1995) for an example from biology.

4.Companies can be quite motivated to spend a lot of resources monitoring content if there are commercial interests at stake. For example, tracking copyright infringement is not seen as burdensome, even though it takes considerable resources and technical sophistication.

5.An example of retaliation for whistleblowing might be seen in the developing case of three doctors mysteriously falling out of windows in Russia after speaking out about the medical conditions there surrounding COVID-19 (Ilyushina 2020). URL <https://edition.cnn.com/2020/05/04/europe/russia-medical-workers-windows-intl/index.html>. Accessed 1 October 2021.

6.The line between a conduit and a source is not always clear-cut. If a conduit substantially changes a message before sending it along, then the conduit could also be considered a source. In this chapter, we stick to cases of conduits that do not intentionally change the messages they receive.

7.See, e.g. https://literallyunbelievable.tumblr.com/, accessed 11 August 2021.
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Chapter 6

Fake News

Rebuilding the Epistemic Landscape

Neil Levy

Introduction

Beginning around 2014, new technology enabled the resurgence of an old phenomenon: the widespread dissemination of fabricated news stories. Partially fabricated stories were characteristic of the ‘yellow journalism’ of the late nineteenth century, and even such heroes of American history as Benjamin Franklin and John Adams deliberately faked news stories (Parkinson 2016). Franklin, for example, produced a fake issue of a real American newspaper, in order to embed a story about native Americans having been employed by the English crown to scalp innocent people on a mass scale. Franklin disseminated the fake issue and succeeded in having the invented story reported in a number of (real) newspapers.

This sordid episode in American history has multiple contemporary echoes, from the indifference to truth and the racism it manifested through to its success in gaining a measure of legitimacy by having the story reported by a number of reputable sources. Even the medium, the copying of a real Boston newspaper, echoes the way in which contemporary purveyors of fake news mimic the layout of more reputable media outlets and often use a URL that suggests legitimacy (e.g. ‘news-cnn.com’, intended to borrow the legitimacy of the real Cable News Network (CNN)). But contemporary fake news has a prevalence and a reach that Franklin or William Randolph Hearst could only dream of. Fake news on Twitter, for example, may reach people faster and spread further than real news (Vosoughi et al. 2018). Produced and disseminated by hundreds of individuals motivated by advertising dollars or directly paid for, amplified by dupes, bots, and a number of media outlets indifferent to truth and eager to swing debates (Benkler et al. 2018), fake news is no longer an episodic phenomenon or one that typically has little influence. It has been credited with swinging the Brexit referendum (Grice 2017) in the United Kingdom and the 2016 election of Donald Trump in the United States (Gunther et al. 2018).

Its significance makes a response to it an urgent political and social priority. Fake news also confronts us with a range of ethical issues. A full ethical assessment of the significance of fake news and of possible responses to its rise would need to cover a number of problems and possible solutions. Distinct ethical issues arise with regard to the individual user, networks of users (e.g. friends), social media companies, and the individuals and institutions that regulate them. Even if we focus on just one element of this complex web, say, the individual user, there are a number of different problems to consider. Is the consumption or the sharing of fake news the manifestation of a vice (and, if so, which vice)? Is the behaviour blameworthy, and, if so, what kind or kinds of blame (epistemic, prudential, moral … and each of these fractionates in turn) are at issue? Is sharing fake news permissible when it is explicitly tagged as such? And so on.

In this chapter, I focus on issues centred around the effects of fake news on what we might call our epistemic environment. By ‘epistemic environment’, I mean those features of the social and institutional world that influence us in our belief formation in a way that is general with regard to the content of the belief formed; that is, I am not concerned with the features of our environment that allow us to form beliefs about, say, cats—like the presence or absence of cats in our vicinity—but with features of that environment that allow us to generate accurate beliefs in general, or at least across a range of domains. Forming accurate beliefs is essential for our flourishing because we can make good decisions only in the light of accurate information. For instance, I can satisfy my hunger only if I know which stuff in my environment is edible and how it can be procured and prepared. If my epistemic environment is unfavourable (for instance, if it contains predators who mimic food, or liars who seek to mislead me with regard to which items are palatable), then I will find it difficult to satisfy my hunger.

In this chapter, I argue that fake news corrupts our epistemic environment in a way that has not been widely appreciated. Fake news often leaves us epistemically adrift. Rather than believing the false narratives it spreads, we find ourselves sceptical of all narratives. I will argue that the epistemic corrosion induced by fake news may usefully be understood as the result of bringing about what I will call a flattening of the epistemic landscape, constituted by the loss of cues to credibility; this flattening, in turn, can be understood as a loss of higher-order evidence. I will then propose possible responses to the flattening of the epistemic landscape and evaluate their ethical permissibility.

What is fake news and should we be concerned by it?

Much of the current philosophical literature on fake news aims at defining it. News is, roughly, reporting of purported facts of broad interest about the world. Fake news would seem to be news that is not true (Gelfert 2018). But lack of truth does not seem sufficient for (apparent) attempts at reporting to qualify as fake news (Jaster and Lanius 2018). Donald Trump loves to characterize CNN and The New York Times as ‘fake news’, but even when these media organizations get things wrong (as, of course, they do from time to time), they do not count as fake news. Equally, The Onion and other satirical newspapers do not count as fake news.

Instead, what distinguishes fake news from genuine is at least in part its aim. Fake news purveyors either seek to deceive—aiming to convince audiences that the world is, in some respect, different from how it actually is—or they are indifferent to the truth because they are motivated almost entirely by financial considerations. Frankfurt (2009) famously defined ‘bullshit’ as assertion made without regard to truth. Several philosophers have suggested that fake news is closer to bullshit than to lies: its purveyors are often indifferent to truth, rather than seeking to deceive. For Mukerji (2018), fake news is dissimulated bullshit: it is bullshit that is passed off as news. Of course, people’s intentions are hidden, and we might disagree about the intentions of a particular person or organization. However, attention to the processes whereby stories are generated helps to settle such disputes. Real news is produced following certain journalistic norms for truth-seeking and reporting; fake news ignores these norms (Pepp et al. 2019).

Of course, reputable news organizations (or individual reporters at such organizations) sometimes seek to deceive too, and are almost always motivated in part by financial considerations. The difference is one of degree, with the most reputable media organizations being very much more sensitive to truth (either because they care about its value or because their business model depends on a high reputation for credibility) than are typical purveyors of fake news. For instance, Donald Trump’s favourite example of fake news, The New York Times is given a reliability score of 47 by the respected Ad Fontes Media organization, while Fox News cable TV is given 23, Breitbart 20.5 and Infowars 12. Whatever their motivation, reliable news organizations use a process that leads to significantly more reliable reports than those who aim to deceive or are indifferent to the truth.

Several philosophers have pointed to a current lack of clarity over the nature of fake news, and the way in which the accusation may be weaponized against any report that the person who uses the charge does not like, to argue that we should drop talk of fake news altogether (Coady 2019; Habgood-Coote 2019). Coady compares ‘fake news’ to ‘conspiracy theories’, noting that the latter term has been used to dismiss theories simply on the grounds that they postulate a conspiracy, even in the face of plentiful evidence that conspiracies have been, and continue to be, powerful forces in history. There is, however, an important difference between the two. The accusation that something is ‘just a conspiracy theory’ points to an uncontested feature of a purported explanation—that it postulates a conspiracy—to downgrade its epistemic standing. The fact that this move has powerful rhetorical force might indeed be a reason to avoid talking about conspiracy theories (though, as my own use of the term below indicates, I do not believe the argument to show that, all things considered, we are better off without it). But the accusation that something is fake news just labels it. It does not constitute an argument of any sort. If we were to succeed in banning the label, those who want to reject stories would use a different label: it’s propaganda, it’s lies, it’s rubbish (Brown 2019). The only thing we would have accomplished is to remove a reminder that unreliable claims are more prevalent today than in the past.

Further, opponents of the term exaggerate the extent to which there is disagreement over the nature of fake news, and therefore the extent to which it may be contested for nefarious purposes (Brown 2019). Coady (2019) and Habgood-Coote (2019) provide us with a salutary reminder that in politically sensitive arenas like this one, theorists have a special obligation to take care to ensure that they do not inadvertently provide tools for those who aim to spread disinformation or to take advantage of it. But they do not provide a strong reason to reject the term ‘fake news’ altogether.

The importance of an unpolluted epistemic environment

A favourable epistemic environment is important for many reasons; here, I am especially concerned with its political significance. An unpolluted epistemic environment is important to the proper functioning of democracies. In democracies, voters are given the power directly or indirectly to decide the most important policy issues that face the nation: how much taxation there will be and how it will be spent, whether the country will pursue peace or war, whether it will protect human rights or violate them, and so on. While a great deal of ink has been spilled on the democratic deficit (the numerous ways in which actual democracies and their institutions fall short of the principle that important decisions should be subject to democratic deliberation), it is indisputably true that well-functioning democracies leave many decisions subject to some degree of democratic control. But for democratic control to be exercised responsibly and effectively, voters must be adequately informed. For instance, they must have a basic understanding of the direction in which different parties would take the country, if not of the details of the policies they would implement (see Brennan (2016) for a summary of evidence that we tend to fall very short of the latter). Such an understanding requires a favourable epistemic environment.

In recognition of the importance of the epistemic environment to a decent life, most countries have a range of laws that aim to minimize what I have elsewhere called epistemic pollution (Levy 2018a). Epistemic pollutants are features of the epistemic environment that (accidentally or by design) make it difficult to form accurate beliefs. For example, a soft drinks manufacturer may deliberately give its product a name and a label that mimics a well-known brand, making it more difficult to distinguish its product from the familiar one, or a purveyor of expensive and unproven ‘miracle cures’ for terminal illnesses might pay a diploma mill to give them a spurious accreditation and a predatory journal to publish their ‘research’, thus gaining an aura of scientific respectability and lowering the guard of those who are desperate. Legislative countermeasures include trademark laws, which reduce the capacity of the unscrupulous to mimic familiar brands, and laws against deceptive advertising. Beyond the law, institutional responses to epistemic pollution include the accreditation of universities by organizations set up for that purpose and formal and informal mechanisms for distinguishing reputable academic journals from disreputable ones. Yellow journalism declined as journalism professionalized and was able to self-regulate (Benkler et al. 2018). But contemporary fake news is produced anonymously, circulates outside traditional channels, and is able to mimic real news. It escapes these attempts at environmental clean-up.

If fake news is an environmental pollutant, what are its effects on consumers and on the epistemic landscape more generally? It is to these questions that I turn next.

Fake news and false belief

The obvious epistemic worry about fake news is that it is a pollutant of the same general kind as deceptive advertising. Though as we saw, fake news need not be motivated by an intention to deceive, it nevertheless largely consists in false claims. The obvious ill effect of such claims is an increase in false beliefs. Since adequate information is essential to the functioning of democratic decision-making, fake news is bad—on this model—because it leads people to have false beliefs.

This concern has some merit. Almost certainly, some people are sometimes taken in by fake news, and sometimes for long enough for this to have a consequential effect on their behaviour. For instance, the person who infamously fired three shots at Comet Pizza while investigating claims that it contained dungeons where children were abused by leading members of the Democratic Party (Siddiqui and Svrluga 2016) clearly believed (or had a significant credence) that nefarious activities were taking place there. Similarly, a number of Sandy Hook ‘truthers’—conspiracy theorists, who allege that the mass shooting was a false flag operation—have subjected parents who lost children at the elementary school not only to online trolling, but also to threats delivered in person (Robles 2016). This pattern has been replicated with survivors and relatives of survivors of other mass shootings (Raphelson 2018). Moreover, people often report that they believe fake news. For instance, approximately one-third of Americans report believing the ‘Birther’ conspiracy theory, according to which Barack Obama was not born in the United States (Uscinski and Parent 2014).

However, there is strong evidence that surveys like these overestimate the true extent of belief in fake news. It is important, first, to recognize that survey responses are often constructed on the spot: rather than report their pre-existing beliefs, people generate an answer to a question they may never before have considered (Zaller and Feldman 1992). As a consequence, surveys may play a role in producing the beliefs that they report. Respondents answer the question they are asked not only by bringing to mind prior beliefs, but also by using (often partisan) heuristics or motivated reasoning (‘Do I believe Hilary Clinton gave uranium to Russia in return for donations to the Clinton Foundation? That sounds like the kind of thing she’d do, so I will answer yes’). They may not be confident of the answer they report, and it may be forgotten by them soon afterwards (alternatively, they may continue to believe it, but only because they were asked by the survey).

Moreover, there is direct evidence that a significant proportion of responses are the product of expressive responding (Berinsky 2017)—when people give a response, not to report their beliefs, but to express support for a policy, party, or person. Thus, people may report ‘I believe that Hilary Clinton gave uranium to Russia’ not because they believe that she did but because they want to express their dislike of her (Bullock and Lenz 2019). The most persuasive demonstration that expressive responding plays a significant role in response to questions like these comes from a recent paper by Schaffner and Luks (2018). They took advantage of the then current controversy over crowd sizes at Trump’s inauguration to conduct a study. Members of the Trump administration had claimed, falsely, that the crowd had been the biggest ever (notoriously, Kellyanne Conway introduced the phrase ‘alternative facts’ in defending these claims). Schaffner and Luks gave participants photographs of the crowds at Obama’s inauguration in 2009 and at Trump’s and asked, simply, which photo depicted a bigger crowd. They relied on the fact that the controversy was current to ensure that many participants would recognize the photos, and hypothesized that this knowledge would affect their responses. This hypothesis proved correct: while only a very small proportion of non-voters and Clinton voters picked the photo of the Trump inauguration as depicting the larger crowd (3 and 2 per cent, respectively), 15 per cent of Trump voters picked the photo of his inauguration as depicting a larger crowd.

Since the crowd at the Obama inauguration was very obviously bigger than the crowd at the Trump inauguration, it is not plausible that Trump voters genuinely believed that the photo they chose depicted a larger crowd. It is far more plausible that they were engaged in expressive responding: in choosing that photo, they expressed their support for Trump. This evidence dovetails with other data which suggests that some responses to polls are expressive, rather than veridical reports of beliefs. There is evidence that incentivizing accuracy reduces the partisan gap on survey responses. For instance, while Republicans and Democrats often report diverging beliefs about factual matters like the unemployment rate, in ways that reflect partisan biases (e.g. they assess the economy as worse when the president belongs to the opposite party), incentivizing accuracy leads to a substantial decrease in bias in these reports (Bullock et al. 2015; Prior et al. 2015).

The evidence concerning the extent of expressive responding remains mixed. Schaffner and Luks argue that the 15 per cent figure likely underestimates the extent of expressive responding: some participants would have been unaware of the controversy and it is likely that even some of those who were aware failed to recognize the photos or grasp their relevance to the controversy. While Bullock et al. (2015) succeeded entirely in eliminating partisan response using a mix of methods, Berinsky (2017) found little evidence of expressive responding using time (i.e. more rapid completion of the study) as an incentive. Taken together, however, the evidence strongly suggests that a substantial number of people report attitudes that do not reflect their real beliefs when they recognize an opportunity to express support for a political position by reporting a different attitude. The extent of expressive responding may be larger than is suggested by the decrease in partisan response produced by incentivization: monetary incentives may offer more extreme partisans an opportunity to send a stronger signal of support. Such partisans may be resistant to incentives of the kind that experimenters can afford to provide.

No doubt some people come to believe the fake news they read, and some maintain their belief long enough for it to guide their actions. But we should be very careful not to exaggerate the extent to which this phenomenon occurs. While our fellow citizens may claim to believe a range of things that are very implausible (e.g. that the Clintons have had people who might have revealed their corruption assassinated, or even more bizarre fantasies), many of those who report such beliefs are engaged in some mix of trolling and expressive responding. Insofar as it succeeds in duping some people, for some time, fake news is epistemically polluting, but it has ill effects beyond that, and these ill effects may be much more serious.

Flattening the epistemic landscape

Up until now, I have been using the metaphor of the epistemic environment. Let me now introduce a new metaphor. There are many sources of information in our epistemic environment. We accord greater credibility to some than to others. Think of more credible sources as rises in the epistemic landscape. Those sources to which we assign a great deal of credibility are peaks. Those we regard as just as likely to be wrong as right represent the ground level in the landscape. There may be depressions, or even valleys: they are sources that are more likely to be wrong than right (and which we can therefore utilize as sources of information by raising our credence in the negation of what they assert). These sources of information may be individuals or institutions (your mother; the American Medical Association; Fox News) non-human animals (you may think the flight of crows foretells the future, as the Romans apparently did, or perhaps you learn about the onset of spring from the song of the cuckoo), and so on. Whatever the source, the greater the credibility appropriately given to it, the higher the peak in the epistemic landscape it represents.

Peaks in the epistemic landscape are absolutely central to the proper functioning of our epistemic agency. We cannot evaluate each and every claim for ourselves. Some claims we cannot evaluate because they are reports about events far from us, in time or space, and we cannot check for ourselves. Others we cannot evaluate because we lack the expertise. It is important to emphasize that the epistemic labour of human beings is, and always has been, distributed across multiple agents (Levy 2019a; Levy and Alfano 2019). For the entire history of our species, we have been dependent on one another for knowledge: we have always lacked the expertise to evaluate all the knowledge claims circulating in our group, and crucial to our flourishing, for ourselves. Because epistemic labour is distributed and because we rely on one another for reports about distant times and places, we are epistemically dependent on testimony. Most of what we know, we know because we have been told. But we can rely on testimony only if we have cues on the basis of which to filter it. There are multiple competing sources of testimony in the epistemic environment. Given that we encounter many competing claims we cannot evaluate for ourselves, we rely on cues to credibility to distinguish reliable from unreliable reports; that is, we depend on the peaks and troughs of the epistemic landscape for much of our knowledge. The most serious effect of fake news may be its pernicious effects on this epistemic landscape.

In their analysis of the effects of fake news on the 2016 presidential election, Benkler et al. (2018) find little evidence that fake news explains the Trump victory by itself. Russian fake news was effective only because it was amplified by a right-wing media ecosystem that had two characteristics: (a) it was and is relatively self-contained; and (b) it was already engaging in tactics similar to those of the new Russia-based fake news. This media ecosystem was and is self-contained in that consumption patterns on the right involve sampling from fake news and an ecosystem centred on Breitbart and similar unreliable sources, with little sampling from more reliable sources, whereas consumption patterns on the left are broader-ranging and include more reliable mainstream media sources. At least as importantly, this ecosystem pursued much the same aim as Russian fake news: disorientation, rather than inducing false belief (note that this claim provides further support for the view that fake news is closer to bullshit than to lies).

Even prior to the Russian initiative, the right-wing media ecosystem produced and echoed conspiracy theories and similarly unbelievable claims about the Sandy Hook mass shooting, false flag operations and the like. These bizarre claims are not designed to be believed. They are designed to disorientate. As Benkler et al. argue, these claims:


seem so ludicrously implausible that it is difficult to imagine that they are in fact intended to make people believe them, rather than simply to create a profound disorientation and disconnect from any sense that there is anyone who actually ‘knows the truth.’ Left with nothing but this anomic disorientation, audiences can no longer tell truth from fiction, even if they want to. They are left with nothing but to choose statements that are ideologically congenial or mark them as members of the tribe. And in a world in which there is no truth, the most entertaining conspiracy theory will often win

(Benkler et al. 2018: 37)



Disorientation is produced not by bizarre claims on their own, but by the fact that they are apparently taken seriously by those with epistemic standing. Infamously, Alex Jones’s Infowars show promoted the Sandy Hook conspiracy (Associated Press 2019). But it is not only unreliable (though relied upon) sources that appear to take them seriously. Major newspapers devote considerable attention to such conspiracies, in an attempt to debunk them, and may thereby inadvertently lend them a degree of legitimacy.

Of course, were the claims so obviously ludicrous that no one could possibly believe them, they would not produce disorientation. Those conspiracy theories and bizarre theories are not designed to be believed, but they are not entirely unbelievable (for their target audience) either. They occupy a penumbra of plausibility. There is a large body of experimental evidence showing that much of what we accept we do not really understand. From evolution (Shtulman 2015), to how zippers work (Rozenblit and Keil 2002), to the basics of the political processes (Brennan 2016), our opinions frequently fail to be backed up by even basic understanding. This kind of ignorance is probably adaptive: it allows for better and more flexible deference to epistemic experts (Levy 2018b). But it also leaves us epistemically vulnerable. We cannot be brought to believe just anything; we filter messages for plausibility (Mercier 2017). But something need only be plausible enough, and widely promulgated enough, to be taken seriously enough to produce disorientation (in his chapter in this volume, ‘Privacy in Social Media’, Andrei Marmor describes another way in which social media might blur the boundary between fact and fiction, which may contribute to disorientation).

Disorientation seems to be a primary goal of propaganda aimed at Russians themselves by state-linked agencies. For example, Russian state media reported as fact a variety of conflicting explanations for the downing of Malaysia Airlines Flight 17, without attempting to reconcile them. Flight 17 was brought down by the Americans to frame Russia, and it was brought down by accident in a failed attack on Vladimir Putin’s private jet, and it was brought down by Russian forces who knew that it was not a scheduled passenger plane at all. Benkler et al. (2018: 36) quote Peter Pomerantsev’s observation that these conflicting narratives do not aim to convince viewers of some state-sanctioned narrative, ‘but rather to leave them confused, paranoid, and passive—living in a Kremlin-controlled virtual reality that can no longer be mediated or debated by any appeal to “truth” ’.

The era of fake news is sometimes described as a ‘post-truth’ age. To the extent to which we live in such an age, the flattening of the epistemic landscape is part of the cause. Insofar as fake news succeeds in disorientating us, it renders all sources of information suspect. An explanation of an event, or even the report that some event occurred, is rapidly countered by another, which decries the first as fake news, and it in turn is countered by yet a third narrative. Those who have lost contact with, or trust in, the mainstream media no longer have a means of choosing between these narratives. In this environment, expressive responding can reign: if agents have no way of adjudicating between narratives with regard to their truth values, then why not choose to repeat and assert belief in the best—most congenial—story? Here, the best story is likely to be the one that casts oneself and those with whom one identifies in the best light and one’s opponents in the worst.

Suppose this analysis is on the right track. How should we respond to the problem of fake news? In a recent paper, Regina Rini put forward a similar diagnosis of the problem of fake news and proposed a response (Rini 2021). In an earlier paper, Rini (2017) had argued that the best response to the spread of fake news is tightening up online norms of assertion: if we were to eliminate the ambiguities surrounding posts, for instance (is reposting endorsement or not?) we would be able to hold one another to account for spreading fake news and people would exercise more care to check veracity before posting or sharing a post. She is now pessimistic about this response, in part because she believes that, given that people use social media for diversion, they cannot be expected to have an appetite for epistemic care. Rather than advocate the strategy she now calls disarming the threat (by changing testimonial norms), she now advocates nothing less than detonation: we should become universally sceptical about claims made on social media, according them no credibility at all.

In effect, Rini embraces the flattening of the epistemic landscape that (she herself argues) has been a major consequence of the advent of fake news on a large scale. She sees this flattening as relatively less threatening than I do, I suspect, because her diagnosis has as a central element one feature about which I remain agnostic. She suggests that a principal effect of the dissemination of fake news is a decrease in the trust citizens have in one another because each of us knows that many of our fellow citizens are vectors for the spread of lies. As she suggests, trust is essential to the functioning of democracies, so if this is the case, the worry is serious. So far, there does not seem to be much evidence that fake news is contributing to any such decline, but the claim is plausible. If a corrosive decrease in trust is really a consequence of seeing one another as vectors for the spread of misinformation, then her solution may succeed in arresting it. While I may come to distrust you because you spread lies, I will not come to distrust you because you spread articles from The Onion. The difference is that in the latter case, but not the former, I do not see you as purporting to provide information about the world. If we detonate, and see all claims made on social media as akin to the presentation of links to Onion articles, we will not come to distrust one another on account of our social media content.

While arresting the decrease in trust would be beneficial, Rini’s solution leaves unaddressed the more narrowly epistemic problems on which I have focused. We need not only a certain level of trust in one another to function as democratic citizens, but also reliable information about the world and our own society, and about the options that face us as democratic deliberators. If there is a response to fake news available that would not require us to sacrifice so much in the way of epistemic value for the sake of trust, we ought to embrace it.

In any case, I am sceptical that Rini’s detonation strategy would succeed. Social media is used routinely to make assertions. People report the daily events of their lives (that I have a new job; that it’s my youngest’s first day at school; that I am on holiday in Majorca) and they report their opinions (that Boris Johnson will not solve the UK’s problems; that this product is better than that). Making these assertions is a major function of social media, and we cannot expect people either to desist from making them or to come to make them, or to receive them, as fictions akin to an Onion article. Moreover, social media is now a very large source of straight news: indeed, Americans who have social media as their primary source of news outnumber those who rely on newspapers (Shearer 2018). For the detonation strategy to succeed, either people would have to cease using social media for these purposes (which seems unlikely), or they would have to be selectively sceptical. I do not see any way in which people can reasonably be expected to adopt the sceptical attitude to the right set of claims; indeed, I am sceptical that there is any way to demarcate potentially fake news from either straight news or from routine assertions we make on social media about our lives.

Fortunately, there is an alternative to both detonation and disarming (of the sort Rini envisages). Developing this alternative will require a different way of conceptualizing the epistemic landscape.

Fake news and higher-order evidence

One way to understand the corrosive effects of fake news on our epistemic environment is through the frame of higher-order evidence. First-order evidence is evidence that directly bears on the truth or falsity of a particular proposition. The pattern of blood spatter in the room is evidence that the killer used a knife; the fingerprints on the light switch are evidence that the killer was the butler. Higher-order evidence is evidence about our evidence. In epistemology, the main focus of debates about higher-order evidence has been the reliability of the agents who assess the evidence: in particular, on how disagreement can constitute a source of higher-order evidence—if someone who I have good reason to believe is just as reliable as me disagrees with me, I have some reason to reduce my confidence (see Matheson, 2015 for discussion). But different sorts of higher-order evidence are equally epistemically significant.

Higher-order evidence is ubiquitous. We routinely modulate the credibility we give a claim by reference not (only) to its content, but also to its source or its context because source and context provide us with indispensable higher-order evidence. Content matters, of course. If you are feeling unwell and someone diagnoses you with Dutch elm disease, you probably will not be convinced (if you know that Dutch elm disease is exclusively a disease of trees). But source and context matter independently of content. If someone were to tell you, more plausibly, that you have Lyme disease, you would probably be more convinced if your informant had a medical degree than if he or she were an accountant. The degree constitutes higher-order evidence for the content of the claim. Context matters too: if you hear that someone with a Ph.D. in a branch of medicine gave a talk at the local sports club, claiming that the new flu vaccine is dangerous, you will probably be less worried about getting the vaccine than if you hear that he or she gave the talk at the local university (and more worried still if the university is an especially prestigious one). The platform itself provides higher-order evidence in favour of the content of the claims made (Levy 2019b).

So-called newspapers of record used to be widely regarded as credible by both left and right. Today, trust in mainstream media is declining across the spectrum, but more markedly on the right than the left (Verma et al. 2018). Declining trust in the mainstream media can be modelled as a flattening of the epistemic landscape: where there were peaks, there are now hillocks, or a plain, or for some people, perhaps, even a valley (perhaps there are some individuals for whom the fact that the New York Times says p is a reason to think not-p; for most people, it is plausible to think, credibility has not been reduced all the way to zero, let alone below zero). At the same time, trust in fake news has increased for the same individuals who have lowest trust in mainstream media. That is, at any rate, a reasonable inference from the fact that as trust in mainstream media has declined on the right, trust in fake news has risen (Verma et al. 2018). For these people, the epistemic landscape is very much flatter than was previously the case. To put it another way, they have fewer sources that both produce, and are seen by them to produce, strong higher-order evidence for their beliefs.

It might be objected that introducing the language of higher-order evidence adds nothing to our understanding of the epistemic environment, over and above what the language of peaks and valleys enabled. In fact, the new terminology is useful because it emphasises evidence, and a focus on evidence enables a clearer understanding of the ethics of responding to the problem of fake news. In brief: whereas intervening to change the heights of features in an epistemic landscape might reasonably be thought to be unacceptably paternalistic (i.e. treating competent adults in an infantilizing way by making decisions on their behalf), intervening to produce evidence, or to remove misleading evidence, cannot reasonably be thought to be unacceptably paternalistic. Understanding the epistemic landscape in terms of higher-order evidence gives us a better sense of the permissible options we have to respond to the problem of fake news.

It is paternalistic to substitute one’s own judgement for that of another. This kind of paternalistic substitution is warranted under certain conditions—when the person is temporarily or permanently unable to make the decision for themselves (it is not paternalistic to make decisions for young children, in spheres in which they lack the competence to decide for themselves)—but paternalism with regard to competent agents, within the sphere of their competence, is widely seen as unacceptable. Control of the epistemic environment might be seen as epistemic paternalism (or authoritarian). For instance, suppressing arguments against the consensus view on evolution might improve people’s epistemic position (for, after all, the consensus view on evolution is true), but it nevertheless might be seen as infantilizing people. While epistemic paternalism is sometimes acceptable (Ahlstrom-Vij 2013), embracing it is a cost to any theory in terms of plausibility and the extent to which it can be expected to win over people.

If, however, peaks in an epistemic landscape are appropriately thought of as providing higher-order evidence, then certain ways of controlling the epistemic environment might not count as epistemically paternalistic. Elsewhere, I have argued that there are grounds for refusing certain speakers a platform on the basis that provision of a platform generates higher-order evidence in favour of the claims speakers make, or even claims with which they are associated, and we should avoid generating misleading evidence (Levy 2019b). Analogously, there may be good reasons to control the epistemic environment, to the extent to which doing so avoids generating misleading higher-order evidence and instead generates reliable higher-order evidence.

It is not paternalistic to avoid the generation of misleading evidence. While it may be paternalistic to prevent people from hearing the claims of creationists for themselves, it is surely ethically (and epistemically) permissible to deny creationists the opportunity to generate higher-order evidence—that is, misleading evidence of its credibility—in favour of their views. Indeed, we do this routinely: for instance, a university administration which learns that a faculty member intends to give a talk on a controversial topic might take steps to ensure that he or she is not taken to represent the university. One reason, of course, is to dissociate the university from the content of the views, but another is to ensure that he or she is not given the credibility that comes through association with the university. Whether or not he or she is taken to speak for the university, the fact of being a faculty member of the university is higher-order evidence for the credibility of his or her views (especially, but not only, when speaking within the realm of his or her expertise) and a disclaimer from the university reduces the strength of this higher-order evidence. Just as it is not paternalistic to take steps to stop the generation of higher-order evidence, it is not paternalistic to generate higher-order evidence. Were the university to have the speaker introduced by the Dean, the speaker’s claims would be seen to be endorsed, and the higher-order evidence thus generated would lend the claims added credibility.

Similarly, we may permissibly act to suppress (what would otherwise be) misleading higher-order evidence. Suppose you have invited a guest speaker to address your students in an auditorium. Half an hour before she is due to speak, you notice that the backdrop includes a banner left over from a previous event, sponsored by the prestigious National Academy. Of course, you do not act paternalistically if you remove it (in fact, you may have a duty to remove it because the society may not want to be associated with the event and, in any case, you do not have their consent to being linked to it). In removing it, you suppress what would otherwise be misleading higher-order evidence in favour of the speaker’s claims. Such suppression of misleading evidence is surely acceptable: while it might be epistemically paternalistic to suppress evidence that already exists, there is no duty to ensure that it exists. (If there were such a duty, how could we act on it, given that the space of implied claims is indefinitely large?)

Just as it is not paternalistic to act to avoid the generation of higher-order evidence, it is not paternalistic to ensure that reliable higher-order evidence is generated. You surely do not act paternalistically if you swap the National Academy banner for another that displays the insignia of the sponsoring society. You might thereby be generating higher-order evidence (of a different kind and strength) in favour of the speaker’s claims, insofar as your new banner implies endorsement of him or her and recognition of his or her credentials. It is unsurprising that it is not paternalistic either to avoid the generation of misleading higher-order evidence or to act to ensure that reliable higher-order evidence is generated, since higher-order evidence is evidence, and it is not paternalistic to avoid generating misleading evidence (for instance, to carefully check one’s sources before one publishes an article) or to take care to generate reliable evidence (by trying to assert only claims that are warranted, for instance).

The flattening of the epistemic landscape brought about by fake news represents the loss of sources of good-quality higher-order evidence. Because higher-order evidence is evidence, we have good reason to respond by rebuilding the peaks and troughs of the epistemic landscape, ensuring that we have reliable cues for credibility. Such a response is (ceteris paribus, of course) ethically permissible: at least it is not unacceptably epistemically paternalistic, so if it meets other tests for permissibility, it is, all things considered, permissible.

Of course, it is much easier to say that we ought to restore the epistemic landscape than actually to do it. How can we ensure that there are, and are known to be, reliable sources of higher-order evidence, which can orientate people in this landscape? How can we combat fake news?

Restoring the topography

The problem represented by fake news can only be understood from a multidisciplinary perspective. It is at once a problem (or a set of problems) for political science, media studies, sociology, computer science, law, and philosophy, and other disciplines besides. Responding to the problem, too, requires a multidisciplinary approach, and philosophers may need to take a back seat in this arena. Nevertheless, in this section I will venture a suggestion.

If the analysis above is on the right track, there is an urgent need to restore peaks to the epistemic landscape. We should aim at an epistemic environment in which people can safely weight the credibility of various sources of competing claims. This is no small task in a fractured epistemic environment, in which trust in all sources is falling. We face a bootstrapping problem: how can we bring people to trust a source or sources when we can expect them to be sceptical of any claim we might make that such and such a source is credible? It is easier to destroy trust than to restore it, and especially hard to restore it when there are few sources left taken to be credible to which we can appeal.

I suggest we start small. We might aim to establish a stock of claims that will be accepted as common knowledge across the political spectrum. Insofar as that is the aim, starting small is more or less built in: the more expansive the set of claims, the more contested some of them will be, and if some are contested, the reliability of the stock as a whole will be under threat. One way to establish this stock is by inaugurating a fact-check website staffed by people with a broad and representative range of political biases. Unlike existing fact-check websites, which aim to keep up with current events and check a wide variety of facts (and whose credibility accordingly suffers partisan attacks), this new site would accredit a small number of facts—at least initially, until a sufficient degree of trust has been restored. Each accredited fact would be checked by a panel of experts, with diverse political allegiances (that, too, would limit the number and range of facts that could be accredited). All claims up for reasonable (perhaps even unreasonable) political debate would fail this bipartisan check and therefore would not receive accreditation.

While this project is limited in its ambition, it would be able to play a role in re-establishing a common reality, which would then serve as an accepted background for political debates. A number of claims that are regularly denied in fake news would be accredited: that Barack Obama was born in the United States; that the Sandy Hook shooting took place and twenty-six people died; that the Mueller Report neither exonerated President Trump nor provided actionable evidence of collusion. Other claims, which we might like accredited (on the grounds that the evidence in their favour is overwhelming) might be denied accreditation: for instance, right-wing fact-checkers might refuse to accredit ‘climate change is human-induced and a serious threat’ (our ‘white list’ must, in any case, be extremely conservative in what it accepts, to avoid a reduction in its broad credibility). However, we should expect them to agree to accredit ‘the vast majority of experts believe that climate change is human-induced and a serious threat’, and that would be significant epistemic progress (only 42 per cent of Americans recognize that the vast majority of climate scientists accept this consensus view (Hahn et al. 2016) and there is evidence that this false belief plays an important role in the rejection of the science (S. L. van der Linden et al. 2015; S. van der Linden et al. 2019)).

If we succeeded in establishing a broadly credible fact-checking site (ideally, funded by backers with diverse partisan leanings), we would have taken an important step towards rebuilding an epistemic landscape in which we safely place our trust in some sources. Such a stock of common knowledge could be expected to radiate out: other sources of information would have to conform their claims to it or lose credibility. One result might be that some sources come to be seen as troughs in the epistemic landscape, insofar as they make claims inconsistent with the local peak. Others would, of course, adapt, limiting their false claims to those on which the fact-checking site is silent. Perhaps in so adapting, they would limit and eventually undermine the usefulness of the common stock of claims. Perhaps the panel would rapidly come to be seen as partisan by one or both sides and would lose credibility. I propose the panel as an experiment worth undertaking, with some realistic chance of establishing a common, albeit narrow, reality for at least some period of time. Other proposals, in particular proposals by those with greater expertise in policy and in media than I have, would be welcome. We may need to experiment with a variety of options to slow the erosion of peaks in our epistemic landscape.

We cannot solve the problem of fake news—of restoring the topography—in one step, or any time soon. But establishing a common stock of claims would be an important first step. Over time, we can expect the stock to expand. Eventually, we may hope, reference to this single peak may play a role in restoring a variegated epistemic landscape, in which there are a number of competing sources of information in which people can reasonably trust.

Conclusion

In this chapter, I have suggested that fake news is epistemically corrosive, insofar as it brings about a loss of higher-order evidence. Given that we are epistemically limited beings who are pervasively dependent on testimony for much of our most important knowledge, the loss of higher-order evidence leaves us epistemically adrift. It threatens our capacity to make good decisions and thereby threatens the foundations of democracy.

I have suggested that we ought to respond to the problem of fake news by restoring peaks to the epistemic landscape. I have (tentatively) ventured a more specific proposal for how this might be done: by establishing a fact-checking site that would accredit those claims that could pass the test of bipartisan fact-checking. I argued that while the range of such facts would be much narrower than we might like, it might constitute an important first step toward restoring a more complex epistemic landscape, in which we are able to trust a variety of competing sources.

Obviously, the suggested response is sketchy. It remains to be seen whether it is practical and whether it would have a significant enough effect on our epistemic environment to warrant the effort it involves. Perhaps there might be more effective ways to restore the epistemic landscape: those with expertise in other areas might identify problems with my proposal that I have not seen and put forward better alternatives. Perhaps it is too late: trust in one another and in a common epistemic world has been lost to such an extent that neither bipartisan fact-checking nor any other restorative project can succeed, even on the (initially) small scale suggested here. Once trust is lost, it hard to restore: the time to start is therefore now (since we cannot start yesterday).1

Note

1.I am grateful to Carissa Véliz and an anonymous reviewer for helpful comments. Work on this paper was supported by grants from the Australian Research Council (DP180102384) and the European Research Council ERC (Grant number 819757).
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CHAPTER 7

What’s Wrong with Trolling?

Rebecca Roache

Introduction

Internet trolls are the bane of our online lives. They distract and annoy us by making provocative, and sometimes cruel, comments that derail our debates. They sour the atmosphere by making the forum, website, or online community we are using an unpleasant place to be. Trolls often act anonymously, using online identities that cannot easily be linked with their offline, real-life identity. When they do not act anonymously, they tend to direct their trolling efforts towards people whose opinion they do not value, sometimes acting in groups with other trolls, or they troll in such a way that they retain plausible deniability.

Sometimes, trolls act in ways that are clearly objectionable by well-established standards that pre-date online interactions. These ways include bullying and making threats. But sometimes trolls simply annoy people and disrupt others’ interactions in ways that tend not to happen offline. We lack an established ethical framework for evaluating behaviour like this, which I call low-key trolling. I draw on Joel Feinberg’s work on offence, and on the literature on silencing and epistemic injustice, to show that low-key trolling is ethically objectionable because of its effects on the people trolled; effects which are disproportionately felt by people from vulnerable and oppressed groups.

A spectrum of trolling

‘Trolling’ is a broad term. It is difficult to identify any feature shared by all instances of trolling. Examples include posting controversial, provocative comments in response to a blog post, news article, or social media post disrupting debates by trying to engage participants in a tangential discussion; insulting others or making accusations (especially unfair, rude, or otherwise inappropriate ones); and mocking people, usually in ways that would be rude or otherwise inappropriate offline.

Trolling can be benign and even humorous. One of the first uses of the term referred to seasoned users of the alt.folklore.urban group in the early 1990s, who would post about an already well-discussed topic in a bid to engage unwitting new users in debate for the amusement of seasoned users. This is not obviously objectionable. If the behaviour is short-lived and the target is subsequently welcomed, it is little more than a benign initiation ritual.

Deliberately wasting people’s time and attention is an important feature of trolling, and defines a subspecies of trolling known as sealioning. In an experimental epistemology paper studying online debates, Emily Sullivan and her co-authors describe sealioning as ‘[i]ncessant, bad-faith invitations to engage in debate’ (2020: 55). Sealions are superficially polite, and their engagement with their targets is ‘bad faith’ because they do not have any genuine interest in debating. Instead, their apparent politeness is a tool to make it difficult for the target to disengage without appearing unreasonable or rude. Sealions’ primary purpose is to annoy their targets and to waste their time and attention; though if accused of trolling, they can deny behaving objectionably and claim instead to have a legitimate interest in the debate they are attempting to propagate. Bailey Poland, in Haters, her book on online harassment, writes that sealions were first described during the 2014 ‘Gamergate’ controversy, when it became common for trolls to use sealion tactics en masse to harass female video game developers (Poland 2016: 144–145). The term derives from a Wondermark comic that depicted a sealion pestering a woman with repeated and intrusive attempts to enter into debate (Malki 2014).

Not all trolling involves wasting people’s time, or even attempts to interact with its target. A 2018 article in Indy100 entitled ‘How Google is Excellently Trolling Flat Earthers’ described how, if you typed ‘I’m a flat earther’ into Google Translate, the French translation was for a time given as ‘Je suis un fou’ (‘I am an idiot’) (Waters 2018). Various other publications referred to this feature of Google translate, along with similar instances directed at flat earthers, as trolling (Best 2018; Hale 2018; Pearlman 2018). The approving tone of these reports expresses a view of the trolling as non-objectionable. We will return to this later.

Other instances of trolling are more sinister. Gamergate saw female video game developers harassed, doxed (having personal information publicized), and threatened with rape, injury, and death via various online platforms. The attacks caused some targets to flee their homes, cancel public appearances, and resign from their jobs. Gamergate is frequently referred to as an instance of trolling (Biggs 2014; Malone 2017; Marcotte 2018). Trolling is also a central aspect of the racist, misogynistic, right-wing, alt-right movement. The political scientist George Hawley has described the alt-right as ‘an outgrowth of internet troll culture’ (Hawley 2017: 4), and its supporters have used trolling to stir up hatred for women, non-whites, gays, and other oppressed groups (Signorile 2016). More recently, the British TV presenter Caroline Flack took her own life in 2020; an event that has been widely blamed on the trolling she experienced over many years, including during her vulnerable final months while she was battling serious personal problems (BBC News 2020; Fogarty 2020; Saunders 2020).

There is significant overlap between ‘trolling’ and related terms such as ‘flaming’, ‘griefing’, and ‘shitposting’; notwithstanding the copious online articles arguing for distinctions between them. I will not get into the taxonomy of these terms, nor will I engage in any serious conceptual analysis—a task which risks being quickly doomed to irrelevance, given that our use of terms like this is liable to change as online interactions change, which can happen with the introduction of new platforms, or (as with Gamergate) when a particular online conflict makes the news, highlighting previously overlooked behaviour and establishing new norms. Rather than trying to identify necessary and sufficient conditions of trolling, I will focus my discussion on actual examples of behaviour that is widely agreed to count as trolling.

Trolling that drives people from their homes, their jobs, and to their deaths is in a different league to trolling that involves pestering participants of online discussions. Harassing or threatening people and inciting hatred are clearly unethical, and there are established offline precedents for dealing with them. I will not focus on these obviously sinister sorts of trolling here. Instead, I will focus on trolling that is less obviously harmful, and that either does not have obvious offline correlates about which we have firm ethical intuitions or it has offline correlates that tend not to be regarded as problematic in the way that their online equivalents are. These milder forms of trolling include behaviour such as sealioning, mockery, derailing discussions, unfair accusations, and so on. I will call these forms of trolling low-key trolling.

Low-key trolling, online and offline

We might be wary of claiming that low-key trolling is unethical, but it is clearly impolite. Yet acts like making irrelevant contributions to a debate that one has joined uninvited or responding with deliberately provocative comments to someone else’s views do not cause big problems offline. Nobody was debating the ethics of this sort of behaviour, or coining terms like troll and sealion before it started happening online. Why is it that trolling is so often discussed as a problem these days when similar behaviour offline slipped under the radar for centuries?

The answer is that various factors contribute to how problematic we view certain behaviour. These factors typically combine in different ways online and offline, with the result that the behaviour characteristic of low-key trolling is more problematic online than offline. Let’s introduce a framework to help us make judgements about how objectionable certain behaviours are. In his extensive study on offensive behaviour, the legal philosopher Joel Feinberg drew on nuisance law to gauge the extent to which offensive behaviour is objectionable. He remarks, ‘We demand protection from nuisances when we think of ourselves as trapped by them, and we think it unfair that we should pay the cost in inconvenience that is required to escape them’ (Feinberg 1984: 5). He argues that the seriousness of offensiveness depends on three factors: how intense and long-lasting the unpleasant experience of the offended person (assuming that the person is not abnormally sensitive to offence), how easy it is to avoid the offensive behaviour, and whether or not the witnesses willingly took the risk of being offended. These factors must be weighed against the importance of the behaviour to the person behaving offensively and the social value of freedom of expression, whether the behaviour could be moved to a place and time where it would cause less offence, and the extent to which the behaviour is motivated by spite.1

These latter considerations evoke remarks commonly made in discussions of trolling. People accused of trolling—particularly those on the political right—often appeal to the value of freedom of speech in attempting to defend their right to say what they like. It is common, too, for trolls to point out that those whom they target are occupying a public space, which they could have chosen not to enter and are free to leave. We will return to both of these points later. Let’s first take a closer look at low-key trolling in light of the framework provided by Feinberg.

First, Feinberg considers the intensity and longevity of the unpleasant experience of the offended person. One way in which low-key trolling might produce more intense and long-lasting unpleasant experiences than comparable behaviour offline is for the former to be more common than the latter. Repeated objectionable behaviour is more serious than a one-off instance. As Feinberg notes, ‘The single mosquito bite is simply too trivial a thing. A swarm of mosquitos, on the other hand, biting continuously as they relentlessly pursue their victim, is quite another thing’ (Feinberg 1984: 277).

There is good reason to think that low-key trolling is more common online than comparable behaviour offline. We have a name for it, after all. Before the internet, people disrupted others’ discussions and made unfair accusations, but nobody united these behaviours under a single concept—unless it was a general concept like ‘being rude’ or ‘wasting people’s time’.2 That we noticed and named the behaviour only after experiencing it online suggests that it is more common online than offline. This makes sense, since it is more comfortable and convenient to troll than to engage in comparable behaviour offline. Online, trolls are spared the discomfort of confronting face-to-face the negative reactions that their behaviour provokes in others. One reason is that trolls often act anonymously. Psychologists have found that people are more likely to engage in antisocial behaviour under conditions of anonymity (Nogami and Takai 2008). This lack of restraint when communicating online is known as online disinhibition effect (Suler 2004; Lapidot-Lefler and Barak 2012; Casale et al. 2014). Online disinhibition results not just from anonymity and the associated reduced accountability, but also from asynchronous communication (i.e. the delay between one’s comments to others and their responses) and lack of eye contact. Its effects are not always negative—online disinhibition can make us emotionally more open, which can be beneficial (Lapidot-Lefler and Barak 2015)—but it helps to explain why trolling and other antisocial behaviour is more common online than offline.3

What of Feinberg’s second factor; the issue of how easy it is to avoid the offensive behaviour? Whether objectionable behaviour is difficult to avoid, along with whether it is repeated, affects how we conceptualize it. A person who criticizes us unjustly—a behaviour characteristic of low-key trolling—behaves only mildly objectionably if the behaviour is not repeated, or not objectionably at all (perhaps they genuinely believe the criticism to be warranted). But if they make a habit of unjust criticism, their behaviour is more objectionable, and in some contexts it can constitute bullying. This might happen if they are a work colleague, a classmate, or a fellow sports club member—contexts where it is difficult to avoid them. We can find employment elsewhere, move to a different school, or leave our sports club, but these ways of avoiding bullying are unacceptably burdensome to the victim. Instead, we typically expect employers, schools, and clubs to prevent bullying. The law requires employers to take reasonable steps to prevent bullying and makes them culpable for not doing so.4 Analogous responsibilities fall upon schools.5 Sporting clubs and organizations generally have anti-bullying policies too. Online, people targeted by trolls can escape it by avoiding the venues where it happens, but this too is unacceptably burdensome to the target, who becomes excluded from an environment that they value.

Feinberg’s third factor determining the seriousness of offensive behaviour considers whether the target willingly took the risk of being offended. Some online platforms have a reputation for being beloved of trolls. Is a person who knows a platform to be replete with trolls and chooses to use it anyway justified in complaining about those who troll them? The answer, I think, is: it depends. In many cases, a user of a platform has little ground to object to the established norms governing interactions on that platform, when those norms apply to everyone. But such a user does have reason to object when other users of the platform target specific groups or individuals for trolling, even if the user knew that there was a risk of such behaviour when choosing to use the platform.

As an analogy, consider banter. Banter involves teasing and trading insults with one’s social group in a light-hearted, non-malicious way, and can promote bonding. Behaviour that constitutes acceptable banter in some contexts can be offensive in other contexts. Someone who chooses to join an environment, such as a sports club, knowing that banter is part of the culture, and who subsequently objects to it, might be thought unreasonable. This is because changing the aspects of the club to which they object would change a central aspect of the club’s culture, and we might think that it would have been better for such a person not to have joined a club whose culture they found objectionable, especially if existing members value the culture. However, if a person who joins a club knowing that its culture includes banter is targeted for insults more often than others, or if the insults directed towards them are more hurtful than those directed towards others, then this person can reasonably object.6 In this case, changing the aspects of the club to which the target objects does not necessitate changing a central part of the club’s culture; it merely entails treating the target in the way that other members are treated. Likewise, we might think that someone who chooses to use an online platform knowing that it is characterized by certain sorts of interactions is unjustified in complaining about such interactions, yet would be justified were they or others disproportionately targeted for unpleasant interactions. We will see below that it is indeed the case that trolling disproportionately targets certain groups.

Sometimes, of course, the established norms of a group are objectionable regardless of context and even when applied equally to everyone; for example, where groups consisting solely of white men have a culture of racism or misogyny. Anyone has cause to object to such a culture, regardless of whether they willingly exposed themselves to it.

Let’s consider what Feinberg argues must be weighed against the three factors just discussed. The first is the importance of the objectionable behaviour to the actor, and the wider value of freedom of expression. It is common to hear complaints from the political right about political correctness: restrictions on what people can say in order to avoid harming or offending others. There is room for debate about what should happen in borderline cases where it is unclear whether free speech or protecting people from harm or offence should prevail. But trolling is not a borderline case. Trolling typically involves behaviour that, offline, would be contrary to established norms of politeness. Offline, people tend to regulate their own behaviour in accordance with those norms; online, as we have seen, people are disinhibited. When people’s online anonymity is reduced, such as by being required to register before commenting in a platform, trolling is reduced even without censorship or other restrictions on freedom of expression (Santana 2014; Bartlett et al. 2016).7 This tendency of trolls to regulate their own behaviour demonstrates that, unless it can be done under conditions of anonymity, many trolls themselves value trolling less highly than they value the social norms that prohibit it.

The second consideration that Feinberg believes may mitigate the seriousness of objectionable behaviour is whether it could be moved to a place and time where it would cause less offence. For example, a person who disturbs fellow hotel guests by talking on a mobile phone late at night in the corridor outside people’s bedrooms behaves more objectionably if they could reduce the disturbance by entering their own bedroom (but do not) than if they have no option than to conduct their conversation in the corridor. This consideration simply does not apply to trolling. Trolling is not a behaviour that has value to trolls independently of the annoyance and inconvenience it causes.

Feinberg’s final mitigating consideration is the extent to which the objectionable behaviour is motivated by spite. By this, he means ‘[o]ffending the senses or sensibilities of others simply for the sake of doing so’ (1984: 41). Low-key trolling very often has this character. However, a caution from Feinberg is relevant here. He notes that offensive behaviour motivated entirely by spite can be hard to distinguish from instances of what Donald Vandeveer has called conscientious offences: behaviour designed to ‘provoke and upset’ and ‘to shock the complacent into a reevaluation of their position’ (Vandeveer 1979: 187). Contemporary examples include public mass breastfeeding protests and gay mass kissing protests that are sometimes organized in response to discrimination against nursing mothers or gays. Conscientious offences involve causing offence not for its own sake but for some other, more benign end, such as drawing attention to some political issue that one believes to be important. Vandeveer observes that furthering one’s aims through offending others is more likely to attract media attention than doing so inoffensively, and that makes it more likely that protesters will ‘get a hearing’ (1979: 187). Trolling is sometimes used in this way: a person might engage in low-key trolling in an online forum for misogynists, causing annoyance and inconvenience not for their own sake, but to sabotage a space in which hateful ideas are encouraged. Since protest speech is an important part of free speech, any efforts to condemn or suppress spiteful trolls should avoid automatically also condemning or suppressing conscientiously motivated trolls—a requirement that will likely be challenging to implement. This challenge is made more difficult by the fact that many objectionable trolls (like many protesters offline) may claim to be conscientiously motivated: examples include trolls who target feminists because they sincerely believe that women are inferior to men and should not demand rights to which they are not entitled. Annoyance and inconvenience are not the ultimate goals of such a troll; rather, they are tools used to oppress feminists—but trolling in the service of repugnant values is hardly any more acceptable than trolling for its own sake.

These reflections help to show how trolling can be objectionable even when it is low key, that is, even when the individual instances of trolling appear trivial. Feinberg’s analysis helps us to gauge the seriousness of offensive behaviour and helps us understand why the behaviour characteristic of low-key trolling is more of a problem online than offline, but there is more to say about why low-key trolling is objectionable. In the next section, I argue that low-key trolling, when it is embedded in the general culture of online communities, can be a form of silencing.

Trolling and silencing

The concept of silencing, in the relevant sense, was first described by the feminist legal scholar Catharine MacKinnon, who claimed that pornography silences women (MacKinnon 1987, 1993). It was further developed by the philosophers Jennifer Hornsby and Rae Langton, drawing on John Langshaw Austin’s speech act theory. Austin (1962) distinguished between a locutionary act (the act of uttering words with particular meanings), a perlocutionary act (the act of bringing about a particular effect through one’s utterance, such as convincing someone of a particular view, or preventing someone from doing something), and an illocutionary act (the act one performs in virtue of uttering particular words; for example, by uttering the words ‘I promise to come to your party’, one performs the act of making a promise). Langton (1993) argued that there are forms of silencing corresponding to each of these forms of speech act. A person can be locutionarily silenced by being prevented from speaking, whether through being gagged, intimidated, or some other way. A person is perlocutionarily silenced when their words are prevented from having their intended effects. Langton argues that one way in which pornography silences women is by undermining the effectiveness of women’s saying ‘No’ to sex; in other words, pornography makes it more likely that women who try to refuse to have sex will be forced to have sex. A person is illocutionarily silenced by being prevented from performing the acts they intend to perform through uttering particular words. Langton argues that pornography illocutionarily silences women by encouraging the view that a woman’s saying ‘No’ to sex does not constitute a refusal to have sex.

Low-key trolling is commonly used to effect all of these forms of silencing.

Locutionary silencing

Sometimes, people stop using social media as a result of their being targeted by trolls. Such people have been locutionarily silenced: literally prevented from speaking on the platform in question. Locutionary silencing can be harmful: think of the hostage whose gag prevents them from calling for help, or the political activist who is arrested for criticism of the government. Other cases of locutionary silencing are beneficial. We value privacy laws that prevent the organizations holding our data from sharing it freely; we also value the social norms against talking loudly in cinemas. Between the extremes of harmful and beneficial locutionary silencing are cases which are objectionable, but not seriously so. If you and I are talking on the phone and you locutionarily silence me by hanging up while I’m mid-sentence, I will object to your behaviour, but I might forgive it, especially if you later apologize.

As we have seen, however, behaviour that is unconcerning when it occurs just once can become much more concerning when it is repeated. If you regularly hang up on me while I’m speaking, I am likely to feel more seriously wronged by you, and my attempts to communicate with you will be significantly disrupted. If other people also make a habit of cutting me off when I’m trying to speak, I may be dissuaded from attempting to speak at all; an effect that Kristie Dotson (2011) has called testimonial smothering. In offline contexts, we would view this sort of persistent locutionary silencing of a person as a serious moral wrong.

What if something similar happens online? If a culture of trolling results in certain people restricting what they say or avoiding certain platforms in order to avoid trolls, those people are locutionarily silenced. Even low-key trolling can have this effect if it happens regularly, and it is objectionable as a result. What makes it objectionable is the silencing effect on the target.

Victims of trolling are locutionarily silenced not only by trolls; the general culture of online discussion also risks locutionarily silencing them. The ubiquitous advice, ‘Don’t feed the trolls’, tells us that responding to trolls encourages them to continue, and that victims of trolling can best deal with trolls by ignoring them, which causes them to stop and move on. The view that trolls are sustained by the engagement of their victims is reflected in the explicit advice of alt-right troll Andrew Anglin, whose website Daily Stormer takes its name from Der Stürmer, the pro-Nazi propaganda tabloid whose style was so embarrassingly crude that several senior Nazi officials, including Joseph Goebbels and Hermann Göring, tried to ban it (United States Holocauset Memorial Museum (n.d.); Zelnhefer (n.d.)). In a ‘style guide’ produced by Anglin for fellow neo-Nazis who might publish online content under his name, and which was leaked to the public in 2017, Anglin includes the following trolling advice in a section entitled ‘All publicity is good publicity’:


We should always be on the lookout for any opportunity to grab media attention. It’s all good. No matter what. The most obvious way to do this is to troll public figures and get them to whine about it. I keep thinking this will stop working eventually, but it just never does.8



So influential is the ‘Don’t feed the trolls’ advice that it comprises the title of a highly publicised, celebrity- and politician-backed report by the Center for Countering Digital Hate (Center for Countering Digital Hate 2019).9 There is some evidence that trolls will give up if ignored, although ignoring them leads some to troll even more aggressively (Craker and March 2016). However, even when it works, following the ‘Don’t feed the trolls’ advice is not without cost. It can be difficult and stressful to disengage politely from trolls; a fact exploited by sealions. Further, ‘Don’t feed the trolls’ encourages the attitude that anyone who does not remain silent in the face of a trolling attack is responsible for its continuation. This attitude is illustrated in the Center for Countering Digital Hate’s 2019 report, which highlighted as unhelpful the outraged response to the United Kingdom Independence Party (UKIP) candidate Carl Benjamin’s comments about whether he might rape Labour MP Jess Phillips. The report advises ignoring remarks like Benjamin’s because responding might ‘amplify’ trolls’ voices. Not only does this constitute an attempt to locutionarily silence victims of trolling, but it implicitly claims that people who respond to trolls bear some causal responsibility for any continued trolling.

Responding to trolls does often cause them to continue. However, for many, it is a short, easy inference from observing that trolling victims who do not remain silent are causally responsible for their own continued trolling to concluding that they are morally responsible—that is, blameworthy—for it.10 This inference is invalid: being causally responsible for some objectionable behaviour does not entail that one is morally responsible for it.11 Without clarification on this issue, ‘Don’t feed the trolls’ risks fomenting a culture of inappropriate victim-blaming and locutionary silencing, in which victims who want to escape blame for being targeted by trolls had better remain silent. To avoid this result, those who advocate not feeding trolls should take care to emphasize the distinction between causal and moral responsibility and recognize that while those who do not heed this advice may find themselves targeted by more trolling, the victim is not to blame for this result. This distinction is important because it is overly demanding to insist that trolling victims always remain silent in the face of unjust, hurtful, insulting, or simply annoying verbal attacks. It can require unusually strong self-control to refrain from responding to such attacks. This is recognized in law: provocation is a criminal defence in a number of jurisdictions.12 Further, it is widely held that people have a right of reply or right of correction following public criticism or inaccurate accusations. In some countries, this is a legal or constitutional right.13 Targets of unfair criticism might reasonably fear that by failing to exercise this right, they implicitly admit that the criticism has merit. It is important that victims of trolling who wish to continue to use a platform and who choose not to remain silent in the face of often unfair attacks designed to provoke a response are not seen as blameworthy for the attacks they suffer as a consequence.

Perlocutionary silencing

Trolling can involve perlocutionary silencing. Adherents of right-wing politics, and especially members of the alt-right, use a range of terms to dismiss concerns about equality and justice. One such term is snowflake, which has had various pejorative uses over the years.14 Its current use originated in efforts by people on the political right to characterize and dismiss the concerns of those on the left, who (in the opinion of users of the term) ought to be less sensitive about views that they find objectionable. It was popularized by Steve Bannon, former US President Donald Trump’s former chief strategist and former executive chairman of the far-right website, Breitbart. The term has become so widely used on social media that many people sympathetic to ‘snowflake’ concerns have begun to reappropriate the term by self-labelling as snowflakes and by using it to describe overly sensitive right-wingers.

‘Snowflake’ is not the only dismissive term used by right-wingers. Libtard, SJW (an abbreviation of ‘social justice warrior’), and crybaby are also common. Nor do adherents of right-wing politics have a monopoly on vocabulary to characterize and dismiss the concerns of their political opponents: gammon, boomer, and white male are used by liberals in this way. Using terms like these to dismiss certain concerns is a form of perlocutionary silencing because it is intended to prevent certain speech from having its intended effect, and it does so ad hominem, by expressing that the speaker is not somebody worth listening to, rather than by engaging with the content of what the speaker says. Responding to a person’s views by labelling them as ‘snowflake’ or ‘gammon’ indicates that these views can be disregarded by others without heeding, engaging with, or debating them. Since heeding, engaging with, or debating their views tends to be precisely the effect that the speaker intends their words to have, being labelled with these terms perlocutionarily silences the speaker.

If we subscribe to Jonathan Haidt’s view of moral reasoning, according to which we arrive at our moral judgements based on emotion and use reason primarily to justify existing moral beliefs, the dismissive behaviour described here is an example of a more general phenomenon. According to Haidt (2012), it is a mistake to attempt to change the views of one’s political opponents by using reason; one needs, instead, to appeal to their emotions. The expressed views of one’s opponents are, as a result, easy to dismiss when they fail to engage with one’s emotions. Haidt argues that humans tend towards groupishness: we are inclined to promote the interests of our group and to compete with other groups, which motivates us to resist the views of our opponents and promote the views of our own group. For Haidt, these considerations explain why people of different political persuasions can argue without ever agreeing, even when failing to agree has significant costs for all parties. This problem is exacerbated when political disagreements are moved online because expressing moral outrage comes with fewer costs and more benefits online than offline (Crockett 2017). Additionally, ‘the way social media turns so much communication into a public performance’ (Haidt and Rose-Stockwell 2019) means that individuals often have more to gain by scoring points against their opponents than by engaging with them. It is, then, unsurprising that dismissing one’s opponents by using a term—‘snowflake’ or ‘gammon’—that neutralizes the effects of their arguments while also enabling one to signal solidarity with fellow users of the term is so common in online interactions.

Illocutionary silencing

Right-wing trolls have developed a form of illocutionary silencing. The term virtue signalling was popularized by James Bartholomew in the conservative magazine The Spectator in 2015, and it has been widely adopted on social media. Virtue signalling, as understood by those who use the term as an insult, is the act of insincerely communicating moral concern because one wants to appear more virtuous than one really is, in order to impress some group of people. We tend to dislike this sort of behaviour, which in pre-social-media days we would simply label hypocritical.15 However, it has become common for right-wing trolls to dismiss any liberal attempt to communicate moral concern as virtue signalling. This is a form of illocutionary silencing. A person who is accused of virtue signalling in response to their attempt to (say) urge people to take racism more seriously is painted as not being concerned about racism at all; rather, they are simply trying to impress an audience. The illocutionary act that they intended to perform via their utterance—the act of urging people to take racism more seriously—is not recognized as such an act, and therefore it is not such an act.16

Suspecting apparently morally concerned people of mere virtue signalling is not without grounds. The psychologist Molly Crockett has argued that expressing moral outrage online has fewer costs and more benefits than doing so offline. Offline, one risks retaliation, whereas online the risk is much lower, given that people often find themselves addressing ‘echo chambers’ of people with similar views (Crockett 2017: 770). Online, too, one can ‘hide in a crowd’, and can avoid witnessing face-to-face the effects of one’s words on those whom one is criticizing, which are costs associated with expressing moral outrage offline (Crockett 2017: 770). On the other hand, the ‘reputational rewards’ that one enjoys as a result of signalling one’s moral principles to an approving audience are magnified online, since there are more onlookers than there typically are offline (Crockett 2017: 770). As a result, it is reasonable to expect that insincerely expressing moral concern in order to secure reputational rewards—that is, virtue signalling—is more common online than offline.

Bartholomew was, as a result, on to something. Virtue signalling really happens, and is probably more common online than offline. However, rarely is it possible to infer reliably that the moral outrage a person expresses online is insincere; consequently, it is rarely possible to distinguish mere virtue signallers from those who are genuinely morally concerned. The right-wing trolls who have adopted this term, however, need not be concerned about this. They have another motivation for accusing their opponents of virtue signalling: doing so excuses them from having to engage with their opponents. By accusing a seemingly morally outraged person of virtue signalling, one refuses to recognize them as morally outraged, which means that there is no moral outrage with which one need engage.

Other terms also effect illocutionary silencing, including troll. A person may appear to be encouraging others to engage in debate, but if they are actually a troll, they are simply saying whatever they think will provoke a certain response from others. If they are not in fact trolling, but really are attempting to encourage others to engage in debate, being labelled a troll will make it more likely that they are not recognized as doing this, which in turn means that they will fail to do it. Being accused of trolling when one is not trolling, then, involves being illocutionarily silenced. It is not uncommon for trolls to attack others by accusing them of trolling; a practice that Urban Dictionary has called ‘reverse trolling’ (xselectivex 2011).

Trolling, silencing, and injustice

Rae Langton observed:


The ability to perform speech acts of certain kinds can be a mark of political power. To put the point crudely: powerful people can generally do more, say more, and have their speech count for more than can the powerless. If you are powerful, there are more things you can do with your words.

(Langton 1993: 298–299)



The forms of silencing we have discussed disempower the silenced by restricting the things they can do. Jason Stanley argues that, used in political debate, silencing is a form of propaganda. It is used to advance a particular political agenda while suppressing dissenting voices and the opportunity for debate. In doing so, the perspectives of certain groups are ‘invisible’. Addressing this issue at the level of political decision-making, Stanley explains:


If the perspectives of a group are invisible to everyone else, their interests are not weighted in the forming of laws … If the members of the excluded group are without property, they will remain so; if they are without political power, they will remain so as well.

(Stanley 2015: 115).



That low-key trolling can constitute silencing is ethically concerning. But if trolling disproportionately targets certain groups, it is additionally concerning, for the reasons mentioned above by Langton and Stanley. This is exactly what is happening. A 2019 investigation by the UK government found that young people are more likely than older people to be victims of trolling, and that women are more likely than men to be trolled (Centre for Strategy & Evaluation Services 2019). Research conducted by Amnesty International in 2017 found that women of colour are especially likely to be victims of trolling (Amnesty International 2018). In a 2016 Time article entitled ‘How Trolls Are Ruining the Internet’, Joel Stein surveyed his journalist colleagues and provides the following picture that, whilst informal, reflects the wider data:


When sites are overrun by trolls, they drown out the voices of women, ethnic and religious minorities, gays—anyone who might feel vulnerable. Young people in these groups assume trolling is a normal part of life online and therefore self-censor. An anonymous poll of the writers at TIME found that 80% had avoided discussing a particular topic because they feared the online response. The same percentage consider online harassment a regular part of their jobs. Nearly half the women on staff have considered quitting journalism because of hatred they’ve faced online, although none of the men had. Their comments included ‘I’ve been raged at with religious slurs, had people track down my parents and call them at home, had my body parts inquired about.’

(Stein 2016)



Social media tend to be viewed as a free-speech democracy. Yet the picture that emerges is that they are spaces where the voices of certain groups are suppressed. This constitutes what Miranda Fricker has called epistemic injustice: a harm suffered by people whose testimony is not given sufficient credence due to others’ prejudices (Fricker 2007).17 The result is that the experiences and perspectives of certain groups are under-recognized.

But don’t some voices deserve to be silenced? Consider the example of right-wing troll Milo Yiannopoulos, who, in 2016, was permanently banned from Twitter. Twitter—which in 2023 was rebranded as X—did not specify exactly what Yiannopoulos had done wrong, but the ban occurred in the course of Twitter’s crackdown on the sexist, racist abuse of Ghostbusters actor Leslie Jones, which Yiannopoulos had played a leading role in encouraging (Ohlheiser 2016). Twitter locutionarily silenced Yiannopoulos by banning him, which both he and his followers resented. Yiannopoulos, whose foray into film criticism comprised a Breitbart review of Ghostbusters entitled ‘Teenage Boys with Tits’, attacked Jones for complaining about the abuse. He posted ‘If at first you don’t succeed (because your work is terrible), play the victim’, and ‘EVERYONE GETS HATE MAIL FFS’ (cited in Hunt 2016). Yiannopoulos and Jones both referred to free speech when discussing the ban. Jones tweeted, ‘Twitter I understand you got free speech I get it. But there has to be some guidelines when you let spread like that’ (cited in Woolf 2016). Yiannopoulos was quoted in Breitbart, ‘This is the end for Twitter. Anyone who cares about free speech has been sent a clear message: you’re not welcome on Twitter’ (cited in Hunt 2016).

More recently, in January 2021, outgoing US President Donald Trump was banned from Twitter after his tweets in the wake of violence from his supporters in the run-up to the inauguration of his successor, Joe Biden, fell foul of Twitter’s ‘Glorification of Violence’ policy (Twitter Inc. 2021). While Trump’s ban was meant to be permanent, he was allowed back on the platform in 2022 following its purchase by Elon Musk.

What should we make of cases like the social media bans of Yiannopoulos and Trump? Free speech is valuable, but it competes with other values. In decisions about which values should prevail, it is common to invoke John Stuart Mill’s harm principle: ‘the only purpose for which power can be rightfully exercised over any member of a civilized community, against his will, is to prevent harm to others’ (Mill 1863: 23). Joel Feinberg has argued that the harm principle should be supplemented with an ‘offense principle’: some forms of expression can permissibly be restricted because they are very offensive (Feinberg 1984). In some cases, it is unclear whether a form of expression is sufficiently harmful or offensive to warrant restriction. However, neither a Yiannopoulos ban nor the Trump ban are unclear cases. The behaviour to which Jones was subjected by Yiannopoulos on Twitter constitutes bullying, according to a long-established conception of bullying that originates in offline contexts. Similarly, Twitter’s ‘Glorification of Violence’ policy at the time of Trump’s ban resembled international law against incitement of violence, which has been in force for over half a century.18 Yiannopoulos and Trump therefore deserved to be silenced.

What about cases of silencing that are not comparable to bullying or incitement of violence? Recall Google’s ‘trolling’ of flat-earthers, in which Google Translate temporarily rendered ‘I’m a flat-earther’ as ‘Je suis un fou’. We might reasonably expect this to encourage people to discredit the pronouncements of those who identify themselves as flat-earthers, which constitutes perlocutionary silencing of flat-earthers. In an important sense, this case of silencing is unconcerning. Someone who believes the earth to be flat is insufficiently attentive to overwhelming evidence that the earth is not flat, which expresses a general tendency to be under-attentive to relevant evidence when forming beliefs. Other things being equal, it is appropriate to be more sceptical of claims by flat-earthers than of non-flat-earthers’ claims, since the former are less likely to be true than the latter. This makes perlocutionary silencing of flat-earthers epistemically appropriate. Perlocutionarily silencing them prevents their claims from having their intended effect of convincing an audience of the claims; since flat-earthers are not reliable sources of knowledge, it is undesirable that they should succeed in this aim. By contrast, when we perlocutionarily silence our opponents using words like ‘snowflake’ and ‘gammon’, we typically do so in the absence of evidence that our opponent is an unreliable source of knowledge; indeed, such words are often used to dismiss one’s opponent without considering the evidence they might adduce in support of their claims. What makes perlocutionary silencing an epistemically appropriate response to flat-earthers looks to be absent in the perlocutionary silencing of our political opponents.

However, judging one’s opponent to be rationally flawed, even sincerely and on solid evidence, is not always a reliable guide to whether it is epistemically appropriate to perlocutionarily silence them. According to the contrast I have sketched, our disagreement with flat-earthers is supported by evidence that they are rationally flawed, whereas our disagreement with our political opponents is based on groupishness; consequently, it is epistemically appropriate to perlocutionarily silence the former but not the latter. But this contrast is not so clear cut. Our attitudes towards flat-earthers are not devoid of groupishness. That the internet is replete with memes mocking flat-earthers indicates that not only are they regarded as epistemically irresponsible, but also as not one of us. Conversely, the groupishness of our political attitudes does not preclude judgements about our opponents’ reliability as knowers. Our political opponents often diverge from us in their fundamental moral beliefs, which can lead us to judge them morally flawed. This judgement was famously expressed by Elizabeth Anscombe:


But if someone really thinks, in advance, that it is open to question whether such an action as procuring the judicial execution of the innocent should be quite excluded from consideration—I do not want to argue with him; he shows a corrupt mind.

(Anscombe 1981: 17)



Anscombe’s attitude is controversial, but it is sincere and reflective. Jesse Prinz expresses something similar when he writes, ‘Suppose … that you say discrimination is not morally wrong. The best I can do is stare at you incredulously. If you think discrimination is not wrong, then we are constituted differently’ (Prinz 2007: 124).

It is often true that we are correct in our sincere, considered judgements that those who express certain views are morally or rationally corrupt; but those judgements are not always reliable. History is replete with examples of various groups, including women and Black people, being inappropriately silenced because they were wrongly thought morally or rationally flawed by people who were apparently sincere in these judgements. In considering who to protect and who to suppress in our online interactions, we should be aware of the potential danger of wronging people by inappropriately silencing them when we get things wrong.

Shaping online norms

It is beyond the scope of this chapter to explore and evaluate specific practical measures for online platforms and regulators to protect people from the harms that can result from trolling. But let me suggest a broad direction to take. We have noted that behaviour characteristic of low-key trolling is more of a problem online than offline. Whatever the explanation for that, it is notable that while our norms of offline social interaction have developed over many years, with the result that they are highly nuanced, things are different online. Consider the following example. Offline, if a person wanders alone into a public place (say, a public park on a warm day, where many groups of people are gathered), various factors determine how socially acceptable it is to approach and converse with the people gathered there. If one of the groups comprises people wearing t-shirts prominently emblazoned with a political slogan, who look like they have just come from a public protest, approaching the group to talk about the political issue in question is acceptable—although even then much depends on how one approaches them (aggressively versus tentatively, walking into the middle of the group versus addressing them from the edges, and so on). By contrast, attempting to strike up a conversation with a couple who are sitting closely and kissing is likely to be regarded as strange. As a result, while the park is a public place in the sense that anyone is free to enter it, various norms govern the social interactions between the users of the park. Even socially adept people struggle at times to navigate such norms: consider the discomfort of walking alone into a social or professional event at which one is expected to mingle but where one does not know anyone well and faces the challenge of non-intrusively initiating a conversation with people who have already formed themselves into groups. In our offline lives, we use various cues to help us work out whether and how we may interact with someone: body language, volume of speech, mode of dress, even background features like how furniture is arranged or the volume of background music.

Things are different online. Online, there are some gradations between private social settings and public ones (sometimes, we are able to restrict our audience, and on some sites discussion is explicitly or otherwise expected to focus on a particular topic, despite being publicly accessible), but the gradations are much less nuanced than those offline. Further, what nuance there is can be more difficult to read, since many cues that can help us judge whether and how we may join offline discussions are not available online. Many techniques for extricating ourselves inoffensively from an offline conversation, too, do not apply online. None of this entails that it is impossible to develop such nuance, cues, and techniques online. Factors like the look of a website, the way the discussion is structured on a page, whether a publicly accessible site is promoted in a way that encourages others to join and interact, whether users are forced to use their real names, how much personal information they are able to share with other users, whether users are able to control who sees their information and comments—all of these, to varying extents, guide online interaction. However, the relative youth of even the most well-established platforms means that, for the most part, the factors that shape our online interactions have not translated into social norms that we have internalized and connected with emotionally, and which consequently lead us to regulate our own behaviour. There are more opportunities for social faux pas offline than online. Currently, many trolls exploit this: they take the view that if a debate is publicly visible, they are entitled to join it, and they apparently do not feel the sense of awkwardness that would arise from joining offline publicly visible debates at which they are unwelcome, such as those occurring between diners at a table in a restaurant or between lovers sitting in a park. Were they to feel that sense of awkwardness when joining online discussions at which they are unwelcome, we could expect them to be dissuaded from doing so.

With norms of online interaction still in their infancy, there are opportunities to shape them to discourage trolling, and to make it as emotionally uncomfortable to troll online as it is to engage in comparable behaviour offline. Online disinhibition means that it is more difficult to make people feel uncomfortable about online bad behaviour than offline bad behaviour—but it is not impossible. Consider the embarrassment that most of us would experience if, while viewing our ex-partner’s new wedding photos on Facebook, we accidentally reacted to one of them with the ‘crying’ emoji. This shows that despite being relatively new, we have internalized and emotionally connected with the norms around Facebook reactions. Even anonymously, we are not beyond being emotionally affected by our online interactions: it can be frustrating to lose a debate about an issue one cares about, even when one participates using a pseudonym. There are, then, ways of getting people to invest emotionally in their online interactions; exploiting this in order to encourage people to regulate their own behaviour is likely to be a promising strategy for discouraging trolling.

One possible strategy could involve cooperation across various websites to require that users have available only a limited number of online identities, each of which is linked to a publicly accessible user profile, which includes details of which websites a particular identity has commented on and details of any bans or suspensions from websites. Who is using a particular online identity, and what their other online identities are, should not be publicly available—this is important in order to allow users to maintain anonymity and to enable, say, a person who regularly comments on political news stories to join an online alcoholism support group without fear that their different online guises could be linked by fellow internet users. Perhaps users could have the option of exchanging any of their online identities for a new one, but only relatively infrequently; say, once a year. Since, under a system like this, online identities would be less disposable than they currently are, there is reason to hope that internet users would be more emotionally invested in their online identities, and that this would dissuade them from antisocial behaviour. Such a system would not be without problems—for example, banning a user from a site would have greater consequences than it currently does, which would place more power in the hands of those making decisions about bans, which may be inappropriate—but there is reason to be optimistic about overcoming those problems. A system in which people are more invested in their online identities than they currently often are would, after all, make the online world more similar to the offline world than it currently is; and we have had centuries of experience dealing with antisocial behaviour offline.

Conclusion

I have argued that low-key trolling, which involves behaving online in ways that are often viewed as little more than irritating offline, is ethically concerning. Using Feinberg’s framework for assessing the seriousness of offensive behaviour, I argued that there is reason to view low-key trolling as more seriously objectionable than comparable behaviour offline. I’ve also drawn on the literature on silencing and epistemic injustice to articulate what is objectionable about low-key trolling. Low-key trolling tends to be objectionable because of its silencing effect on those targeted by it and because it tends disproportionately to target vulnerable and oppressed groups. I have suggested that considering how emerging norms of online interaction might be shaped to encourage users to invest emotionally in interacting respectfully online is a promising strategy for reducing trolling.
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Notes

1.Summarized from Feinberg (1984: 26).

2.Of course, having coined the term ‘trolling’, it is now common to use the term to refer to certain offline behaviours.

3.In some cases, non-anonymity increases aggressive behaviour online. Katja Rost and colleagues find that in online firestorms—defined as ‘potentially devastating storms of emotional and aggressive outrage’—non-anonymous individuals are more aggressive than anonymous ones (Rost et al. 2016). Further, former US President Donald Trump—until recently the world’s best-known troll—trolled non-anonymously prior to his ban from Twitter and Facebook in January 2021. He embraced the troll label, having remarked ‘We like to troll’ at a rally in March 2020 (Smith 2020). These observations do not undermine the claim that anonymity generally exacerbates trolling, however. First, the non-anonymous firestorm participants studied by Rost and colleagues were not trolls. They were aggressive in the course of reinforcing social norms, which is by definition socially valuable. Trolls, by contrast, do not generally act to achieve a socially valuable end. Second, whilst Trump clearly used social media to cause disruption or annoyance, he lacked the incentives that push the average troll towards anonymity. His politically and financially powerful position made him mostly immune from the negative consequences that face the average troll if identified. Further, some have hypothesized that he trolled in order to fulfil certain political objectives, including distracting his opponents and the media; these objectives would be harder to achieve anonymously (Tumulty 2019; York 2020).

4.UK employees who resign following bullying that their employer has not taken sufficient action to prevent can sue their employers for constructive dismissal; in US law, such employers can be held liable for enabling a hostile work environment.

5.UK schools are required by law to implement anti-bullying measures. Protection from bullying is weaker in US schools, where civil rights law prevents bullying on the basis of membership of protected groups (e.g. certain ethnic groups, religion, sexual orientation), but not all cases of bullying fall into this category.

6.This is not uncommon. Many have observed that there is a fine and frequently crossed line between banter and bullying. See, e.g. Salin (2003) and Espelage (2008).

7.There is, however, some evidence that the relationship between anonymity and online anti-social behaviour is more complex than I have presented it here. Rösner and Krämer (2016) found that, at least in some contexts, anonymity does not predict aggressive wording, although it does predict the likelihood that commenters will conform to a norm of aggressive commenting.

8.Due to the nature of this text, a full citation is not provided here.

9.For an article about its high-profile announcement see Young (2019).

10.See, e.g. Desmet et al. (2012); Weber et al. (2013); Scott et al. (2019); Scott et al. (2020).

11.Consider the following analogy. All victims of theft bear some causal responsibility for the theft, since had they not owned the stolen item, it would not have been stolen. But this does not entail that victims of theft are thereby morally responsible—that is, blameworthy—for the theft.

12.For an overview, a history, and a philosophical analysis of provocation in law, see Horder (1992).

13.The Brazilian constitution guarantees a right of reply (Presidência da República, Casa Civil, Subchefia para Assuntos Jurídicosis 1988: Título II, Capítulo I, Art. 5.V), as does the European Union (Council of Europe Committee of Ministers 1974). The United Nations recognizes an ‘International Right of Correction’ (United Nations 1962). A similar right is recognized in various countries, including Germany, Austria, Switzerland, France, and the United States; it also forms part of the editorial policy of various organizations, including the BBC and the Federal Communications Commission (FCC).

14.For an overview, see Merriam-Webster (n.d.).

15.Neil Levy (2021) argues that virtue signalling is an important part of morality because signalling one’s moral beliefs plays an important role in enabling social cooperation. He remarks that ‘[g]ood signals are hard to fake, because they are costly, self-validating or involuntary’ (2020, unpaginated); for example, ‘[r]egular attendance at religious services is costly, insofar as it requires forgoing more immediately rewarding activities’. A person who regularly attends religious services signals their devotion in a way that is hard to fake, and this provides their community with evidence of their devotion, which may be important in others’ decisions about whether to cooperate with this person. ‘Virtue signalling’, used pejoratively by Bartholomew and others, involves mere signalling: the thought is that those they accuse of virtue signalling are faking their signals; something that is easier to do online compared to offline. Justin Tosi and Brandon Warmke discuss moral grandstanding, which is roughly identical to this sense of virtue signalling. Someone who engages in moral grandstanding does not necessarily fail to hold the moral views they express, but their motivation for expressing those views is to cause others to view them as morally respectable. Tosi and Warmke view moral grandstanding, and therefore virtue signalling, as concerning because ‘to grandstand is to turn one’s contribution to public discourse into a vanity project’ (Tosi and Warmke 2016: 199).

16.A key point here is the notion of uptake. Langton (1993) and Hornsby and Langton (1998) argue that in order for illocution to occur (in certain circumstances), the audience must recognize that the speaker intends, by their utterance, to perform a certain illocutionary act. Whether uptake is required for illocution has been disputed (see, e.g. Bird 2002); however, I will not discuss this here.

17.While this terminology is associated with Fricker, Rachel McKinnon points out that this and similar phenomena have long been discussed among Black feminist writers (McKinnon 2016).

18.Twitter’s ‘Glorification of Violence’ policy prohibited ‘content that glorifies acts of violence in a way that may inspire others to replicate those violent acts and cause real offline harm, or events where members of a protected group were the primary targets or victims’ (Twitter Inc. 2019). The United Nations’ International Covenant on Civil and Political Rights states that ‘[a]ny advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence shall be prohibited by law’ (United Nations General Assembly 1966: art. 20). Twitter/X’s policy on violence was updated following Elon Musk’s purchase of the platform to remove reference to protected groups (X Corp. 2023).
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CHAPTER 8

The Moral Risks of Online Shaming

Krista K. Thomason

Introduction

Shaming practices are not new. Evidence of shaming practices can be found in ancient and pre-modern societies in many parts of the globe (Stearns 2017: ch. 2). Given shaming’s long history, the prevalence of online shaming should not be surprising. The technology involved has shifted quickly and sometimes dramatically, but online shaming seems to follow it wherever it goes. Chatrooms, fan forums, blogs, and social media platforms can all provide examples of shaming. It seems that as long as we have been online, we have been finding ways to digitally shame each other.

Let me begin with a brief survey of the current literature about online shaming. Philosophical work on online shaming is not as extensive as one might think, given how the topic captures public attention. Perhaps fittingly, philosophers who have written about online shaming have done so for online media outlets. For example, both Beard (2016) and Raicu (2016) have discussed the moral problems with shaming in brief public pieces. Beard presents four common arguments in favour of shaming and then raises possible problems with them. His main goal is to examine ‘the internal logic of mass online shaming’ (2016). Raicu warns against online shaming because it resembles vigilantism and because it quickly becomes disproportionate to the original wrong (2016). Although these pieces are helpful and informative, since they appear in short-form essays, the arguments presented are brief. Two books written for popular audiences have thorough discussions of online shaming: Jon Ronson’s So You’ve Been Publicly Shamed (2015) and Jennifer Jacquet’s Is Shame Necessary? New Uses for an Old Tool (2015). Ronson is a journalist and a documentary filmmaker, and his book explores the downsides of online shaming by interviewing people who have been its targets. Jacquet’s view is more optimistic; she describes shaming as a ‘delicate and sometimes dangerous’ tool that can help us solve problems (2015: 26). As an environmental studies scholar, many of Jacquet’s arguments involve the shaming of corporations or organizations, so it is unclear how well her account applies to individual cases (2015: 174). Philosophers have written about the role of the emotion of shame in democratic politics and their arguments can be instructive in thinking about online shaming. Nussbaum (2004) and Locke (2007), for example, are sceptical of the value of shame in political life, while Tarnopolsky (2004) draws on Plato to defend it.

More recently, Norlock (2017), Billingham and Parr (2019), and Adkins (2019) have tackled online shaming directly. Norlock situates online shaming in the context of’ imaginal relationships’ (2017: 188). Our presence on social media proliferates online relationships. Because we are at a distance from the people with whom we interact on these platforms, we imaginatively fill in the context of those relationships (2017: 189–190). For example, people who shame online often construct the object of their shaming to be a person in a position of power who needs to be ‘taken down a peg’, even if that turns out not to be true (2017: 192). Norlock argues that we should be more cognizant of the ways that imaginal online relationships can affect us in real life in positive and negative ways (2017: 194). Billingham and Parr draw on John Locke’s work to argue that online shaming can be an important informal social sanction, especially for racist and sexist behaviour (2019: 5–7). Online shaming can play the ‘reparative’ and ‘restraint’ roles that Locke assigns to punishment in the state of nature: it can lead the shamed person to make amends and it can deter others from engaging in the same behaviour (2019: 6). By contrast, Adkins calls into question the assumption that online shaming for sexism is as effective as it appears. She argues that some incidents of online shaming for sexist behaviour result in a ‘shame backlash’ against the shamers (2019: 77). On Adkins’ view, successful shaming requires that the shamer has epistemic and social authority in the community, which most members of marginalized groups do not possess (2019: 82–83).

I will draw on this work as well as some related literature for the purposes of this chapter. Here, I wish to identify and articulate the risks of shaming. The risks that I have in mind are moral and political risks: shaming threatens to undermine some of our moral commitments or political goals. Given the risks and given that there are alternative and comparable strategies, even if shaming can be effective, we have good reason to avoid it.

Let me set some initial parameters for this chapter. My primary focus is online shaming that occurs between individuals. As such, I will not directly address cases in which individuals try to shame corporations or organizations. I also will not directly address shaming legal punishments because these cases introduce questions about the justification of punishment and the relationship between citizens and the state. My primary examples will involve the kind of shaming that occurs online, which means that in these cases most people are shamed for types of speech. I will sometimes refer to these remarks as ‘actions’ or ‘misdeeds’. I do not make a sharp distinction between speech and action, although I recognize some may argue that shaming is justified for one and not the other.

What is shaming?

To explore questions about online shaming, we have to first understand what shaming is. ‘Shaming’ is a broad term that often encompasses (at least) the following things: feelings of shame, shaming practices, and stigmatizing (Thomason 2018: ch, 5). Philosophers draw distinctions between these concepts differently. For example, Tarnopolsky distinguishes between the ‘occurrent experience of shame’ and ‘acts of shaming’ (2004: 475). Roughly, Tarnopolsky’s distinction tracks the difference between feelings of shame and shaming practices. Adkins (2019) and Nussbaum (2004) draw a close connection between shaming practices and stigmatizing. As Adkins writes, shaming is a ‘stigmatizing judgment, where an actor or group condemns another actor or group for failing to adhere to a shared ideal or norm’ (2019: 77). Shaming practices, feelings of shame, and stigmatizing are, of course, related concepts. Yet because they can all occur independently from each other, it is a mistake to theorize them together.

Although it is reasonable to think that an act of shaming is meant to induce feelings of shame, there is no necessary connection between the two. Shaming someone might not make that person feel shame. He or she might think that someone’s attempt to shame them is laughable and dismiss it as ridiculous. Members of stigmatized groups might embrace that membership and celebrate it rather than feel shame about the stigma. The movement to fight ‘slut-shaming’—the stigmatizing of women for having multiple sex partners—is an example of an unashamed response to both shaming and stigmatization (Poole 2013). Feelings of shame can also arise when we are neither shamed nor stigmatized. Philosophers are divided on the question of whether an actual or imagined audience is required to experience feelings of shame (Taylor 1985; Velleman 2001; Calhoun 2004; Deonna et. al. 2012; Thomason 2015, 2018). Shaming and stigmatizing, by contrast, seem to require an audience. Shaming also should not be confused with cases in which we use the phrase ‘Shame on you’ in conversation. Often, ‘Shame on you’ is a stand-in for ‘You have done a bad thing’ or ‘You should feel bad about yourself for what you have done’ (Thomason 2015: 18). We can, of course, try to induce feelings of shame in others, but shaming practices are only sometimes undertaken for this purpose.

The kind of shaming that occurs online is usually an act of shaming or an instance of a shaming practice. To get a better sense of what shaming is, consider one of the most famous cases of shaming: Hester Prynne from The Scarlet Letter (Hawthorne 1850/2003). Hester is a member of a Puritan community during the 1600s and is forced to wear the scarlet letter on her clothing because she has an affair that produces a child. Hester’s shaming is complicated: it is simultaneously a legal penalty, a tool to get her to confess the name of her lover, and the public display of her sin, both for her own sake and for the sake of the community. It is this final aspect of her shaming that illustrates the key features of the practice. Philosophers have noted that a certain kind of publicity is central to shaming (Jacquet 2015; Thomason 2018; Adkins 2019; Billingham and Parr 2019). Shaming practices require what I have called the ‘marshalling of communal attention’ (Thomason 2018: 181). In order to shame someone, her flaw or offense must be pointed out to others. Of course, not all shaming happens in large public forums. We can shame others in front of a handful of people, but the practice assumes an audience who is there to see the shamed person’s flaw or misdeed (Adkins 2019: 77). In wearing the scarlet letter, Hester is meant to be a ‘living sermon against sin’ (Hawthorne 1850/2003: 58); that is, the scarlet letter is meant to draw the community’s attention to her.

What is the purpose of marshalling communal attention towards the shamed person? There are generally two motivations for shaming. First, we might say that shaming is meant to inspire self-consciousness or self-awareness (Tarnopolsky 2004; Thomason 2018; Billingham and Parr 2019). We can see this in Hester’s shaming: it is meant to make her appreciate the seriousness of her sin. As such, her shaming is meant to inspire a change of heart or moral self-reflection. Second, shaming is meant to send a message of condemnation on behalf of and to the community (Nussbaum 2004; Tarnopolsky 2004; Norlock 2017; Thomason 2018; Adkins 2019; Billingham and Parr 2019). I am using the term ‘community’ in a loose sense here. ‘Community’ can refer to a small group, a group of peers, or, in the case of social media, members of the online community. In Hester’s case, shaming is a form of censure that tells her she has done something that her community finds unacceptable; she has failed to live up to or take seriously the values of that her community holds dear. Additionally, Hester serves as an example of what not to do for the benefit of onlookers. Her shaming is not just directed at her, but it is also directed at her peers. The rest of the village receives the message that this behaviour is unwelcome or prohibited. Shaming is thus an expression of condemnation both from and to the rest of the group.

The question that is the focus of most of the literature on online shaming is whether this practice is morally good or morally justifiable. We should be careful here to distinguish the efficacy of shaming from the ethics of shaming. For example, Jacquet’s (2015) arguments in favour of shaming are mostly arguments claiming that it is a powerful tool in shaping the behaviour of powerful corporations. We might grant her conclusion and yet nonetheless argue that online shaming is unjustified for other reasons. Compare such arguments to arguments that punishing the innocent effectively deters crime: this may be true, but it would not automatically license the conclusion that such measures are morally justified. Philosophers are divided on the issue of effectiveness. Adkins argues that online shaming can produce shame backlashes, which may diminish its effectiveness (2019: 76). By contrast, Billingham and Parr cite cases of shaming that led offenders to apologize, make amends, and change their future behaviour (2019: 1–2). Questions of shaming’s effectiveness are certainly relevant to its justifiability. If some argue that we should use shaming because it is an effective way to police community norms, and yet it turns out not to be effective, we ought to rethink its use. Nevertheless, I will focus most of this chapter on questions of justifiability apart from effectiveness; that is, even if we assume that shaming is effective, the controversy over its justifiability is not settled.

The case in favour of shaming

Let us first construct the case in favour of online shaming. When and why might shaming be a good thing to do? Shaming online is pervasive, and people are shamed for a wide range of alleged offences. Optimists about online shaming do not defend every instance of it. Typically, they argue that the most compelling candidate for good shaming is shaming directed towards racist and sexist behaviour (Jacquet 2015; Thomason 2018; Adkins 2019; Billingham and Parr 2019). Since this is taken to be a strong candidate for justified shaming, I will focus on these types of cases. Supporters of shaming argue that it is an important tool in helping to uphold and enforce community norms and values. As Billingham and Parr put it, ‘public shaming provides a way that we can express our endorsement of valuable social norms, thus strengthening our shared sense of commitment to those norms, and the values that they promote or respect’ (2019: 7). Social media platforms are most often the places where we see the ‘calling out’ of racist and sexist behaviour, though shaming practices need not be confined to social media. Any online forum where there is a recognizable community and where communication is visible to its users is a place where shaming can occur.

To get a sense of how an episode of online shaming works, consider the case of Hank and Adria from Jon Ronson’s book, So You’ve Been Publicly Shamed (2015). At a technology conference, Hank made a joke (containing a sexual innuendo) to another male friend during one of the presentations (Ronson 2015: 114–115). Adria was sitting one row in front of the two men and heard the joke. She turned around, took their picture and posted it to her social media account with a message indicating what Hank had joked: ‘Not cool. Jokes about forking repo’s in a sexual way and ‘big’ dongles right behind me’ (2015: 114). Adria was reposted thousands of times. She then wrote a blog post explaining why she had done it: ‘Yesterday I publicly called out a group of guys at the PyCon conference who were not being respectful to the community …Yesterday the future of programming was on the line and I made myself heard’ (2015: 115–116).

Notice that Adria articulates two common motivations for shaming identified in the previous section (‘What is shaming?’). Adria wants Hank to realize that his joke was offensive (self-awareness), and she wants the rest of the tech community to realize that jokes like his do not reflect the values that the community should stand for (sending a message of community condemnation). She marshals communal attention by posting Hank’s joke to her social media. In doing so, she invites the community to likewise judge the joke as offensive. She intends for them to join her in condemning it and to refrain from making similar jokes.

Online shaming in cases like this seems positive for a number of reasons. Consider first how it inspires self-awareness in the offender. Racism and sexism are morally offensive and the people who express racist and sexist remarks are doing something morally disrespectful. Shaming is therefore a way of showing the people making these comments that they have done or said something disrespectful (Billingham and Parr 2019: 6). If people make such remarks online, the fact that other members of the community can ‘call them out’ for it might inspire the self-reflection they need to realize what they said was wrong and make appropriate amends. Being subject to public criticism for racism or sexism should, at the very least, make someone think twice about doing it again. Also, shaming people for these sorts of remarks can allow others to stand up for people who have been subject to this kind of invective and allow the targets of the invective to communicate their offence. As Billingham and Parr put it, ‘shaming helps to protect potential victims against future violations’ (2019: 7). According to arguments like these, shaming functions as another kind of moral criticism or condemnation. In the same way that I would object to a sexist joke made in my presence, online shaming is a way of objecting to offensive online communication.

Additionally, shaming can act as a form of condemnation when other kinds of consequences are unavailable or not forthcoming (Jacquet 2015: 106; Billingham and Parr 2019: 5–6). Sexism and racism expressed online are often unpunished and unacknowledged. Women of all races are routinely told that they are overreacting or imagining things when they report misogyny online. Similarly, complaints of racism made by people of colour are either treated as not serious or as imagined. Philosopher George Yancy, for example, was targeted with racist abuse after he wrote an opinion piece on racism called ‘Dear White America’ for the New York Times (Evans and Yancy 2016). Shaming provides the targets of abuse with a way of showing that these things in fact occur and that they are not just ‘making it up’.

Finally, shaming for racism and sexism allows the community to uphold the values it cares about. In this way, it functions as a sanction that can empower vulnerable members of the community. Shaming is one of the few strategies that the community can use to regulate the behaviour of its members—social media is free and open to everyone, and the platforms cannot (or perhaps will not) shut down profiles of people who say offensive things that stop short of threats. Because any member of the online community can call the community’s attention, each person can be a standard bearer for community values (Etzioni 1999: 47; Solove 2007: 92; Jacquet 2015: 26). At its best, then, shaming is a tool that can help to shape communities according to morally desirable norms. As Arneson puts it, ‘A society that strives to be just cannot dispense with tools that help get the job done’ (2007: 32).

The moral risks of shaming

Many philosophers have expressed scepticism about the promise of online shaming, and objections to the practice take a variety of forms. Here I have divided them into three broad risks: the risk of disproportionality, the risk to co-deliberation, and the risk to creating safe communities.

Risk of disproportionality

One of the problems with online shaming is that the negative attention the shamed person receives is often far worse or more sustained than the harm or offense caused by the original misdeed. A commonly cited example is the case of Justine Sacco. Sacco was a public relations manager for a magazine. In December of 2013, she was flying from the United States to South Africa to visit family and posted the following joke on social media: ‘Going to Africa. Hope I don’t get AIDS. Just kidding. I’m white!’ (Ronson 2015: 68). Although Sacco meant for the joke to be an ironic commentary on the obliviousness of Americans, her audience did not read it that way (2015: 78). Her joke was reposted thousands of times and she became a trending topic. When she landed in South Africa, people followed her through the airport, snapped her photo, and posted it to social media (2015: 71–72). She eventually lost her job, suffered from insomnia, and had trouble meeting new people because Google search results continued to link her to the incident (2015: 79–80).

Shaming sceptics point to cases like this one to show that online shaming can have much larger effects than it appears (Solove 2007: 95–96; Norlock 2017: 188–189; Thomason 2018: 192; Billingham and Parr 2019: 2). There are two senses of disproportionality to which critics object. First, the shamed person receives far more negative attention than he or she deserves. Second, online shaming can have lasting or permanent effects that it should not have. To use Sacco as an example, even if we grant that her joke was offensive, having thousands of strangers condemn her for it is excessive. Moreover, in person, one offensive joke would not be sufficient grounds to fire someone from a job, nor would it license being followed and having one’s photo taken by strangers. The consequences she suffered were too harsh given the nature of her offence. Additionally, sceptics of online shaming often follow the objections presented by Nussbaum, who argues that shaming stigmatizes another person as having a ‘spoiled identity’ (2004: 230). On her view, shaming sends the message to the offender and to the community that the offender is irredeemable and is no longer welcome as part of the community. This kind of permanent stain is incompatible with the belief that the shamed person is of equal worth and dignity (2004: 239).

Optimists about online shaming have responded to worries about proportionality. First, they argue that online shaming is only justified when the shamed person has culpably violated a serious moral norm (Billingham and Parr 2019: 8–9). This provision would prohibit online shaming that is mere bullying or revenge (Solove 2007: 98). Second, they argue that online shaming must be reintegrative: there must be a way for the shamed person to make amends or return to the community (Billingham and Parr 2019: 10–11; Solove 2007: 95). Although instituting reintegrative shaming online is difficult, philosophers have argued that greater awareness of the dangers and effects of shaming might help to dampen its negative effects (Norlock 2017: 193–194; Billingham and Parr 2019: 13). Additionally, philosophers have argued that shamers bear responsibility for ensuring that they are shaming in morally justifiable ways. Shamers ought to better consider the well-being of the target of their shame (Norlock 2017: 194). As Billingham and Parr put it, ‘Those who accuse others of violating social norms should be willing to listen to the other side of the story and consider whether their criticisms might be misplaced’ (2019: 14). Sceptics argue that such responses paint an overly rosy picture of online communication. We might hope that people will behave better on social media, but experience tells us not to expect it.

Some have advocated for a technical solution to the problems with online shaming. For example, Basak et. al. (2019) designed an application called BlockShame, which would be used on social media to limit online shaming. BlockShame uses an algorithm to detect shaming posts and automatically block the shamer who sends them (2019: 217–218). Since one of the problems with online shaming is its context sensitivity, it is unclear whether an algorithm would be sophisticated enough to detect shaming reliably. Although the ethics and technology of online communication can surely present novel solutions to online shaming, it is unclear whether those solutions will satisfy sceptics. Optimists think that online shaming can be justified, provided it is done well, and mitigating concerns about disproportionality may help to show that it can be done well. Yet there are sceptics who will reject online shaming no matter how well it is done. Those rejections likely stem from the concerns that extend beyond disproportionality.

Risk to co-deliberation

The second risk is what I will call the risk to co-deliberation. There are two types of co-deliberation I will examine here: epistemic co-deliberation and moral co-deliberation.

Levy’s chapter in this volume, ‘Fake News: Rebuilding the Epistemic Landscape’, discusses the negative effect that fake news has on our epistemic landscape. Although the objections to shaming are usually moral, some sceptics are concerned that shaming might have similar negative effects. These objections are broadly Millian in nature. In chapter 2 of On Liberty, John Stuart Mill makes his famous case that suppressing views—even those we believe to be false and offensive—is illegitimate on two grounds: ‘We can never be sure the opinion we are stifling is a false opinion, and if we are sure, stifling it would be an evil still’ (1859/2003: 88). Proper pursuit of truth, in Mill’s view, is a collective endeavour that requires free and open conversation. It is only ‘by discussion and experience’ that we are able to correct our mistakes in reasoning and our false beliefs (1859/2003: 90). Sceptics will argue that shaming can be a form of suppressing free and open conversation. The target of online shaming is the object of communal condemnation and is typically prevented from further participating in the conversation. Further, when other people witness instances of online shaming, they may be less willing to speak their minds. Online shaming may therefore have a ‘chilling effect’ on speech (Billingham and Parr 2019: 12). According to Mill, the chilling of speech makes us worse off epistemically: not only will we lose the opportunity to learn from others and test our own opinions against theirs, but we also risk holding our own views as ‘dead dogma, not a living truth’ (1859/2003: 103).

We can see a possible example of the negative effects of shaming in online echo chambers. As Nguyen argues, echo chambers are epistemic communities that create a disparity of trust between members and non-members: members of echo chambers portray non-members as unreliable or dishonest (2020: 146). Once non-members are the objects of distrust, the members of the echo chamber become more impervious to any claims or evidence that contradict their beliefs (2020: 147). Shaming might be used as a way to discredit certain voices within a community and create echo chambers. In drawing communal attention to the shamed person’s flaw or misdeed, others tend to see the shamed person as defined by that flaw or misdeed (Thomason 2018: 205–206). If the shamed person is seen as flawed on the whole, he or she is more likely to be dismissed or discredited. Sceptics may claim that widespread use of shaming can create echo chambers and damage our abilities to hear opposing views.

Optimists will respond that free expression does not entail freedom from criticism, but we must ask whether shaming is simply another form of criticism. To explore this question, let us now turn to the second risk: the risk to moral co-deliberation. On the surface, it appears that online shaming is simply another form of moral criticism or moral communication. Tarnopolsky argues in favour of shaming on these grounds because it causes a ‘potentially salutatory discomfort’ in which someone comes to a newfound self-awareness (2004: 479). This kind of moral communication is most familiar in interpersonal cases. Suppose I have said something hurtful to a friend and others have witnessed the incident. Someone might say something to me along the lines of, ‘How would you like it if she said that to you?’ This person is attempting to get me to realize or appreciate that what I said was hurtful by getting me to see my words differently than I currently see them. She is hoping that, if I come to see my words differently, this realization will lead me to perhaps apologize or at least lead me to stop saying similar hurtful things (Thomason 2018: 179). If sexist and racist speech—whether in person or online—is wrong or hurtful, online shaming seems to be no more controversial than other kinds of negative attention we direct towards anyone who commits a moral wrong (Billingham and Parr 2019: 8–9).

Yet there is a difference between shaming and other kinds of moral communication: shaming requires the marshalling of communal attention (Thomason 2018; Adkins 2019; Billingham and Parr 2019). We can—and often do—communicate disapproval to those who are disrespectful without drawing the attention of others. In interpersonal communication, we direct our disapproval directly to the offending party. If, for example, someone makes an offensive joke in my presence, I might object and say, ‘That is not funny.’ By contrast, shaming publicizes the person’s wrongdoing and calls on other people to direct disapproval to the offending party. In the case of the offensive joke, I would shame the offending party by calling out to a group of people, ‘This person just made an offensive joke.’ In typical interpersonal communication, we do not put the offending party on display merely by protesting her actions or comments. The publicity or drawing of communal attention distinguishes shaming from regular moral communication. In light of this, sceptics worry that shaming communicates with others in ways that are morally problematic.

Some philosophers phrase this concern as a lack of due process. For example, Nussbaum argues that shaming is akin to ‘justice by the mob’, which is not ‘deliberative, impartial or neutral’ (Nussbaum 2004: 234). Solove objects that ‘There are no rules and procedures to ensure that the internet norm police are accurate in their assessments of who should be deemed blameworthy’ (2007: 97). Others talk about this risk in terms of the context-sensitivity of norms. Billingham and Parr warn that what will count as a norm violation is dependent on a particular social context (2019: 8–9). Norlock makes a similar point about the nature of jokes online—a joke is a ‘social thing’ that has to be taken up as such in order to count as a joke (2017: 192). In offline communication, norms vary with our social context and it is not always clear when someone violates those norms. Online communication exacerbates this problem. For example, social media posts are generally short and do not invite nuanced distinctions. As Roache shows in this volume (‘What’s Wrong with Trolling?’), activities like trolling rely on sarcasm, intentional insincerity, and bad faith arguments. We often struggle to discern the basic meaning and intent of online communication. Sceptics will argue that, since it is hard to tell what norms apply to online communication and when those norms have been violated, we are rarely (if ever) in a position to know whether someone deserves to be shamed.

Underlying both of these concerns is a certain conception of moral communication: a moral community must discover together which moral norms are authoritative through a process of co-deliberation (Scanlon 1998; Calhoun 2000, 2004; Walker 2007). As Walker argues, moral life is ‘a continuing negotiation among people’ (2007: 67, emphasis original). We do not, in other words, come to have moral knowledge of either our own or others’ behaviour without ‘collaboration and communication in identifying moral problems and resolving them’ (Walker 2007: 61). As moral co-deliberators, we figure out together where moral obligations, responsibilities, and violations lie. To be able to receive and offer moral evaluations, we operate with a ‘presumption in favour of accounting to others and trying to go on in shared terms’ (Walker 2007: 69). In other words, we see each other as part of a moral conversation the terms of which are not unilaterally dictated and the point of which is to come to collective decisions about how to live together.

Shaming is in tension with this picture of moral co-deliberation. To see this, let us look more closely at the way shaming is supposed to communicate. Shaming is supposed to inspire moral self-reflection because it is unpleasant and uncomfortable for the shamed person to be the target of people’s anger. As such, shaming relies on what Scanlon calls a ‘sanction’ model of moral criticism (1998: 268). The painful weight of public disapproval is a negative consequence for bad behaviour. Notice, however, that the sanction model of moral criticism does not directly aim to get the shamed person to appreciate what was hurtful or disrespectful about his or her remarks. The weight of disapproval sends the message that these remarks were out of bounds, but the disapproval does not by itself communicate why they were out of bounds. Also, the shamed person is offered no opportunities to respond to the negative attention. Shaming does not presume mutual accountability; it presumes that the shamed person is accountable to the group and not the other way around (Billingham and Parr 2019: 14). Particularly on social media, the shamed person is expected to simply accept the disapproval and preferably apologize rather than try to respond to the charges. The shamed person is offered no say in the process of hammering out whether or not his or her remarks were offensive or out of bounds. If we are truly committed to the idea that moral life consists in ongoing negotiation, we are not licensed to unilaterally exclude others from participating in the negotiation process, even when they have said or done something wrong—as Walker puts it, this negotiation ‘occurs in real time’ (2007: 71). Similar to the risk of epistemic co-deliberation, the marshalling of negative attention that is central to shaming typically has the effect of simply silencing the shamed person. Shaming is risky because it closes off the negotiation process that is essential for working out our moral understandings. It is, of course, possible for shaming in some ideal situations to be compatible with co-deliberation, but sceptics will say that in practice this compatibility is unlikely.

One could object that the targets of shaming do not deserve to be treated as co-deliberators because they refuse to recognize the standing of others as co-deliberators. As Billingham and Parr argue, the strongest cases for online shaming are directed towards people who express racist and sexist views (2019: 8). Is there no place for forms of social sanction within the co-deliberative model, especially when the violations are serious? Why not sanction people who flagrantly refuse to treat marginalized groups as co-participants? As Arneson argues, shaming is a response to a ‘failure to comply’ with norms that we think are valuable and important (2007: 38). According to this position, shaming is a way of enforcing anti-racist and anti-sexist norms that the community has already decided to uphold.

Although this argument is compelling, it relies on the claim that our moral norms have already been decided and that violations of them are easy to identify. If we are committed to moral co-deliberation, exactly when norm violations occur will be a matter of debate and negotiation. Since morality is an ongoing practice of negotiation, the boundaries of moral violations are contestable—as Walker puts it, there is no ‘pure core of moral knowledge’ (2007: 73). This is not to say that there are no moral violations, but a commitment to morality as co-deliberative requires that we are ready to articulate our reasons for thinking that a violation has taken place and ready to respond to those who disagree. Only through moral protest and renegotiation is such behaviour finally seen as disrespectful. It is tempting to think that if an online user makes an offensive remark, we are licensed to shame him or her rather than draw them into conversation because in making an offensive remark they have demonstrated that they are ‘on the wrong side’. Yet if morality is co-deliberative and there is no pure core of moral knowledge, we cannot determine who has the wrong views without the process of negotiation. Being a co-deliberator is not conditional on having the right views. Determining which views are right and which are wrong is something we must figure out together. As such, being open to challenge is something all members of the moral community must accept.

Moral conversation is—and often should be—uncomfortable and difficult. Of course, the targets of abusive rhetoric do not have to listen to it and engage with the person hurling it (Hill 2000; Bell 2013). If, for example, someone defends themselves against sexist comments and the person making those comments refuses to stop or to listen, he or she is well within their rights to withdraw from the conversation. Being open to challenge and negotiation does not amount to an obligation to talk to someone who mistreats you. Yet we can maintain these positions while at the same time claiming that when we do engage in moral dialogue we should do so in a way that does not presume we are right. Since shaming operates as a sanction, we are not merely objecting to or challenging someone else’s behaviour; we are punishing it. The problem is not that we are never in a position to morally judge others because we never have enough information. The problem is with shaming and not with moral criticism.

Even if we accept that ruling out shaming need not rule out all forms of moral criticism, online moral communication is difficult to do well. The public nature of social media platforms makes online moral criticism without shaming difficult. An exchange that starts out a moral criticism can become shaming if many users repost or share the exchange. All conversations have the potential to turn into public spectacles. We are left with a considerable challenge. Online communication may not lend itself to healthy, respectful moral conversation, but more and more conversations are happening online. If moving all moral criticism offline is not a viable option, philosophers need to do more work in the ethics of online communication.

The risks to creating safe communities

One of the powerful arguments in favour of shaming is that it helps shape our communities to be more welcoming to members of marginalized groups. On this view, we need to make public the behaviour that violates the values of the community to make clear what the community’s values are. The public element of shaming is essential to this task. It is only by holding up racist or sexist behaviour that we are able to show everyone that such behaviour is out of bounds. If we do not ‘call out’ this behaviour, we are condoning it or we are complicit in allowing it to continue. Bell, for example, states the position this way: ‘To respond civilly to [a racist person] is to risk condoning the [vices] they express, thereby further damaging moral relations’ (2013: 219). If we allow people to say racist or sexist things online, we are allowing them to violate the values of the community and, in turn, we are failing in our own obligations to uphold those values. According to arguments like these, shaming is an important tool for creating communities that are properly anti-racist and anti-sexist and therefore safer for members of marginalized groups (Arneson 2007: 51; Adkins 2019: 78; Billingham and Parr 2019: 7).

The first question to ask is whether shaming is necessary to accomplish the task of creating safer communities. In the argument above, there is a false equivalence made between condemning behaviour and shaming a person who engages in that behaviour (Thomason 2018: 202–203). If I fail to shame my fellow community members when I discover they have not upheld some value, it does not follow that I have no other options. I can speak out about the importance of the value in general without shaming individual people who do not uphold it. In order to ensure that our communities embody the values we want them to, it is important to make clear which behaviour is acceptable and which is unacceptable, but we do so by focusing on the behaviour rather than the people who engage in it. To see how this might work, consider the following: some women have started posting misogynistic messages they receive from online dating sites, but they exclude the names and photos of the men who send them (Dewey 2015; Levy 2015). In these cases, women are trying to draw people’s attention to the types of harassment they receive rather than to the harassers. We may, of course, think that harassers and abusers do not deserve to be shielded in this way. Giving harassers a taste of their own medicine is no doubt ‘pleasurable and therapeutic’ for those who have encountered them (Locke 2007: 156). Yet this conclusion does not count in favour of shaming them unless giving harassers and abusers a taste of their own medicine is helping to improve women’s online experience. We have to ask whether engaging in this kind of shaming is creating the kind of community we want: is shaming misogynists actually making online platforms safer and more welcoming to women? Here is one of the cases in which the effectiveness of shaming and its justifiability overlap. If shaming does not make the online community safer, then it may not be justified on these grounds. Adkins provides reasons to think that shaming does not accomplish this task. She points to at least two high-profile examples of a shame backlash (2019: 83). Two different women took to an online platform to shame sexist behaviour within their professional communities (2019: 81). As a result, they ‘became the objects of sustained, public, and shaming scrutiny’ (2019: 83). According to Adkins, shaming requires that one has credibility and competence to speak on behalf of one’s community (2019: 86). Since women are often not seen as legitimate members of their community, they are seen as lacking this credibility and competence. Women who ‘risk speaking up and challenging bad behaviour are themselves the focus of sustained shaming, and those who wish to speak up in the future are implicitly cautioned against doing so’ (2019: 86). If members of marginalized groups are likely to face shame backlash, it is unclear whether shaming will work to make online communities safer for them.

Even if shame backlashes were not a problem, we may still wonder whether shaming creates a welcoming environment. Etzioni argues that one of the upsides to shame is that it is ‘democratic’ (1999: 47); that is, anyone in the community can shame anyone else, so all members of the community can enforce its values. Sceptics of shaming will argue that what Etzioni identifies as an advantage can quickly become a disadvantage (Thomason 2018: 203–204). One of the risks is that the community can quickly become one that is moralizing (Driver 2005: 138). Moralizing takes several forms, but here moralizing refers to an objectionable form of perfectionism. As Driver writes, ‘When one accepts the values [of the community], there is a sense that one may be slacking off in not supporting those values whenever and wherever one can do so’ (2005: 141). The trouble is that enforcing community values becomes a way of publicly expressing one’s commitment to those values. The more I am ready to shame the behaviour of other online patrons, the more committed to our values I appear. Especially online, there is an expectation that people must ‘weigh in’ or ‘make a statement’ about any troubling incident within the community. Failure to do so is often read as a half-hearted commitment to the community’s values. When we require people to call out violations of community values to prove that they adhere to those values, we engender an atmosphere of objectionable moral perfectionism. Additionally, if publicly ‘calling out’ bad behaviour is seen as a sign of one’s commitment to the values, there is the risk of moral grandstanding (Tosi and Warmke: 2016). Moral grandstanding occurs when ‘one makes a contribution to moral discourse that aims to convince others that one is “morally respectable” ’ (2016: 199). The public element of shaming makes this risk particularly salient. First, shamers might be more apt to shame so that they can be recognized by others as pillars of the community for enforcing values. Second, as Tosi and Warmke point out, grandstanding often involves the phenomenon of ‘ramping up’, in which people make increasingly strong moral claims in an exchange (2016: 205). If enforcing the community’s values showcases one’s good character, then the harshness of one’s condemnation will further reinforce the appearance of that good character. Sceptics will argue that the ‘democratic’ nature of shaming turns us all into moral police.

Shaming is often touted as a way of protecting marginalized groups, but shaming may turn out to create an environment that is more precarious for them. Adkins points out that marginalized people may face a shaming backlash from the dominant group (2019). Tessman argues that similar hierarchies can exist within marginalized groups, which can give rise to what she calls ‘dangerous loyalty’ (2005: 133). Although loyalty is often treated as a virtue, especially in feminist and anti-racist movements, Tessman argues that dangerous loyalty can ‘present an impediment to a political resister’s own flourishing’ and fail to bring about ‘the goals of the very community that serves as an object of loyalty’ (2005: 134–135). Tessman provides the example of Chicana feminists who are seen as betraying racial liberation struggles when they are critical of Chicano masculinity (2005: 138). Individuals who are committed to liberation struggles are often labelled as traitors when they choose to reject ‘hegemonic beliefs and practices’ within the marginalized group that are damaging either to them as individuals or to the goals of liberation (2005: 135). In Tessman’s view, dangerous loyalty often arises in communities in which ‘identity and politics are closely tied’ (2005: 136).

Using shaming as a way to uphold community values creates the conditions for dangerous loyalty. Since shaming requires collective negative attention, initiating and participating in shaming becomes one of the ways that community members display to others their own commitment to the values. As such, relying on this kind of enforcement both requires and encourages public displays of loyalty. These displays of loyalty are similar to the problems with moral grandstanding: members of the liberatory group will face increased pressure to appear the most committed to the cause. The demand for public displays of loyalty, however, frequently undermines internal criticism of the values of the community. As Tessman points out, some ‘feminist communities and racialized communities of colour have fallen into the mistake of silencing internal dissent, for they have tended to portray departures from the communities’ hegemonic beliefs and practices … as reprehensible acts of treason’ (2005: 144). Any community that identifies itself with certain values, but does not also allow for critique of those values or different ways of expressing those values runs the risk of inculcating dangerous loyalty. If upholding values is too strongly equated with enforcing values, the space of critique and dissent might become so narrow that critique and dissent start to look like violations of the values and thus fair targets for shaming. People who are already vulnerable may be put in a position of further vulnerability if they decide to be critical of the values of the community. Even if shaming effectively changes racist and sexist behaviour, it may do so by enforcing particular views about what racism and sexism are, which can be harmful to the vulnerable populations it is meant to protect. Additionally, the risk to epistemic co-deliberation re-emerges here. If certain views about racism and sexism become too dominant in public discourse, the conversation surrounding them may become impoverished. Dogmatic or rigid views about racism and sexism may prevent communities from addressing behaviour that does not immediately fit the categories on which they rely and from coming to new understandings about the categories.

Alternatives to shaming

In this final section, I want to identify some of the goods that shaming is meant to accomplish and suggest that we can come about them by other means. Shaming seems attractive because it appears to be a tactic that (a) is a way of defending people who are vulnerable to online abuse; and (b) calls attention to actions that violate community values.

As I have argued above, shaming may not improve the situation of marginalized people as much as we think. Still, some might argue that shaming is sometimes our only defence. When members of marginalized groups are abused, often no one does anything about it. Shaming seems like the only way to get people to pay attention to what is happening. Clementine Ford, for example, a weekly columnist for Daily Life, posted screen shots of abusive comments from men on her Facebook page. She explained her actions in an interview by saying: ‘These men don’t get to just go around leaving these kinds of comments and attempting to degrade women just for the hell of it. Why should they get away with it? Why should there be no consequences at all for them?’ (Levy 2015). Ford’s claims clearly reflect her frustration that no one takes misogynistic abuse seriously, and it is only once she starts shaming that her abusers face any sort of consequences for their actions. In this case, however, we only shame because nothing else works. We shame because we think that abusers ‘should not get away with it’. The underlying problem is that there are often no mechanisms in place on online platforms for marginalized people to stop abuse. As such, reforming reporting policies and terms-of-use policies is key to protecting vulnerable members of the community. In addition, we can ensure that vulnerable groups have supportive enclaves to which they can turn for help. We can take abuse seriously and protect people from it without shaming.

The other main draw of shaming is that it allows members of marginalized groups opportunities to make visible the online abuse that they face. Just as we sometimes conflate shaming and moral criticism, here I think we conflate visibility and shaming. There are ways to shine a light on this kind of abuse without shaming people who engage in it. For example, in 2016 a sports podcast posted a video in which male sports writers read examples of abusive misogynistic comments that their female colleagues received online. Even though the abusers were not named, the video was picked up by major news organizations and was viewed over three million times on YouTube (Willingham 2016; Dunlap 2016; Curtis 2016). This strategy both makes visible the kind of misogyny that women face online and serves as a critique of the online sports community. The video asks viewers to imagine what it might be like to say such abusive things to someone’s face rather than firing off a hateful social media post from a distance. Projects like this inspire a community to reflect on its own practices, while simultaneously revealing that the community is not living up to the values that it could or should have. Campaigns to increase the visibility of misogyny and racism help show that our communities often are not what we take them to be and can start conversations about what our values are, but we do not have to engage in shaming to accomplish these important tasks.

Conclusion

The strategies I have suggested in this chapter are part of a forward-looking, rather than a backward-looking, approach to positively shaping our communities. Since shaming is a reactive strategy, it takes place largely as a response to occurrences of wrongdoing. It is therefore less likely to address or change the background conditions that lead to wrongdoing in the first place. Additionally, shaming may not be a response to wrongdoing that will create the sort of communities we want to live in. If we want people to see the importance of certain values, will punishing them for not expressing those values accomplish this task? Instead of relying on social sanctions we might be better off trying to model the values that we think are important. As Locke puts it, rather than ‘focusing on shaming those who shame us, let’s make films, tell stories, tend parks, paint murals, open farmers’ markets, build schools and universities, support clinics, and foster misfit salons’ (2007: 159). In order to uphold the value of anti-sexism, for example, I can promote positive signs of respect for women, I can praise people who treat women with respect, and I can work for policy changes that help women combat the sexism they face. Arguments against shaming often sound like high-minded calls for politeness, but sceptics argue that the concerns run much deeper. Even if shaming seems like a good way to enforce anti-racist and anti-sexist values, it may put at risk the very kinds of communities we want to create.
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CHAPTER 9

Is There Collective Responsibility for Misogyny Perpetrated on Social Media?

Holly Lawford-Smith and Jessica Megarry

Women and social media

Social media is by now a ubiquitous part of many people’s lives. But women and men do not have the same experience online. First, the platforms tend to have been designed and maintained by men. Second, social media usage is gendered: users tend to skew male on some platforms (e.g. Twitter, Reddit, and LinkedIn), and skew female on others (e.g. Pinterest, Instagram, and Facebook) (Perrin and Anderson 2019).1 And third, women tend to face disproportionate amounts of harassment and abuse (see discussion in Citron 2014; Jane 2014; Megarry 2014). Things are different on different platforms, depending on whether interactions are generally public (Twitter, Reddit) or private (Facebook, Instagram); local (particular Facebook groups or Reddit threads) or global (Twitter, Instagram, Facebook, Reddit).

We want to make a start on the more general question of whether there is collective responsibility for harm perpetrated online by asking about a specific type of harm in a specific type of online context. We will focus on social media platforms that tend to be used in a way that is public and global, and we will focus on the harm of misogyny. By ‘misogyny’, we mean expressions of negative beliefs about women, and of beliefs about women’s ‘difference’ that cast women as inferior to men. For example, negative beliefs might include believing that women exist to serve men, physically, sexually, and/or emotionally (Pateman 1988; Frye 1983; Dworkin 2008), that they lack reason, or that they are closer to nature; hierarchical beliefs might include thinking that sex roles are complementary but the masculine is the superior role (see further discussion in Clack 1999: 1–5). Twitter is the actual platform that typifies the phenomenon we are interested in, so we will have the most to say about it. But our discussion is intended to generalize to other platforms with a similar structure, both actual and possible, and to other disadvantaged social groups.2

In 2019, Twitter had 330 million monthly users and 152 million daily users—34 per cent of these people were female and 66 per cent were male (Omnicore 2020). One explanation for this sex discrepancy in usage might be the differential experience that men and women have on the platform. In 2018, the three most prominent female politicians in Scotland spoke out about the death and rape threats they had received over Twitter (BBC 2018).

In Amnesty International’s 2018 report Toxic Twitter, multiple study results revealed harmful impacts on women. A survey of 162 women revealed that 62 per cent had experienced abuse on Twitter. A machine learning analysis of tweets directed at British female MPs active on Twitter found that 2.9 per cent of tweets in a roughly five-month period were abusive. (A later study by two researchers at the University of Liverpool looked at incivility and gendered content directed at female MPs over a fourteen-day period, and found that female MPs ‘were more likely to receive generally uncivil tweets, tweets with stereotypes about their identity, and tweets questioning their position as politicians than male MPs’. They also found tweets demonizing and objectifying female MPs, and tweets containing misogynistic abuse (Southern and Harmer 2021)). A cross-country study polling women from eight countries—the UK, the United States, Spain, Denmark, Italy, Sweden, Poland, and New Zealand—found that 23 per cent of women across social media, including but not limited to Twitter, had experienced abuse or harassment. Of those who had experienced abuse or harassment, for 26 per cent it was threats of physical or sexual assault, for 46 per cent it was misogynistic or sexist comments (as opposed to more generally abusive language), and 76 per cent had made changes to the way they used social media as a result (Amnesty 2018). This suggests that the abuse of women online has had a ‘silencing or censoring effect’ on women (Dhrodia 2017).

Amnesty International’s conclusion, as is clear from the title of their report, was that Twitter is a toxic place for women. They wrote that Twitter was ‘failing in its responsibility to respect women’s rights online by inadequately investigating and responding to reports of violence and abuse in a transparent manner’ (Amnesty 2018: ch. 1). It would seem that Twitter in fact agrees with this accusation; a member of the Twitter General Council said back in 2015 that ‘voices are silenced because they are afraid to speak up’, meaning that abuse on the platform had impacts on people’s freedom of expression. In March 2018, Twitter wrote to Amnesty claiming to have made a number of changes in the past year-and-a-half, although as we will discuss later, some of these changes actually made things worse rather than better for (some) women. Many women have had temporary suspensions or permanent bans of their Twitter accounts for violating ‘Hateful conduct’ policies put in place to protect women and other marginalized groups.3

What causes women to have this negative experience on Twitter and platforms like it? It might seem fairly obvious that it is individuals, choosing to use a technology that is in itself neither positive nor negative but which depends entirely on the use to which it is put. When an angry young man decides to tweet a misogynistic comment out to a Member of Parliament, he is responsible for that decision. If we want to hold someone accountable, it should be him. But things are not so simple: many states do not have laws that protect women from such speech (whether hate speech, vilification, or anti-discrimination laws), and even in those that do, the process involved in getting a prosecution, especially when the source account is anonymous, is arduous and unlikely to succeed. And in many cases, short of rape and death threats, the abuse that women receive can be less about any single tweet and more about the cumulative effect of many such tweets arriving on a daily basis.

Experiencing a dogpile (say, an account with a high number of followers retweets something of yours and makes a derisive comment, which directs many of that person’s followers to reply to you or tag you into similarly negative tweets) is unpleasant because of the volume of communication and its quality, and often it is the case that no one tweet (save the original retweet) makes much of a difference. How are we to think about what women are owed on social media platforms, given these complications?

Is there individual responsibility for misogyny on Twitter?

There are many ways to carve up an individual woman’s ‘experience’ on Twitter, from single notifications at the most fine-grained level (a tweet that tags you; a reply; a retweet; a retweet with a comment; a ‘like’), through the cluster of reactions to a single event or tweet of hers (say she is in the news that day, or she tweets something that attracts widespread attention), through to her day on Twitter (her week, month, year). Which of these we choose makes a difference to who caused it, and who is involved when there is a question of responsibility if that unit of experience was harmful to her. Say it affected her mood, caused her to seek legal advice, made her feel unsafe at work or in a public setting, caused stress and anxiety, etc. (at worst, such abuse has been argued to have played a contributing role in individual women’s suicides; at best, it is just unpleasant—see further discussion in Gorman 2019). For anything other than a single notification, the cause will involve multiple individuals.

There is a lively literature on the question of how to think about responsibility for jointly caused outcomes. Philosophers have been interested in a range of cases in which unilateral individual actions do not seem to cause any harm alone, but ‘add up’ together with others’ similar actions to cause outcomes that are harmful. Four central applications of this discussion have been voting (e.g. Brennan and Lomasky 1993; Beerbohm 2012; Brennan 2016), global labour injustice (Kagan 2011; Nefsky 2012; Lawford-Smith 2018), global poverty (Barry and Øverland 2016), and climate change (Broome 2012; Hiller 2011; Kingston and Sinnott-Armstrong 2018) (see also discussion in Lawford-Smith and Tuckwell 2020). In a voting case, for example, individuals cause unilateral independent votes for their preferred political candidate (or refuse to vote, or spoil the ballot, etc.), and it is almost never the case that any of these single individual votes makes the difference to who wins or loses the election. In almost every election, the margin of difference for who wins the election is significantly greater than one vote. So we can say, no single individual vote makes a difference to the election outcome. However, when all the enfranchized citizens of a country vote (or refuse to vote, etc.) there is an outcome that their actions taken together cause, namely, the electing of a particular candidate.

Philosophers have also been interested in cases that work slightly differently, either because individual actions are not quite so unilateral and independent or because individual actions do some harm. Consider a loosely connected online group of men interested in perceived social harms to men (e.g. men’s greater likelihood of suicide, outcomes for men in custody battles). When some of these men make #notallmen or #whataboutmen interventions into feminist discourse, they are not acting in a way that can be fairly described as unilateral and independent. They influence one another and they take inspiration from the shared commitments of their online communities (e.g. particular Reddit forums or Facebook groups). Still, they are not highly organized in the sense that they have formal leaders or formalized decision-making procedures, or in the sense that when any one of them acts he does so with the authority of the rest of the group. No one acts ‘in the group’s name’, even if others may interpret any actions of such individuals as actions undertaken on behalf of the group. One man’s tweet may have such offensive content as to count as a harm in its own right, while other men’s tweets may not.

These differences are all relevant when it comes to the way in which Twitter can be toxic for women. Consider what happened to Charlotte Dawson, an Australian female celebrity who was open about her struggle with depression. Dawson was routinely subject to online bullying and harassment of a misogynist nature, which some of those close to her took to be a contributing cause in her eventual suicide (see discussion in Gorman 2019).

Let us imagine two different individuals involved in the harassment of Dawson, both of which are templates for persons who in fact participated. The first is not in any particular online or offline networks or communities that would take a special interest in Dawson, but simply comes across one of her tweets, finds it worthy of objection or ridicule for whatever reason, and tweets about it. Perhaps he quote-tweets4 her with a scathing comment, perhaps he simply replies to her original tweet in a nasty way. Maybe he does this on multiple occasions, maybe just once.

The second person is part of a Facebook group whose members advocate for a return to traditional sex roles, and whose members routinely post about women in Australian public life in degrading and dehumanizing ways. Suppose Dawson is one of these women. This individual comes across one of Dawson’s tweets because someone in the Facebook group posts about it. The men in the group compete with each other to post more and more vile comments under her tweet. Because they are networked in with each other on Twitter, when one retweets or replies it shows up to the others and they are able to expand on each other’s efforts.

Neither of these cases are like the individual voter in the election that is won by a margin bigger than one vote. In the election, the single vote does no good, and does no harm either. In the case of misogynistic tweeting, one reply or retweet is generally felt as a negative by the person being targeted, even if this negative is fairly minor. It does a small amount of harm, comparable perhaps to an ordinary micro-aggression (see discussion in McTernan 2018). In this sense, a better parallel is to a poverty relief case. Suppose a workplace is running a fundraiser for people in need after a climate disaster. It asks its twenty employees for donations of $5 each, which will provide one meal for a hungry child, and offers to quadruple the donations if they reach $100. And suppose further that no employee donates. In this case, each employee does some small amount of harm by not donating $5 (denying one meal to a hungry person), but the whole group does quite a bit of harm by not enabling the provision of eighty meals (more than the sum of the individual contributions). The differences between the cases are in (a) whether the individual tweeters act unilaterally and independently, and (b) whether the individual tweets do more harm together than each does alone.

In the case of the first ‘template’ harasser they do; in the case of the second, they do not. A good way to think about the second case is in terms of individuals acting ‘responsively’ (Held 1970; Collins 2013; see also discussion in Lawford-Smith 2015). In Stephanie Collins’ example, a group of beachgoers previously unknown to one another are mutually responsive in the event of a drowning, in a way that allows them to coordinate in using a lifeboat to rescue a drowning swimmer. The men in the Facebook group are responsive to one another.

Some have tried to bypass the question of individual contributions, given that they seem to make no difference or minimal difference, and what really matters is the comparative weight of the cumulative outcome (e.g. the outcome of an election, workers’ suffering in sweatshops, the global poor remaining poor, the deaths and suffering wreaked by climate change; we might add to this list, the psychological and emotional suffering of those who are bullied online). Christian Barry and Gerhard Øverland, Garrett Cullity, and Peter Singer all assign responsibility for global poverty to ‘the affluent’ (Barry and Øverland 2016; Cullity 2004; Singer 2009); Martha Nussbaum assigns responsibility for providing capabilities to ‘humanity’ (Nussbaum 2007); Bill Wringe assigns obligations to satisfy positive rights to subsistence to ‘the global collective’ (Wringe 2005, 2014); the ‘Responsibility to Protect’ doctrine assigns responsibility for intervention to protect against serious human rights violations to ‘the international community’ (United Nations 2009).5 So we could similarly assign responsibility for misogyny on Twitter to ‘misogynists of Twitter’, or similar.

But these arguments are flawed. There cannot be group-level responsibility or culpability when there is not group-level agency, and no such groups come even close to meeting conditions for collective agency (Lawford-Smith 2015, 2019). Such conditions generally require group-level beliefs, desires, values, and decision-making procedures (see e.g. Gilbert 1989; Pettit and Schweikard 2006; List and Pettit 2011; Bratman 2014). A shared interest in treating women with contempt does not meet that bar. Responsiveness between those who share that interest may implicate each in what the other does, but it cannot create a group that is a genuine author of an action that brings about cumulative harm. We still do not have a route to responsibility for the cumulative effects of misogyny on social media.

The preceding discussion establishes that while there are two different ways that individuals might be implicated in misogyny on Twitter, first by acting unilaterally, second by acting responsively, both in a way that has cumulative effects on women in the aggregate, neither are sufficient to collective agential action, and so are dead ends for generating collective responsibility or culpability for online misogyny. This is true except in the extreme circumstances in which a discrete individual action on Twitter is itself above a threshold such that it can be argued to cause harm in its own right. Some commentary will count as hate speech or vilification and thus meet this standard, so there will be some cases of original tweets, replies, and retweets with comments that count as harmful in their own right. But ‘likes’ and retweets are not good candidates for this; these contribute to the aggregate effect of online misogyny that a given woman experiences, but they do not generally ‘register’ morally when taken in isolation (or if they do, they are such low-level bads that we generally have more important things to worry about).

Setting these exceptional cases aside, it looks like individual responsibility for misogyny on Twitter is not particularly viable, and nor is collective responsibility, at least when the collective is the group of users who cause the harm together. Are we out of options? We think not; if we cannot talk about the individuals who use the platform, we can talk about the platform itself. There are two different ways to approach this idea. One is to think about Twitter as having a custodial role, as the agent responsible for crafting an online environment that minimizes harm, in much the same way the government might be responsible for creating laws that force businesses to limit their carbon emissions. The other is to think about Twitter as a culpable agent, which has at a number of different points in the past, right up to the present, made decisions that have directly caused the incidence of misogyny on their platform. Whereas emissions decisions, and therefore climate change, occur in a landscape that no one in particular designed, misogyny on Twitter occurs in a landscape that Twitter designed, and maintains, and therefore is responsible for. Because we think we can make this stronger latter argument, we will not pursue the former option (but it remains for those to explore who are not convinced by our argument).

Is there collective responsibility for misogyny on Twitter?

Should we shift responsibility for misogyny on Twitter onto the platform itself? We think we can make a good case for this, given that Twitter, since its inception, has made a series of choices that render it culpable. But before we get there, let us anticipate and answer an obvious objection to this approach, namely that Twitter is not morally responsible for anything, and also explain why we have chosen not to take a free speech approach to making our case.

One way to sidestep the claim that Twitter is culpable for misogyny on its platform is to deny that Twitter is culpable for anything, short of breaking the law.6 Because it is a platform, not a publisher, it is not responsible for the content of what its users publish. And as a private rather than a public entity, it is not bound by the democratic ideals that govern the media or other sites of public democratic deliberation. As a commercial entity, Twitter is free to implement—or not implement—any rules that it likes; individuals who choose to use its service are also free to say whatever they like within the parameters of those rules.

However, society does regularly accept that ethical constraints should be placed upon commercial entities. Consider privately owned media outlets. Citizens generally acknowledge that the media plays a key role in democratic societies, ideally as a watchdog of democratic institutions and processes, as a key channel of public political discourse, and as a vehicle for reporting public sentiment back to those in positions of power (McNair 2017). When media are perceived as unfairly representing groups or individuals, they can be pressured to reform. One example is the regular backlash against media reporting of ‘African gangs’ by the Australian press (Wahlquist 2018). Another is the British feminist campaign ‘No More Page 3’, which aimed to convince The Sun newspaper to stop printing topless photos of women (Glozer & McCarthy 2021). Activists argued that the photos objectify women, expose children to nudity, and damage the integrity of the media. Following a petition, a loss of advertising revenue, and twenty universities deciding to boycott the masthead, The Sun—a company that had been publishing regular topless photos of women since 1970—quietly dropped the feature in 2015. Twitter too, despite its early claims to be ‘the free speech arm of the free speech party’, eventually bowed to public and legal pressure and introduced rules around acceptable user content (which we discuss further below) (Jeong 2016). These examples (not to mention the considerable amount of work on corporate social responsibility done within business ethics—see overview in Moriarty 2016) demonstrate that corporate entities are part of the moral landscape, subject to both legal and moral sanctioning.

Although we could situate our argument for why Twitter is culpable for misogyny on its platform in relation to free speech concerns, we have chosen not to do so. Twitter is distinct from other social media platforms because it is supposed to be the place for global, public deliberation, the ‘source for what’s happening in the world’ (according to its own marketing). In principle, anyone can contact anyone on the platform (although it is possible to have a locked account and only interact with approved followers, an option which some people make use of periodically to avoid abuse). If Twitter is a global deliberative democratic platform,7 in other words, Twitter’s actions (or lack thereof) have directly contributed to denying women the opportunity for freedom of expression and global political participation, which can impact the outcome of international debates.

Claims for the right to free speech, beginning with John Stuart Mill, have been premised upon the idea that truth, or at least the best ideas, will emerge triumphant via a process of rational deliberation. According to this logic, there is deliberative value in an online free speech platform because global deliberation can act as a vehicle for social progress. Framed in this way, Twitter is culpable for misogyny on its platform because this misogyny affects women’s political participation and thus distorts democratic processes (and potentially also democratic outcomes).

But feminist concerns with free speech rationales, more general concerns about whether corporate entities are well-positioned to be the facilitators of global democratic debate, and worries about whether social media does more harm than good when it comes to democratic deliberation, all make this a not entirely persuasive rationale for Twitter’s culpability.

Feminist critics have argued that the idea that the most rational ideas will emerge triumphant through a process of deliberation fails to adequately consider women’s social situation and submerges existing power relations between women and men beneath the assumption that our current understandings of the concepts of reason and rationality are politically neutral. The ability to decide what is reasonable and rational denotes an instance of gendered power politics that often works in favour of those who are already in power (see discussion in Kohn 2000). This does not mean that we need to completely discard the concept of reason;8 rather, it is to point out that the idea that women’s viewpoints will automatically be taken seriously in public debate, if only we can secure their participation, does not pay enough attention to the workings of male power. The concepts of reason and rationality have always posed a particular danger for women because women’s adherence to normative femininity ensures that they will be viewed as irrational, and their viewpoints delegitimized (Spender 1980). Feminist philosophers have also complicated the ideal of free speech on the basis that it is not equally available to everyone in a society (Langton 1993; McLellan 2010). Some argue that free speech ideals can be better reconstrued as fair speech ideals (McLellan 2010). Taking this approach opens up space for constraints on some speech (such as the harassment or the vilification of certain groups, as well as more minor episodes of misogyny) to be seen as compatible with free speech ideals, that is, in ensuring genuine free speech for all.

Alongside these feminist concerns, serious doubts have also been raised in relation to the ability of corporate multinational social media platforms to advance democratic deliberation. Some scholars have argued that current digital trends, such as surveillance and state-based silencing of dissenters, the intimidation of journalists and other public figures, academic self-censorship, and women avoiding digital political discussions out of fear of violent reprisal, all represent severe barriers to free speech ideals (Véliz 2019).

While it is possible that some of these very serious issues might be able to be addressed via certain reforms, critics have also raised serious questions regarding whether global digital deliberation is doing more harm than good, acting to distort democratic goals instead of facilitating them (Bimber and Gil de Zúñger 2020; Kulwin 2018). The American influence on the Irish #RepealThe8th abortion referendum and electoral manipulation via social media during the Donald Trump presidency campaign provide just two examples of instances in which ‘global debate’ can be seen to be hindering rather than helping the local discussion.

In the Irish case, @repeal_shield was set up in order to block anti-choicers who shared grisly images of aborted foetuses in order to guilt and shame pro-choicers. When the referendum ended, the creator did an analysis of the accounts it blocked (it blocked 16,000 and analysed 13,474 active in the few days prior to the referendum).9 One of the more interesting findings was that a significant proportion—about 70 per cent—of the blocked accounts were from the United States and Canada, and not from Ireland itself. This statistic is perhaps unsurprising because many people in those countries feel strongly about the abortion issue (on the anti-choice side). But it is also a distortion of democracy—the Irish people were using Twitter as a tool for democratic debate and discussion about change to a law that affected them, and were having to deal with emotional blackmail from people who are not directly affected by their laws. International deliberation can therefore lead to significant distortion when countries with large populations and strong views pile into local debates.

Instead of grounding our case in free speech considerations, we locate Twitter’s culpability in the recognition that both its actions and its failures to take action have impeded women’s ability to participate meaningfully in social and political debate. As the case above demonstrates, international relations now play out via Twitter, which further supports our claim that Twitter is not merely a commercial entity, but is rather a social and political institution whose architecture and policies produce real-world effects for women. Nonetheless, rather than arguing that Twitter has duties to make its platform more democratically legitimate vis-à-vis free speech concerns, we think that the stronger argument here is that Twitter owes women something because Twitter has a monopoly, not only in facilitating digital dialogue between citizens (which is likely to be a flawed pursuit), but as the primary online space for career advancement and garnering attention or visibility under the conditions of contemporary neoliberalism.

Twitter is now an indispensable tool for participating in one’s society (Véliz 2019), and it plays a ‘major role in American’s everyday lives’ (Rantilla 2020). Many people use Twitter professionally and in a social movement context, and Twitter is where they are likely to find their colleagues and peers. Although we would argue this drive should be subject to critique,10 Twitter participation is not a take-it-or-leave-it option for many people today. This is even more the case since the lockdown associated with the COVID-19 pandemic has pushed white-collar workers in particular to further embrace digital engagement for professional purposes. It is important to consider that often, digital visibility and the creation of digital connections via Twitter are most important for precarious workers, as well as those from marginalized social groups, such as women. For example, early-career academic Crystal Abidin has discussed how junior researchers work within ‘a cult of digital sociability’ in which:


Young scholars like myself are constantly being told to establish the visibility of our portfolios in order to secure academic jobs that are increasingly competitive, scarce, and precarious. As the systems of visibility and status symbols of what counts as a ‘successful’ researcher develop over the years … [it] is often crassly measured through digital visibility and quantifiable metrics including citation rates, article downloads, media coverage, and even ‘alt-metrics’ on social media.

(Abdin 2019: 32)



Twitter, by this account, matters; and the platform has—and any platforms like it have—a responsibility to its users in terms of equal-access considerations.

Collective responsibility: the social media platform

There are three points at which Twitter can be taken to have culpability in the matter of misogyny on its platform. It is helpful to consider these because they can inform our thinking about what social media platforms more generally owe to women. The first is a lack of safeguarding at the platform’s inception; the second is not taking sufficient action, even when reports of misogyny on the platform were well known; the third is that when it did finally intervene, it did so in a way that interfered with an open discussion at the heart of feminist politics (and therefore likely to be of crucial importance to at least some women).

At its inception, Twitter did not implement safeguards to deal with misogyny. Such safeguards could have included banning content such as misogynistic slurs and the sharing of pornographic or sexually violent images, prohibiting the creation of anonymous accounts, and taking action to prevent pile-on behaviour. Twitter made no mention of any rules until 2009, and by this time the platform already had 5 million users (Jeong 2016). In designing a mixed-sex global platform for discussion, Twitter (or any structurally similar platform) might have recognized that women face structural obstacles to participating and are routinely discriminated against.

Ignorance is no excuse here. Misogyny, and its effects on women, were already widely known and studied phenomena at the time. While the widespread adoption of machine-mediated communication ‘transformed the web as increasing numbers of people signed up to corporate services such as Facebook, Google, and Twitter’ (Richardson 2019: 118), misogyny did not emerge with social media. Offline, the use of new technologies to terrorize women (such as the landline telephone, as well as camera-equipped mobile devices) was well documented, as was the vilification of female public figures (see discussion in Megarry 2020). Early internet communication research had also established that women’s experiences of digital space were fundamentally distinct from men’s (Herring 1993, 1996). Demonstrating how the internet emerged from the male-dominated industries of the military and academia, several feminist theorists had also argued that online norms developed alongside the hyper-masculine domination of the medium from its inception (Citron 2009; Hawthorne and Klein 1999). Not only did Twitter provide a platform in which already existing forms of abusive speech could be freely directed towards women, but it also enabled new harms via the extension of surveillance opportunities, search functionalities, and unharnessed media distribution practices (see discussion in Megarry 2018, 2020).

As additional experiences of violence against women on Twitter became more widely publicly known, both anecdotally and via media and non-governmental organization (NGO) reports, Twitter still did very little. First-hand accounts of Twitter abuse were well circulated in the public sphere prior to the publication of the Amnesty International report in 2018. The year 2013 was particularly notable. Twitter was still publicly clinging to its libertarian stance: it implemented rules that stated, ‘You may not engage in targeted abuse or harassment’, but it did nothing in terms of preventing a wider climate of misogyny. Following widespread campaigns of Twitter abuse waged against British public figures such as feminist campaigner Caroline Criado Perez, academic Mary Beard, and politicians including Stella Creasy and Louise Mensch, which led to widespread public outrage and the jailing of three perpetrators, Twitter added a ‘report abuse’ button. Sarah Jeong has argued that these attacks against high-profile British women demonstrate ‘how poorly equipped Twitter was to deal with harassment’ (Jeong 2016). While spam had been easy to flag on the platform via the click of a button, reporting abuse involved women finding a separate web form and filling it out to document each example of abuse. There was thus no way to easily report pile-on behaviour. According to Jeong, this oversight denoted ‘cold indifference … or at the very least, unthinking negligence’ (Jeong 2016). Twitter failed to take sufficient action when it should have done.

From 2015 onwards, and off the back of the 2014 Gamergate phenomenon,11 Twitter changed its rhetoric around its role as a free speech platform, and began to publicly emphasize its duty towards protecting its more vulnerable users. Thus, Twitter now acknowledged that it could, and should, try to improve the experiences of women. It began by altering its rules to prevent pornographic backgrounds, profile pictures, and headers, as well as excessively violent media, and it banned revenge pornography (Jeong 2016). Significantly, Twitter also introduced a ‘hateful conduct’ policy that stated:


You may not promote violence against or directly attack or threaten other people on the basis of race, ethnicity, national origin, caste, sexual orientation, gender, gender identity, religious affiliation, age, disability, or serious disease. We also do not allow accounts whose primary purpose is inciting harm towards others on the basis of these categories.12



This policy not only banned direct attacks, but also captured indirect threats. On the surface, this looked like a good shift, which could significantly improve women’s experiences.

However, the new policy has in fact provided a new means of negatively impacting women’s participation. Mass reporting can lead to accounts being suspended, even when they have not broken the rules. Tweets that offend can be reported, which—when successful—means that the tweet must be deleted. Automated appeal procedures make it unlikely that these issues will be rectified.13 When questioned by the US Senate Judiciary Committee in April 2019 as to whether it censors some users and speech, Twitter (along with representatives from Facebook and Google) denied the allegation and responded that such a claim ‘was antithetical to our commitment to free expression’ (Rantilla 2020: 162). Contrary to this response from Twitter, women have used the hashtag #DeboostedFeminist to describe how Twitter has algorithmically intervened in democratic debate by shadow banning and deboosting their accounts. A shadow ban is when an account is left active, but any content posted by the user does not appear across timelines or in search feeds.

Deboosting is similar; making sure that the user’s content is not promoted (‘boosted’). On Facebook, accounts using the livestream function might be modified so that followers do not get notifications of the stream, and the stream does not appear if they go to that page. On Twitter, users report that accounts may not appear in search results, followers stop receiving notifications of tweets, and only a limited number of users can follow their Periscope streams (see discussions of deboosting and shadow banning in Rantilla 2020; Koebler and Cox 2019). Because these practices impact upon what content is seen by users across the platform and what content can be searched for, they significantly distort debate. They impede the affected women’s ability to use Twitter as a digital networking tool and stop women from locating likeminded accounts and content, thereby harming their freedom of (virtual) association and expression.

A supporter of Twitter might object at this point, and say that interfering with (virtual) freedom of association and expression by removing comments, removing accounts, and not promoting content, when that content is harmful, is a good thing. There is always a balance to be struck between regulating speech in a way that allows maximal participation and allowing unchecked free speech in a way that means some people won’t be able to (or won’t want to) participate. We wrote about this issue in the section ‘Is there collective responsibility for misogyny on Twitter?’. Feminists cannot consistently support regulation when it facilitates their participation and oppose it when it facilitates another group’s participation by placing restrictions on feminists. Either there is regulation or there isn’t. This is a fair point, but our attribution of culpability to Twitter is not that they have regulated online discourse per se in a way that impacts women, but that they have overstepped in their regulation of online discourse in a way that is unfairly limiting of women’s speech—particularly feminist speech.

Consider the following example. There is a widespread social consensus that anthropogenic climate change is happening. But there is disagreement over exactly what we should be doing about it. Suppose there are two groups campaigning for different measures, both gaining significant social support (although one with much more support than the other). The first group says that climate change is an issue for governments, so individuals’ duties stop at voting for a political party with a ‘green’ agenda. The second group says that climate change is an issue for the people, so individuals’ duties include reducing personal emissions as much as possible and carbon-offsetting the rest; and encouraging friends, family, and colleagues to do the same. And suppose that debate tends to get pretty heated between these two groups because each feels the other is saying the wrong thing about an issue that is, politically, an emergency.

Twitter might decide that, in the interests of maximum participation, it will not allow certain kinds of content, for example, slurs or offensive words used by members of the one group against the other, or comments that dehumanize or incite hatred against members of either group. (It might do this for both groups, or it might just do this for the group that is non-dominant). So far, no problem.

But suppose, conversely, that Twitter decides that the second group’s position is right, and starts counting as ‘Hateful Conduct’ tweets by members of the first group that discourage people from taking personal action. We think this would be objectionable. It is not Twitter’s place—or the place of any other commercial social media platform—to interfere in global or local democratic deliberation in order to settle an outcome of an open debate in advance. Given Twitter’s size and reach, this kind of interference can be expected to have a significant impact on the debate. As imperfect a space for democratic deliberation as such platforms may be, there is little doubt that such deliberation does in fact play out there. This makes the question of interference crucially important.

As moral and political issues become settled and gain widespread acceptance, this type of interference against dissenters may become more acceptable. But note that while gay marriage has majority acceptance in many countries, Twitter is not trying to regulate the speech of those who oppose it for religious reasons. It may regulate speech that is homophobic in a way that counts as hateful, but this is not the same thing as regulating the content of an ongoing disagreement, even when those who disagree are in a minority. What if there is ongoing disagreement about what counts as hateful, so that the line between these two is unclear? For one example, there is ongoing disagreement at the moment over whether stating genital preferences (i.e. a preference for one set of genitals over another in sex or dating) is transphobic. One group says it is, another group says that this claim is itself homophobic. Suppose both parties to the disagreement claim that the other’s speech is transphobic/homophobic in a way that counts as hateful.

In this case, we suggest asking several further questions. Does the speech of either side plausibly incite real physical violence against the disagreed-with social group, or risk inciting real violence through the use of dehumanizing language, or the denial of the moral equality of persons?14 If it does, it should be restricted. Are both groups disadvantaged in some way, or is one, all things considered, socially/culturally dominant? If the latter, there may be a case for restriction, especially when that speech is subordinating (e.g. mainstream pornography). Does one side claim a greater quantity or magnitude of hurt feelings, psychological harm, or being driven off the platform or out of the debate? If so, are these responses reasonable, or plausibly explained by a lack of resilience of the side with the greater quantity/magnitude of these types of outcomes (see discussion in Lukianhoff and Haidt 2018)? If the latter, there is not a good case for restricting it: it is a principle of liberal democracy that we should not be held hostage to others’ offence-taking. Is regulation of the disagreement zero sum, such that improving the situation of one disadvantaged group requires worsening the situation of another? Trans people and same-sex-attracted (or both-sex-attracted) people are both disadvantaged social groups, so there is no overall gain for social justice from making one better off at the expense of the other. Social media platforms should not regulate speech in these kinds of cases; they should err on the side of non-interference.

Conclusion

Public discussion has erred on the side of thinking that Twitter is a corporation and it can run its platform as it sees fit within the constraints of the law. But this ignores the interaction between corporate platforms and public deliberative spaces. Twitter’s policy on the protection of some voices at the expense of others needs to be developed in a way that is sensitive to the equal participation of multiple marginalized communities within states where the platform provides a central venue for debate.

Social media platforms should not confuse the limiting of speech for reasons of maximal participation with the settling of open questions. The latter is not their place. Preventing real physical harm, or reducing the risk of it, is a good reason to restrict speech; pandering to a lack of resilience, or distributing restrictions in an ad hoc way in zero-sum cases, is not.

Notes

1.Note that these examples are specific to the United States and may be different for global usage.

2.For a discussion focused on Reddit, see Massanari (2015).

3.It is hard to get reliable data on suspensions and bans because Twitter is not transparent about this information. In one response to Amnesty International, Twitter evaded their request for transparent data by writing that such data ‘can be both uninformative and potentially misleading’ (Amnesty International 2018; see also discussion in Gorman 2019).

4.Quote-tweeting is retweeting but adding a comment. The person who is being retweeted gets a notification of this. An alternative which does not notify the original tweeter is to screenshot the tweet and post it with a comment. Some people do this routinely, so as to not attract a person’s followers, or to avoid giving them traffic, or to avoid being reported. But it is also a method that demonstrates that the virtue-signalling and moral grandstanding goods that come from denouncing others can be achieved without actually targeting those others.

5.An alternative to arguing for group-based responsibility in such situations is to argue to ratchet up individual responsibility somehow. In the case of aggregate-level Twitter misogyny, this could involve talking about individuals’ complicity in what they do together with others (see, e.g. Kutz 2007; Lepora and Goodin 2013), or about the indirect consequences of their actions (e.g. in licensing others to do the same). In their paper ‘Interconnected Blameworthiness’, Stephanie Collins and Neils de Haan make a good case for enhanced individual responsibility (Collins and de Haan 2021).

6.We have already flagged the problem that many nation states do not recognize the vilification of women as a category of hate speech. This renders the legal concept of hate speech an insufficient vehicle for addressing the online experiences of women because patriarchal societies often do not recognize vilification of a person based on sex as a social harm. Another problem with holding Twitter to legal account is that Twitter operates across international borders, and nation states have been slow to impose any limitations of the actions of digital giants such as Twitter, Facebook, YouTube, and Google.

7.To be clear, we’re not advocating for democratic deliberation to ‘go digital’; we are merely noting that some democratic deliberation does in fact take place on digital platforms, including Twitter, so striving to make them better spaces to serve that end is a worthwhile goal (see also discussion in both Jeffrey Howard, ‘Extreme Speech, Democratic Deliberation, and Social Media’ and Johannes Himmelreich, ‘Should We Automate Democracy’, in this volume; and May Thorseth (2006, 2008).

8.Kohn also does not seek to discard the concepts of reason and rationality completely; she thinks that ‘they are crucial for the fair administration of existing judicial and political norms’ (Kohn 2000: 426). Her point, rather, is that ‘centering deliberation’ in democratic political theory can obscure historical injustices and perpetuate existing inequalities.

9.See https://twitter.com/hazel_ok/status/999502988564750336?s=21, accessed 11 August 2021.

10.There are significant issues with digital visibility and safety from a female perspective. For example, Ginger Gorman talks about the moment when, having become a target for online abuse, she realized that she had location services turned on for her tweets, ‘and you could just about pinpoint our house on Google Maps’. She says, ‘That night [my husband Don and I] both lay awake in bed wondering if our children were in danger’ (Gorman 2019: 10). Another issue more generally is that, while norms of neoliberal self-governance urge employees to cultivate a ‘digital self-brand’ across platforms, the trade-off between the significant labour involved in this pursuit and the economic benefits for workers remains opaque (see discussion in Scolere et al. 2018).

11.Gamergate was sparked by the public shaming of games developer Zöe Quinn, by her then-partner Eron Gjoni. Quinn and other women who critiqued masculine gaming culture (notably vlogger Anita Sarkeesian), as well as women working in the gaming industry, were then subjected to a cascade of anonymous online abuse from self-styled defenders of sexism in gaming (see discussion in Megarry 2018).

12.See https://help.twitter.com/en/rules-and-policies/hateful-conduct-policy, accessed 11 August 2021.

13.Considerations of online harm and cyber violence usually present further technological development as the only possible solution (Simpson 2014: 273–274), yet employing more human moderators would make it easier for women to get through to a person when reporting abuse and would also facilitate fairer dispute resolution processes. Twitter would then be obliged to offer these employees fair renumeration, as well as safe work spaces and work practices geared around harm minimization, such as adequate access to psychological services.

14.This is the difference between saying, for example, ‘Sexual orientation is innate so claims about transphobia or exclusion are unjustified’ and ‘Anyone who denies that sexual orientation is innate is subhuman garbage.’
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CHAPTER 10

Extreme Speech, Democratic Deliberation, and Social Media

Jeffrey W. Howard

Introduction

Deliberation among citizens is a touchstone of contemporary normative democratic theory. For better or worse, online networks are now the principal site of civic deliberation. What the coffee house was to the public sphere in the eighteenth century (Habermas 1962), social media surely is to the twenty-first. Peer-to-peer sharing platforms have achieved an amplification of ordinary citizens’ voices in a manner unthinkable just a few years ago. In everyone’s pocket is a device enabling countless encounters with one’s fellow citizens, on anything and everything of public political concern. Citizens who, in an earlier era, would have had their views on some policy matter heard by just their neighbours can now find their speech re-tweeted to millions.

The fact that social networks constitute a central site of democratic discourse seems to militate against the legal regulation of speech on these platforms. A central commitment of deliberative democracy is precisely that it ought to be an open exchange of citizens’ authentic convictions. This democratic argument looms large in the scholarly literature on freedom of speech, sitting prominently alongside a raft of other arguments that aim to protect citizens’ right to express their viewpoints (and hear the viewpoints of others). From this position, it seems to follow that indirectly suppressing citizens’ speech—by legally commanding social media companies to do so through their content moderation practices—cannot be morally justified.

Yet the very amplification of varied voices that social media make possible—and that fuels optimistic sentiments about the democratizing power of the internet—has a dark side. Hateful speakers, hostile to the values of free and equal citizenship that underpin liberal democracy, can weaponize these platforms to cause a wide variety of harms. Racist conspiracy theories have inspired mass shootings around the globe, just as online sermons advocating religious extremism have encouraged suicide attacks. Given the state’s duty to protect its citizens from wrongful harm, cases like these motivate the argument for restricting extreme speech on social media—controversially, by requiring social media companies to purge such content from their platforms.

This chapter examines the state of the debate on the fraught question of whether extreme speech should be suppressed or otherwise legally combatted on social media, or whether doing so would be incompatible with fundamental principles of democracy and free speech. I begin by reviewing the argument that freedom of expression, properly understood, protects a wide range of extreme speech, such as terrorist incitement and hate speech. Central to this discussion is the aforementioned thesis that because social media constitute a crucial venue of democratic discourse, it is all the more important that citizens be free to express their views, however noxious.

The next section turns to the moral and legal responsibilities of social media companies regarding extreme speech. Even if, as I believe, individual speakers have no right to propagate extremist content online (such that individual criminal or civil liability for such speech could, in principle, be justified), it does not follow that social media companies should be legally subjected to a duty to remove such content. A recurrent complaint is that because social media networks are mere platforms on which users post their own content, it would be perverse to hold these companies responsible as if they were publishers. After exploring the extremely young philosophical debate on this difficult question, I explore various philosophical challenges that arise in the course of specifying an adequate regulatory model.

The final section then explores what measures there are for combatting extreme speech online beyond the legal regulation of social media networks. One ubiquitous suggestion in the scholarly literature on freedom of expression—one with deep affinities with the ideal of democratic deliberation—is that the best way to combat extreme speech is not to ban it, but rather to argue back through counter-speech. This proposal raises the question of who, exactly, ought to argue back against extremist voices, how they ought to go about it, and why it is reasonable to demand of them that they do it. I explore both state-centric and citizen-centric responses to this question in the scholarly literature. And I discuss how to think about the policy choice between banning extremist content and permitting it so it can be challenged.

Too extreme for democratic discourse? Extreme speech and the right to freedom of expression

Before we can assess what moral duties social media companies might have to combat extreme speech, we need to assess its normative status. Is it the kind of speech that is protected by the moral right to freedom of expression? If so, then while private companies may decide that it has no place on their platforms, they cannot be forced by law to suppress it. Thus, before we can turn to the issue of what social media companies can be forced to do, one needs to set the stage for that discussion by rehearsing a set of debates over the limits of free speech.

Few believe that freedom of speech is absolute; all accept that some speech—be it soliciting a hitman to kill one’s nemesis, or intentionally libelling a private citizen to destroy his reputation and livelihood—does not fall under the protective ambit of the right to freedom of expression. Yet liberal democracies disagree about whether speech that exhibits contempt for the values of liberal democracy itself—so-called extreme speech—is protected by a properly constituted principle of free speech.1

What is extreme speech? The phrase is a common one in the scholarly literature (e.g. Weinstein and Hare 2009), naming speech that expresses hostility to basic commitments of liberal democracy. The most basic subcategory of extreme speech is speech that incites violence and other serious violations of fundamental rights—what I have elsewhere called dangerous speech (Howard 2019b; following Benesch 2012). In the UK, for example, there is legislation forbidding the encouragement of terrorism (even implicitly, through speech ‘glorifying’ past terrorist acts) (Barendt 2009; Choudhury 2009). Under this law, British citizens have been arrested for tweeting praise of the Islamic State of Iraq and Syria (ISIS) and Al-Qaeda (Press Association 2016). Contrast this with the United States, where the Supreme Court has held, since 1969, that speech advocating criminal violence and other lawbreaking is constitutionally protected as free speech—except in emergency cases, in which speech is intended and likely to lead imminently to illegal conduct (Brandenburg v. Ohio 395 U.S. 444, 1969). Because online content seldom incites violence imminently, as there is time for the audience to ponder whether to act on its exhortations, vast swaths of terrorist propaganda is held protected in the United States (see Tsesis 2017, who thinks this is partly mistaken, for discussion).

The same divergence between democracies is on display with respect to the overlapping subcategory of so-called hate speech, that is, expressions of hatred toward vulnerable groups.2 I call it an overlapping category, since a principal reason to be concerned about hate speech is precisely that it can inspire violence (see Howard 2019a: 104, 2019b)—though the empirical assumption on which this hypothesis rests is controversial (Heinze 2016: 125ff). This is only one rationale for restricting hate speech, where harm is caused via an intervening agent. But hate speech can also cause harm directly (see Schauer 1993 for this distinction). For example, some hate speech takes the form of intimidating threats or harassment, constituting an especially objectionable form of such speech (Delgado 1982; Howard 2019a: 101–102). Further, hate speech directly communicated to vulnerable groups can also be objectionable because it undermines the assurance of dignity and equal standing (Waldron 2012). The internet contains both forms of hate speech, and has a distinctive capacity to propel and prolong their harms when contrasted with offline hate speech. (For discussion of the distinctive power of hate speech online, see Tsesis 2001; Delgado and Stefanic 2014; Cohen-Almagor 2015; Brown 2018).

Notwithstanding the harms it may cause, is extreme speech protected by the moral right to free speech?3 The standard way to answer this question is to review the arguments that serve to justify the moral right to free speech, and then ask whether those arguments count in favour of including extreme speech within the right’s ambit (Howard 2019a: 96). For the purposes of this entry, I will focus on arguments that relate to democracy, and in particular that appeal to the idea of democratic legitimacy. I suggest that these arguments do not supply decisive protection for extreme speech; we would not wrong democratic citizens by restricting extreme speech on social media.

According to deliberative democrats, the legitimacy of laws flows from the fact that those laws were conceived in a process of open debate among citizens (e. g. Cohen 1989; Habermas 1992). This debate has both non-instrumental and instrumental value (Gutmann and Thompson 2004). The non-instrumental value of the deliberation inheres in the value of respecting our fellow citizens’ equal moral status. By permitting one another to speak—and listening to one another—on questions of public concern, we respect each other as possessing the capacity for judgement over complex questions of public concern. Further, we respect each other as agents who are entitled to a justification for the coercion that is exercised over us. The instrumental value of deliberation inheres in the way it improves the quality of policy outcomes—for example, by enabling decision-making to incorporate the diversity of citizens’ perspectives (Landemore 2012).

An apparent implication of this view is that the legitimacy of democratic decisions—by which we might mean either the permissibility of their enforcement, or their morally binding, authoritative status—is attenuated as more citizens are prevented from expressing their convictions (however wrongheaded) in democratic discourse. This view has been defended, in subtly different forms, by a wide array of scholars (Brettschneider 2012; Heinze 2016; Heyman 2009, Meiklejohn 1948, 1960; Post 1991, 2009, 2011; Sunstein 1993; Weinstein 2009). On this view, contributions to public discourse cannot be supressed simply because of their hateful or extreme character. As Ronald Dworkin puts the point, ‘The majority has no right to impose its will on someone who is forbidden to raise a voice in protest or argument or objection before the decision is taken’ (2009: vii). If social media are together a central forum of democratic discourse, then, it follows that governmentally imposed, viewpoint-based restrictions on what can be said on these platforms are undemocratic.

What should we make of this family of arguments? Consider the non-instrumental variation of the argument first. One possible reply is to grant that limiting extreme speech diminishes the democratic character of a polity, but to insist that this loss can be justified. Perhaps we pro tanto wrong extreme speakers by suppressing their speech, or indeed wrong all citizens, given everybody’s interest in maximal democratic legitimacy, but this, all things considered, can be justified, given the comparable importance of preventing serious harm. So, for example, when we stop terrorists from advocating terrorism by enacting statutes restricting such advocacy, we do something wrong, but it might be justified nonetheless.4

Another possible reply is that even if limiting extreme speech diminishes democracy, this need not commit any pro tanto wrong at all, as not all instances of democracy have non-instrumental value (Beerbohm 2012: 36). So, for example, Jonathan Quong notes that when we are determining whether a moral right protects a particular action, we must ‘ask whether the particular act that is alleged to be protected by a right is consistent with the overall moral ideal which the system of rights is meant to uphold’ (2010: 308; see also Waldron 1989: 518). Because extreme speech expresses hostility towards the system of rights, on this view, it is not protected. A similar strategy, which I have defended, asks whether the moral right in question—in this case, democratic citizens’ rights to express extreme speech—is compatible with moral duties that democratic citizens have (Howard 2019b: 232). So, for example, if democratic citizens have duties not to advocate for the violation of other citizens’ fundamental rights, then these duties constrain what moral rights they have.

Even if we grant that speakers have no right to express extreme speech, it may be that efforts to suppress such speech wrong its prospective listeners. According to one influential theory, ‘a legitimate government is one whose authority citizens can recognize while still regarding themselves as equal, autonomous, rational agents’ (Scanlon 1972: 214). This view does not mean that no speech can ever be restricted; but it does rule out certain justifications for restricting speech. As T. M. Scanlon argues, ‘those justifications are illegitimate which appeal to the fact that it would be a bad thing if the view communicated by certain acts of expression were to become generally believed’ (1972: 209; see also Dworkin 1996: 200). While seldom explicitly connected to the idea of deliberative democracy, this argument articulates the deliberative democrat’s central concern about legitimacy: that if the state has rigged what ideas were allowed to be aired in a deliberation prior to a law’s passage, the legitimacy of that law is called into serious question.

Yet this argument, too, faces important objections (so much so that Scanlon largely rejected it; 1979: 532ff). The most significant objection is that autonomous citizens also have an interest in avoiding the wide variety of harms that extreme speech can cause (Amdur 1980: 299; Brison 1998: 329). It is not clear why the interest in being respected as an autonomous thinker ought to have priority over this other weighty interest (for further discussion, see Howard 2019a: 97, 2019b: 236).

There are other reasons for why listeners may value exposure to extreme speech—not because of any deontological constraint on state power, but because of putative benefits that might flow from such exposure. This brings me to the instrumental version of the democratic legitimacy argument. The central point here is that by enabling a wide variety of voices’ perspectives to enter the democratic discourse, it is thereby epistemically enriched, leading to better policy outcomes. This militates in favour of a truly capacious public discourse, but does it require an unlimited one? One reply here is to deny that extreme speech genuinely contributes to the epistemic value of public discourse; there is little to learn from engagement with neo-Nazis and white supremacists (pace Mill 1859/1978, who insisted that there was much to gain from our ‘collision with error’).5 This point seems especially apt on social media, where a preponderance of those exposed to extremist views are those already sympathetic to them, and so inclined to visit the relevant websites, chat rooms, and pages (see Sunstein 2017). But even if there is considerable epistemic value by permitting extreme views to be aired, this value is not infinite. Surely, we should accept some kind of trade-off between whatever epistemic value is achieved by permitting extreme speech and the obvious value of protecting citizens from the various harms such speech can inspire (Howard 2019a: 244).

Some deliberative democrats are likely to offer the following rejoinder: we cannot identify ex ante which views are true and which truths are false; a central point of deliberation is to precisely separate the wheat from the chaff. But this is why the most plausible characterization of extreme speech will pick out only that content whose falsehood is beyond reasonable dispute—for example, white supremacism. So, for example, when we’re concerned about speech that endangers others by advocating the violation of their moral rights, it is proper to focus only on violations of rights that are properly incontrovertible (Howard 2019b: 215), that is, that no one could reasonably deny counts as a genuine violation of a genuine moral right. This means that citizens would retain broad scope to advocate views within the ambit of reasonable disagreement, but not to harm citizens by inciting rights violations outside of that ambit.6

I have inspected some of the most prevalent arguments in the free speech literature that connect to the political autonomy of democratic citizens. Importantly, I have not discussed all of them; for example, I have not discussed the powerful theory developed by Seana Shiffrin, who argues that freedom of expression traces to our fundamental interests as thinkers (2014; for discussion, see Scanlon 2011).7 Nor have I dealt with the fact that while deliberative democracy is generally an account of the proper nature of public discourse within a nation state, social media is inherently global—a fact that raises a host of complications. Still, I have established two crucial points: that the scholarly literature is far from settled on the question of whether extremist speech must be permitted into democratic discourse; and that there are several powerful reasons on offer to think that it should not, such that democratic citizens would not be wronged by such content’s removal from social media. Whether social media platforms are morally obligated to remove such content—and whether such obligations should be enforced through law—are further questions, depending on further moral considerations, to which I now turn.

Platforming hate: on the duties of social media companies

Should social media platforms be required to suppress extreme content? It will not suffice simply to point out that such platforms are managed by private corporations that accordingly have a right to do whatever they wish. The idea that private corporations are appropriately saddled with various legal duties not to contribute to unjustified harm to the broader public is nothing new; just consider the raft of regulations corporations face with respect to environmental protection. Nor is it anything new to suppose that corporations should be obligated to look after the well-being of those who are using its products. Corporations—whether they are conceived as bona fide group agents or simply fictitious agents—are duty-bound to refrain from perpetrating wrongful harms, just like individual agents.

In the case of harmful speech on social media, controversy arises because corporations do not directly cause harm through their services; rather, they enable others to cause harms by supplying them with a platform through which to cause them. Especially significant is the fact that technology companies do not (typically) intend that users deploy their platforms to incite terrorism or racist hatred. One way to defend the legal immunity of social platforms for users’ illegal posts, then, is to argue that they are simply ‘like a billboard: anybody can sign or display anything on it’ (Koltay 2019: 157). They are, in this way, privately owned versions of Speakers’ Corner in Hyde Park, where anyone can show up to say whatever they want. If those who show up engage speech that is illegal, then they may be prosecuted or sued for saying it, but the owner of the platform is not to be held responsible. In stark opposition this ‘no liability’ view is the thesis that social media networks are akin to either traditional media companies or book publishers, such that they are jointly responsible with users for illegal content. So, just as a publishing house can be sued alongside an author for a book’s defamatory content, perhaps social media platforms could be liable alongside users for the illegal extreme speech they post.8

Both models are unattractive. The first ‘no liability’ model is defective because it relies upon mistaken views about a widely discussed philosophical idea known as intervening agency. A standard view is that if I act in a certain way, and this leads to harm only because of the intervening decisions of a responsible agent, then this fact (usually) immunizes me from moral responsibility. Yet this seems to me to be false; just consider cases in which someone sells an automatic weapon to someone who foreseeably plans to use it to violate others’ rights. When I foreseeably cause harm to innocents through the conduct of others, I am accountable for these decisions and can be blamed for them (Tadros 2016). I have argued elsewhere that this moral truth applies to speech, just as it applies to all conduct (Howard 2019b: 216–217).

It might be replied that so long as the speaker does not intend for any intervening agent to engage in wrongful harm, he or she is off the hook. But this cannot be right; a lack of intention is seldom sufficient to immunize a party from moral responsibility (as our intuitions about selling weapons suggests). Leading philosophical work on complicity (understood as causally contributing to the wrongs of others) holds that, to be (pro tanto) wrongfully complicit in the wrong of another, one need not intend to aid the primary wrongdoer in his or her wrongful project. Rather, it is enough that one knew, or ought to have known, that one was causally contributing to its realization (Lepora and Goodin 2013: 83). (Given the ubiquity of journalistic reporting on the problems of extreme speech on social media, and platforms’ efforts to limit extreme content on their networks voluntarily, it would appear that this knowledge condition is satisfied.) Such a view offers a rationale for the current ‘notice-and-takedown’ approach currently prevalent in the European Union, whereby platforms are required to remove illegal content of which they are notified.9 This is not necessarily the right regulatory model (more on that below), but it reflects the insight that it is perfectly possible to aid and abet the wrongs of another unintentionally.10

But the ‘publisher’ model is defective, too. Simply because social media companies might be complicit in the wrongs perpetrated by users (e.g., by providing a platform for the incitement of violence), it does not follow that social media companies are co-principals in these wrongs. Social media companies are not publishers in the traditional sense; Facebook plainly does not publish the content placed on it by its several billion users in anything like the way the New York Times publishes its editorials—authoring and standing by their content—or the way in which Penguin Random House publishes its books—vouching for their merit, and while not necessarily endorsing their content, suggesting that their content is worth one’s time and money. Were regulations to treat social media firms like publishers, they would need to engage in extraordinary levels of so-called ‘upload filtering’—screening all content for all potential legal issues before it ever hit the internet. This would radically alter the nature of social media, potentially for the worse.

We should likely opt, then, for a middle ground in how we are to conceive of social media networks—not neutral platforms, nor proper publishers. But what? Even if social media companies are not publishers, there is a sense in which they are nevertheless a new kind of editor. As Tim Berners-Lee, the inventor of the World Wide Web, put it, commenting on what is presently the world’s largest social media network: ‘Facebook makes billions of editorial decisions every day … The fact that these decisions are being made by algorithms rather than human editors doesn’t make Facebook any less responsible …’ (Lee 2016). To be sure, as Koltay notes, a platform is not a fully fledged editor; ‘it does not initiate or commission the production of content’. Yet ‘it is an editor in the sense that it makes decisions concerning pieces of content and filters, removes content or keeps it available. It also controls all communications through the platform. All in all, it is clearly not neutral toward content’ (Koltay 2019: 189). It is plausible to think of social media networks neither as platforms, nor as publishers, but rather as curators (cf. Herman 2016).

This leads to the question: what are the moral constraints on curating users’ content, and how should they be enforced? Consider the natural habitat of this term: an art gallery. Imagine a peculiar kind of enormous ‘open’ art gallery, where members of the public are free to display their art, in their millions. Based on its knowledge of visitors’ preferences, it directs them to the sections of the gallery that are likely to command their attention the most, giving grander spaces to those artworks that attract the greatest interest. Now suppose that artwork inciting hatred (e.g. racist propaganda art) is illegal. It seems plausible that the gallery should make a reasonable effort to limit the display of this art—making a reasonable effort to identify it (e.g. investigating complaints) and removing it in an expeditious manner upon discovering it. The duty to do so would simply be the duty not to be complicit in the harms such hateful content inspires, by providing a platform to do it.

If this curator model is right, everything hangs on what it is reasonable to expect curators to do. What, exactly, is it reasonable to expect social media companies to do to combat extreme speech? At the time of publication, there is a flurry of political debate on exactly this topic. I am writing this entry shortly after Germany has enacted a law that ramps up the ‘notice-and-takedown’ mechanism with respect to hate speech (Netzwerkdurchsetzungsgesetz, or NetzDG), which requires a robust complaints mechanism requiring companies to remove ‘manifestly unlawful’ content within twenty-four hours or risk fines up €50 million. The UK is presently contemplating its own legislation to saddle social media companies with a ‘duty of care’, whereby companies must ‘take reasonable steps to keep users safe’ (UK Government 2019)—to be specified by a government regulatory body, such as Ofcom, the telecommunications regulator. So, just as amusement parks must pursue various precautionary measures to keep visitors safe, so, too, should online networks (Woods and Perrin 2019). This legislation has provoked fierce debate, and at the time of writing it is difficult to predict what the final law will involve (for discussion, see Woods 2019; Nash 2019; Tambini 2019; see Theil 2019 for a comparison of UK and German approaches). These real-world developments will no doubt provoke further philosophical reflection on what, exactly, a duty of care is and what it demands11 (e.g. see Herstein 2010, for reflection on that general issue).

What is striking is that, in academia, philosophers have scarcely weighed in; those who are making the greatest contribution at present are (theoretically minded) lawyers, especially scholars of media law (e.g. Rowbottom 2018b: 341ff; Koltay 2019; PoKempner 2019). But there are central philosophical questions here that require greater attention from the philosophical community. A central topic of burgeoning debate, I suspect, will concern the role of artificial intelligence (AI) in content moderation. If using AI is the only efficient way to take down large quantities of extreme content, we face the challenge that highly imperfect algorithmic moderation processes are likely to be either overinclusive—taking down more content than we would want—or underinclusive—taking down less, or indeed both in different respects (see Douek 2021 for related discussion). This, then, raises a wide set of important questions about what collateral costs of speech restrictions (e.g. reduction in the amount of sarcasm on the internet) it would be reasonable to expect citizens to bear. While I seek to address such questions in my future work, there is little philosophical attention to them at present.

Another important question concerns whether social media networks themselves enjoy expressive rights that immunize them from interference. The fact that social media networks are not neutral—that they inevitably take responsibility for the algorithms that determine what content is promoted or quieted—has a particular interesting implication. To the extent that social media firms do share some of the properties of publishers or editors, they may be entitled to the protections of freedom of speech and freedom of the press. As Koltay notes, ‘In a sense, its news feed is Facebook’s “opinion” on what its users might be most interested in and how the platform’s business interests could be best served in that context. If a platform has an opinion, it is afforded protection under the constitutional rules.’ Of course, that does not mean the platforms are allowed to enable any speech they like; it still means that their speech ‘may also be subject to restriction, pursuant to applicable legal principles’ (2019: 159). But an intriguing upshot of this view is that if a certain category of speech is protected as free speech for users, it would be impermissible for the state to require social media companies to suppress it. Indeed, we should be very suspicious of requiring social media companies to suppress speech that individual users have a legal right to express.

In reply, it may be a mistake to view a social media company as a merely private entity entitled to express ‘its’ own views. This is partly because of doubts about the expressive rights of corporations. But more fundamentally, social networks have enormous power over the public discourse (Klonick 2018). The nexus of social media is clearly part of what Rawls called the basic structure of society, given that ‘its effects are so profound and pervasive’ (Rawls 1971/1999: 82) on the shape of democratic deliberation. Suppose a social network started to ban the expression of certain religious or political views on the grounds that it disfavoured the view. Given the role of these networks in curating the democratic discourse of contemporary societies, there is a powerful argument for thinking that the same free speech principles that bind governments should also regulate social media platforms (see Jackson 2014 for discussion).12 Those inclined to view social media networks as a kind of communications utility, albeit privately owned as a legal matter, would be inclined to support such a position (see Lentz 2011 for related discussion). In my view, there is nothing morally incompatible with viewing these networks as a public utility while also requiring them to remove extreme speech (even though this would raise constitutional issues in the United States).

The final philosophical puzzle that remains unsolved concerns the issue of asymmetric enforcement of duties. It seems clear that we are entering a world in which the primary way in which extreme speech is combatted is by removing it on social media, rather than prosecuting the extreme speakers themselves. This raises a worry: shouldn’t the initial speakers be held accountable if anyone is? In reply, it must be noted that even if speakers initiate extreme content by posting it, it is social media platforms that enable its widespread dissemination. Further, there may be something morally desirable about a world in which social media companies limit the dissemination of extreme speech, but individual citizens are nevertheless free to express it. As Jacob Rowbottom notes, this is, in part, a matter of efficiency; given the huge amount of illegal content, ‘it is easier to ask a gatekeeper to control the flow of such content than to bring a legal action against each individual publisher’ (Rowbottom 2018a: 2). But a more principled worry is that prosecuting individual speakers for each and every extreme statement—however careless—will disproportionately interfere in public discourse and undermine conversation (Rowbottom 2012). What is more, insofar as we think there is some interest to engage in extreme speech (even if not weighty enough to justify a moral right, as I have argued in Howard 2019b), permitting such speech—but then requiring intermediaries to limit its dissemination—‘may strike a balance between the free flow of conversation and any potential harm’ (Rowbottom 2018b: 2). The upshot, then, would be that while individual speakers do have moral duties to refrain from posting extreme content, we would refrain from enforcing these duties directly.

In closing, I should note that there are exceptions to the general trend of increasing social media regulation, which raise their own philosophical complications. In the United States, restricting extreme speech on social media will not be so straightforward. Even if Section 230 of the Communications Decency Act were altered in various ways to make platforms liable for illegal speech posted by users (e.g. libel), extreme speech is mostly legal in the United States. And it is highly unlikely that this fact will change any time soon; as mentioned, the prevailing interpretation of the First Amendment to the US Constitution protects extreme speech except in cases of imminent harm (though cf. Tsesis 2017).13 Even so, many media networks are nevertheless taking it upon themselves to remove extreme content voluntarily. As Koltay puts it, ‘This means the enforcement of a “pseudo legal system”, with its own code, case law, sanctions … taking place in a privately owned virtual space’ (2019: 3). We have reason to be concerned about the prospect of what republican political theorists term domination by these entities (Pettit 2012); if these social media firms are going to become the real arbiters of what people are permitted to say in the public sphere, a question arises as to whether they enjoy the right kind of legitimacy to wield this form of power. If public discourse is to be curtailed to prevent harm, perhaps it should be done by a legitimate democratic state, or by no one at all.

The ethics of online counter-speech

What else might be done to combat extreme speech on social media? A recurrent suggestion in the scholarly literature on free speech—indeed, for some, a rationale for free speech itself—appeals to the importance of counter-speech. As Justice Louis Brandeis of the US Supreme Court put it, reflecting on the best way to confront speech that is harmful or otherwise disagreeable: ‘[T]he remedy to be applied is more speech, not enforced silence’ (Whitney v. California 274 U.S. 357 (1927)). In other words, rather than suppress extreme speech, we need to argue back against it. This strategy is an especially fitting one in the context of a deliberative democracy, in which public deliberation (followed by voting) among citizens and their representatives is the default mechanism for dealing with disagreement. And while deliberative democrats tend to suggest that the main substance of their disagreement is reasonable disagreement about what justice requires, there is no reason why unreasonable disagreements (in which one side is manifestly mistaken) should not also be dealt with through the same strategy. This section explores the moral status of this strategy of response.

Why might counter-speech be preferred to the use of legal coercion? The traditional argument in defence of counter-speech is simply that it is the only option morally available. If the moral right to free speech protects extreme speech, as many philosophers contend, then counter-speech is the only recourse we have left to combat the harms such speech can generate. As discussed above, I am not convinced that this traditional argument succeeds. However, simply because extreme speech is unprotected by the moral right to free speech does not automatically mean that we should prefer the coercive use of state power to peaceful alternatives. A better reason to prefer counter-speech, I have proposed, appeals to the philosophical principle of necessity, familiar from the ethics of self-defence (Howard 2019b: 248ff). According to the necessity principle, one ought to avert a threat using the least amount of harm or force, ceteris paribus. So, if police can successfully deescalate a dangerous situation through talking, they should do that rather than deploying violence. Likewise, if one can attain an important social goal without deploying the coercive power of the state, then ceteris paribus we ought to prefer the non-coercive strategy.

Ceteris paribus is an important qualification here. If counter-speech is a significantly less effective strategy, or if it is morally unreasonable to demand that the relevant counter-speakers engage in the requisite counter-speech, then the use of law may turn out to be preferable, after all. An adequate defence of counter-speech thus must attend to the issues of who ought to engage in counter-speech, why it is reasonable to demand that they undertake, and how they ought to undertake it in order to be both ethical and effective (Howard 2019c). I will discuss these issues in turn.

Start with the question of who should engage in counter-speech. One possibility is the state. Challenging the false dichotomy that the state must either ban extreme content or otherwise sit back and let it proliferate unchecked, Corey Brettschneider argues that the state ought to take on the central role of engaging in counter-speech against extreme views (2012). According to his account of ‘democratic persuasion’, Brettschneider contends that the state should endeavour to persuade citizens in the grip of extremist views ‘to adopt the values of equal citizenship’ (2012: 72). In the digital era, this kind of counter-speech could come in many different forms; we might imagine the state recording YouTube videos defending the values of the freedom and equality, or publicizing politicians’ speeches doing so on its social media channels. It is tempting to see this as a form of propaganda, though when deployed in the service of just end, we might instead see it as a form of what Jason Stanley has called ‘civil rhetoric’ (2015).

What is the argument for insisting that the state ought to engage in counter-speech against extreme views? For Brettschneider, the argument appeals to the idea that if the state sat back and did nothing in the face of extremist speech, its silence would constitute a form of complicity (2012: 71). We might also appeal to the state’s obligation to reduce the likelihood of the wrongful harms such extreme speech can inspire—the very same obligation underpinning the case for banning such speech (Howard 2019b). Further, in the case of extreme speech that directly attacks the dignity of vulnerable citizens (of the sort that concerns Waldron 2012), we might think that state counter-speech can more effectively block such dignitarian harm by authoritatively affirming the dignity of the attacked citizens (Lepoutre 2017).

Even if state speech is useful in upholding the dignity of citizens who are directly smeared by hate speech, and even if it plays some role in dissuading susceptible citizens from embracing hateful views, it has its limits. Most notably, the liberal state is unlikely to be successful at convincing those in the grip of anti-liberal ideologies to abandon their deeply held convictions (Howard 2019c).

That the state is unlikely to convince opponents naturally leads to the suggestion that citizens ought to take up the task of engaging in counter-speech (though, of course, the state could support them in this role in various ways; see Gelber 2012). There have been a variety of attempts in the scholarly literature along these lines. Focusing on the problem of religiously inspired terrorism, Clayton and Stevens argue that liberal adherents to a particular religion ought to engage with those in the grip of an intolerant version of that same religion, since they are those best positioned to persuade (2014: 75). Relatedly, Micah Schwartzman has defended the practice of what Rawls called ‘reasoning from conjecture’, whereby citizens reason as if they shared the argumentative starting points of their interlocutors (2012; cf. Badano and Nuti 2020). In other work, focusing on the problem of right-wing xenophobic populism, Badano and Nuti (2018) defend the claim that citizens have a ‘duty of pressure’ to try to dissuade their fellows from populist views. And I have argued that all citizens in any position to talk someone out of a dangerous view have powerful reason to do so (2019c).

What is the justification of requiring ordinary citizens to engage in counter-speech, given its difficulties? Some authors have appealed to the natural duty of justice (Clayton and Stevens 2014: 81), the moral requirement to support and help advance just institutions. In a similar spirit, others have appealed to the liberal principle of legitimacy, which requires citizens to deploy public reason in their engagements with one another on matters of law and policy (Badano and Nuti 2018: 148). I have offered what I take to be a more austere argument, which simply appeals to the natural moral duty to rescue others from harm when one can do so at reasonable cost to oneself (Howard 2019c).

One reason to worry about saddling ordinary citizens with duties to engage in counter-speech is that it suggests that even the victims of extreme speech have duties to argue back against the speech that degrades and endangers them—which seems unfair (Maitra and McGowan 2012: 9). A possible reply is to argue that even victims of injustice have duties to resist their own oppression (Hay 2011). But a more plausible reply is to recognize that any duty’s existence is sensitive to costs; if it is extremely demanding for victims of extreme speech to engage in counter-speech, then it cannot reasonably be required of them (Howard 2019c).

If citizens have moral duties to engage in counter-speech, what do these duties require of them in the digital era? The answer to this question is, to put it mildly, unclear. For example, consider extreme speech propagated on white supremacist websites, chat rooms, or threads. A principal danger of such speech is that it will inspire violence against non-whites. So how should we combat it? Should anti-racists infiltrate these chat rooms, subtly inserting seeds of doubt—or engaging in outright counterargument? The difficulty of answering such questions is compounded by the fact that it is unclear what kinds of counter-speech are actually effective at achieving their aim (see Lepoutre 2019 for relevant discussion). In cases in which the aim is to protect the dignity of vulnerable groups by standing up for them, thereby ‘blocking’ the hateful speech (Langton 2018; Lepoutre 2017), the aim is achieved just in case the communication is successful. But when the aim of the counter-speech is to change hearts and minds, to persuade susceptible listeners or hardened extremists to reject extremist views, it is simply an open empirical question what strategies are most effective. (For relevant empirical discussion on counter-speech generally, see Benesch et al. 2016 and Brown 2016, and for particular attention to strategies for the online context, see Gagliardone et al. 2015).

Much of the important work left to be done is indeed philosophical. For example, even if publicly shaming illiberal citizens on the internet were an effective way of standing up for liberal values, there remain important questions about whether it is morally permissible (see Billingham and Parr 2020). But as with so many applied normative topics, much of the important work that is yet to be done is not strictly philosophical, but rather empirical. This is why it is all the more important that philosophers engage with social scientists, to learn from but also crucially to inform their research agendas. With respect to the issue of online counter-speech, it is vital that we secure an evidence base with which to adjudicate whether online counter-speech is or is not an effective remedy. This is vital precisely because, if counter-speech is not effective, or if it is simply too difficult to do it effectively given constraints on people’s time and resources, this could justify a recourse to legal measures.14

I sincerely hope this conclusion is false, and that we can indeed combat the harms on social media—as Justice Brandeis hoped for the offline world—with ‘more speech’. It is never ideal when a liberal society cracks down on speech, even justifiably, and there is always the risk that it will counter-productively play into extremists’ hands (Howard 2019b: 245). As with so many thorny problems in the burgeoning field of digital ethics, we are staring down the precipice at an uncertain new world.
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Notes

1.I assume, for the sake of this entry, that such a free speech principle is defensible in the first place. Some scholars doubt this (see Alexander 2005, though cf. Kendrick 2017).

2.There is much debate about how to define hate speech, which I do not pursue here; for some varying approaches, see Brison (1998: 313); Brown 2017a, 2017b; Quong 2010: 305n; Waldron 2012: 8–9).

3.I will largely focus on the categories of terrorist advocacy and hate speech, as they are the most pernicious forms of dangerous speech online and raise the thorniest free speech issues. Violent pornography is yet another much-discussed category, which also raises difficult free speech issues (see Scoccia 1996). And there are other forms of dangerous speech online, too, such as recipes for building bombs and instructions on how to commit crimes effectively (see Schauer 2019).

4.This possibility is implied by Heinze (2016); he notes that democratic legitimacy sometimes needs to be compromised to achieve fundamental governmental aims, such as security—though he doubts that this is ever empirically necessary in longstanding stable, prosperous democracies. For related discussion, see Reid (2020).

5.The thesis that the truth is bound to prevail through an open ‘marketplace of ideas’—a view strongly associated with Mill, albeit controversially (Gordon 1997)—has been highly discredited in light of the huge empirical literature on cognitive bias. For a terrific review of the relevarnont empirical literature, see Bambauer (2006).

6.This leaves open the important question of what counts as expressing a view. For example, does it qualify as sharing extreme content to ‘like’ someone else’s post sharing that content, thereby promoting it in one’s feed? For discussion, see Koltay (2019: 148).

7.My own view is that it is possible to interpret Shiffrin’s theory in a manner compatible with restricting extremist speech; for this argument, see Howard (2019b: 228–230). One important implication of Shiffrin’s view is that insincere speech (e.g. by bots or those deliberately sewing discord by spewing inauthentic hateful sentiments) is largely unprotected by free speech, and so, in principle, permissibly regulated.

8.It is precisely on the condition that social media platforms refrain from exerting strong control over users’ speech that they are, at the time of this publication, granted considerable immunity for users’ illegal speech by the widely disputed Section 230 of the Communications Decency Act in the United States. For philosophical reflection on Section 230, see Franks (2019).

9.This is spelled out in Article 14 of the Electronic Commerce Directive. A notice-and-takedown approach presently applies in the United States as well, but is largely limited to issues of copyright infringement, as per the Digital Millennium Copyright Act. Notice-and-takedown also characterizes the controversial Network Enforcement Act in Germany (Netzwerkdurchsetzungsgesetz), enacted in 2017.

10.The discourse of complicity is not typically used in conjunction with this debate, but I believe it is a plausible framework within which to capture the nature of the wrong as a moral matter. Whether we should think of social media companies as genuine legal accomplices in the crimes committed by their users, such that they could be criminally prosecuted for some new inchoate offence (‘criminal platforming’), is a further policy question.

11.One promising proposal is that content flagged as extreme by artificial intelligence could be ‘quarantined’ prior to its review by human moderators—whereby prospective viewers would be notified before seeing it that it is potentially hateful (Ullmann and Tomalin 2020).

12.The idea that social media networks have positive responsibilities not simply to take down harmful speech, but also to keep up legitimate speech is certainly reflected in the popular backlash to cases in which networks remove clearly valuable content, as when Facebook mistakenly removed a famous photograph from the Vietnam War; see https://www.theguardian.com/technology/2016/sep/09/facebook-reinstates-napalm-girl-photo, accessed 11 August 2021.

13.Different complications are raised by the fact that authoritarian countries have pushed for clearly excessive and impermissible regulation of social media companies (e.g. demanding them to remove content critical of state policy). If the price of doing business in an authoritarian country is to serve as a tool for the repression of citizens’ legitimate speech, this is too great a cost.

14.While I have focused on citizens’ counter-speech in this section, it is also possible for social media companies themselves to engage in counter-speech (e.g. by putting warning labels around certain content indicating that it violates their community standards). In the case of extreme speech that comes in the form of misinformation, companies can also post links to fact-checking websites. And companies can also combine counter-speech with other methods, such as when Twitter places extreme speech behind an interstitial screen, forcing users to click through to see it and limiting the possibility of re-tweeting without comments. This occurred in response to US President Donald Trump’s claim—‘When the looting starts, the shooting starts’, which was interpreted as an incendiary threat against Black Lives Matter protesters (see Hern 2020).
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Part III

Friendship, Love, and Sex


CHAPTER 11

Friendship Online

Dean Cocking

I didn’t mean what I said last night … that was just online … You know I had to say it.

(Online bully whispers to her best friend the next day at school)

Introduction

Over the past twenty years, research investigating the nature and value of online friendship has become central to discussions concerning the impact of online technology upon our lives. In the early days of the information revolution, the pursuit of friendship online was something of a novelty. With the rise of the online social revolution, the promotion and pursuit of friendship online has become core business of the internet and part of the friendships and social lives of most of us. In this chapter, I provide an overview of the burgeoning contemporary research concerning online friendship and of the main themes, since Aristotle, on the nature and value of friendship. I aim to provide some substantial fresh research for future analyses and much of the overview work will be presented as I do so.

A central question of discussions regarding online friendships has been whether the pursuit of true friendship can proceed purely online. In recent years, many have argued that it can, and that success depends upon the moral character of those involved, that is, upon their being highly virtuous (Briggle 2008; Vallor 2012, 2016; Elder 2014). Moreover, many regard the technology itself as (relatively) normatively neutral. Indeed, many argue that internet technology is ‘just a tool’ for communication. As such, the impact upon our values of this tool for communication depends upon how we are using it, not upon the nature of the technology itself (Vogels et al. 2020; Dorsey 2021).

In this chapter I argue against both views. The first view misunderstands the nature of moral character, overstating the capacities of individuals (even otherwise highly virtuous ones) to achieve the virtuous life, underappreciating the role of others and the various features of the world around the individual in enabling and sustaining their virtue. The second view, regarding internet communication as simply a communication tool, is also too simplistic (and optimistic) an approach to moral education and maintenance. Investigating living online highlights in spectacular fashion the deep dependence of much of our valuing and values upon the multidimensional nature of self-expression and communication (and the broader moral framework) of our traditional worlds. It highlights the fragility of individual virtue and values, seemingly easily, and often very dramatically, undermined by failures of understanding and guidance when the moral demands, expectations, and sensibilities of our traditional social worlds are blurred or blocked from view.

Many are worried about the fate of a range of values as we increasingly live our lives online. As corporate and political organizations collect and harvest their ‘plutonium’ of online data about what makes us tick, many political scientists and observers are worried about the fate of democracy. We now seem vulnerable to manipulation and misinformation more than ever. Hence, the approximation to something like a ‘reasonably informed citizen’ upon which representative democracy depends now seems especially at risk (see, e.g. Mössner and Kitcher 2017). In the same way, many social scientists and commentators are worried about the fate of our personal lives. Many worry, for instance, that while we have more ‘social connection’ in our new online worlds than previously imaginable, we are seemingly lonelier than ever. As Sherry Turkle describes, we are ‘maximally connected’ but ‘alone together’ (2011). Similarly, on the basis of a large research project concerning how social media influences education and psychological development, Howard Gardner and Katie Davis describe how young people’s sense of self is being weakened, making them (even) more insecure, overly focused on their online likes, visits, and self-promotion (Gardner and Davis 2013: 75–86).

The meeting of our relational needs and interests in personal life depends upon our being engaged with one another, in communication and shared activity, in ways that give our needs and interests traction.1 In general, having fulfilling social lives notably involves the rich, face-to-face dynamic of plural modes of self-expression, communication, and activity that we have built upon for centuries. Our social media platforms, such as Facebook, Instagram and Twitter, flatline much of this territory, leaving us with a blunt choice regarding self-expression and communication. Either we express aspects of ourselves, and so present ourselves for (potentially enormous) public attention concerning these aspects of ourselves, or we give them no public expression at all. As a result, much of the moral universe we have built upon our traditional multidimensional communication landscape is lost or distorted online.

The fate of intimacy online, as the complexity and nuance of public self-expression and shared activity is flatlined on our social media platforms, mirrors the fate of privacy online. We cannot expose ourselves online but expect to have our privacy respected, for instance, by others abiding by a convention to ‘put things aside’, to not make our exposure the focus of their attention, like we used to be able to do in the pre-internet world. As Thomas Nagel (1998) and Ervin Goffman (1959) have shown, such public spaces for self-expression where things expressed can be put aside, not made the focus of explicit attention, and can be expected to be so, are very important in many ways. For instance, this kind of nuance and plurality in how we may engage in public communication helps us to flag and pick out the attitudes and conduct for which someone might be more and less responsible, that is, the attitudes and conduct that they have more and less voluntarily chosen to present for our engagement. These different kinds of public self-expression and our use of conventions for communication in regard them are also crucial for our developing expressions of self and identity. When younger, for instance, we can practise and ‘try out’ expressions of self in the public realm and make mistakes without too much attention and condemnation.

Online, however, we must choose to conceal ourselves altogether or choose to risk exposing ourselves to significant (including negative) public attention and comment.2 We may well be far better off in these worlds, therefore, with a great deal more concealment and less exposure (Véliz 2021). Nevertheless, to the extent that we live in such worlds we will be far worse off with regard to privacy, having lost much of privacy in public and the valuable forms of social connection such relational forms of respect for one another’s privacy (in public) brings.

I begin the story of worries for the fate of friendship with some detailed discussion of one of the most longstanding and notable of relational problems among young people as we live online: the different forms and prevalence of online bullying. In the following section, I focus on the nature of friendship, highlighting how friendship addresses legitimate needs, interests, and claims that are common across our nature; generates and sustains many further ones; and how the enabling of this kind of shared activity (often) crucially depends upon the nature of our settings. The focus is on a particular kind of (ideal) friendship: what Aristotle describes as our companion friends, in contrast to the ‘lesser’ (not bad) friendships of pleasure or utility (Aristotle 1980: ‘Friendship’, Bk V111). I begin with a widely discussed aspect of Aristotle’s account, the contribution of companion friendship to self-knowledge.

The question of whether or not such self-knowledge can be achieved online has been a focus of discussions about the prospects of friendship online in recent years. There are variants on this theme and some further developments that I discuss in the following section. I suggest, however (and develop throughout this chapter), a broader approach. An approach that focuses more attention both on analysing the nature and normative impact of online settings upon our valuing, and on understanding the nature of our relational needs, interests, and claims in companion friendship.

In the final section, I describe how the plural and nuanced communication landscape of our traditional worlds enables us to engage in communication and shared activity in ‘louder and quieter’ ways, and how this multidimensional territory gives life to and sustains important relational connections common to companion friendship.

Online bully and schoolyard friend

I attended a funeral eighteen years ago for the teenage daughter of a friend. Her daughter had committed suicide as the result of bullying from a barrage of abusive and shaming phone texts. Most of this bullying came from her friendship group and revolved around a very ordinary aspect of teenage life—her interest in a boy and the competing interest of another girl. Her friends were in a state of shock at the funeral, not only because of the awful occasion, but because they had been pulled out of their thoughtlessness by a sudden, stark awareness of the role they had played in causing their friend’s suicide. They were normal kids, and this occurred just before the social media revolution. None of them had any idea of how harmful their texts were, certainly not in terms of the cumulative and pervasive harm they inflicted.

That was eighteen years ago. Texting by mobile phone around the clock was still something very new. Young people, only just developing their moral compass, were especially vulnerable to being clueless about what they were doing. Since then, most of us have become all too aware of online bullying. The problem has been widely studied, and there are support and advocacy organizations, along with educational programmes throughout schools, and anti-bullying messaging across government agencies and mass media around the world. Nevertheless, it continues to flourish.3 In one of many recent tragedies, the father of a girl bullied to death online echoed precisely what I had seen nearly two decades ago: ‘(to those) who thought this was a joke … come to our service and witness the complete devastation you have created’.4

So why are we so stuck where we started? Aristotle thought ‘argument’, or more formal lessons and instruction, such as one might get from school and through media, was rather lame in being able to move us to be good (1980: Book X, 9). Thus, for Aristotle, in so far as current instruction about the dangers of online discourse is of more explicit instruction of the ‘do’s and do not’s’ and appeals to reason and our ‘better selves’, it will not be very effective. We also need to create and support virtue, or virtuous character, by focusing far more on providing the infrastructure for both personal and civic life that enables and maintains inclinations towards the good (our love of what is good). In particular, we need to do so by inculcating and supporting habits in people to want to behave in good ways.5 Otherwise, without their already being inclined toward (or, open to seeing) the good, arguments about why they should behave in ways that are good willnot be well understood. As Aristotle explains:


the soul of the student must first have been cultivated by means of habits for noble joy and noble hatred, like earth which is to nourish the seed. For he who lives as passion directs will not hear argument that dissuades him, nor understand it if he does … the character, then, must somehow be there already with a kinship to virtue, loving what is noble and hating what is base.

(Aristotle 1980: Book X, 9, 1179b23–34)



Commonly, however, the problem of online bullying, like many antisocial problems online, is not that users have suffered a notable lack of moral education in their lives, whether in terms of cultivating the right inclinations or receiving the right moral instruction. Many online bullies are raised in (relatively) morally functional and supportive worlds within which they clearly understand that bullying is wrong and have little inclination for it. Moreover, nowadays, unlike more than nearly two decades ago, they do not lack moral education about the problem of bullying online. How and why, then, do those who are not bullies offline continue to become bullies online? How do we explain the ongoing moral failures undertaken in the communication territory of social media by otherwise relatively well-inclined, competent moral agents?6

One way in which obfuscation of our moral knowledge in revolutionary technological environments could be explained is by pointing to the creation of significant ‘interpretive flexibility’ within these environments (Bijker et al. 2012). Additional and distinctive moral uncertainty often appears with the onset of revolutionary technology. When we are so unfamiliar with the options the technology presents, our understanding of what it all means can be especially open to variant interpretations. In time, as we get more familiar with the nature of our new world, the range of plausible interpretations we can help ourselves to closes up and understanding becomes more settled, widely shared, and clear.7

This kind of explanation, however, can no longer help us too much with regard to online bullying since the ‘newness’ of the technology is no longer the issue. Even more striking, there is no lack of education about the problems and risks of the technology. As mentioned above, this is also true for the persistence of many other negatives of life online. For instance, nowadays many people ‘know’ about various privacy risks. Nevertheless, many of these people ‘in the know’ behave as if they do not know when they get online (Debatin et al. 2009). Most of us are by now well aware of a wide range of relational wrongdoing flourishing online, such as shaming, blaming, and humiliation, and are well aware of how these can escalate, get out of proportion, become a witch-hunt, and do great damage. Yet, like bullying and undermining one another’s privacy (including doing so to oneself), in spite of such widespread public knowledge, these online problems continue to flourish.

Another, currently quite influential, explanation for how users seemingly lose their moral compass online is that they become addicted to the short-term rewards of likes, clicks, attention, and so forth designed into social media platforms. (For a variety of disturbing and interesting cases described in terms of addiction online, see Aitken 2016.) Addiction no doubt is an issue, and unlike interpretive flexibility, provides an explanation for the apparent ongoing failure of reason despite experience online and education about online evils. At best, however, addiction can be only a part of the story.

Short-term rewards, along with short-term attitudes generally, of oneself and others, present problems in all sorts of ways absent anything to do with addiction. For instance, my focus on relentlessly getting positive re-enforcement about myself from others is a problem. It means, for example, that I never give myself the time and space to consider my faults, to be honest about myself, to adjust expectations, and to make some progress. However, my conduct and the problem with it might arise from all sorts of psychic states and efforts, for example, that I am insecure, or shallow, or because I am doing my best, however misguided, to self-improve. We need an explanation for the obscuring of our values by the territory of online self-expression and communication that is both deeper and broader than problems of addiction.

Often, we can show ‘knowledge’ of moral territory, and of how to behave accordingly, but our actual behaviour tells a different story. We may even be able to pass quite stringent tests, show a good knowledge of the issues, and of obligations and permissions with regard them, but not ‘walk the talk’. We may simply be going along with the rhetoric and using it to cover the reality of our selfishness or ill will. However, failures to apply our moral knowledge are often not about being selfish or immoral, nor our ‘talk’ simply a smoke screen for our lesser selves. Many young people who engage in online bullying are not especially selfish or driven by ill will. Instead, quite normal desires, needs, and attitudes, such as wanting to stay in the swim of their social milieu, are commonly at play (for a contrary view of one kind of case, see Martha Nussbaum’s account of sexist bullying in terms of hate crime, 2010).

While such peer pressure and how it can send young people astray is hardly anything new, the design and milieu of online social media platforms has introduced various additional and distinctive ways to undermine and obscure moral sensibilities. Facebook, Instagram, and Twitter, for instance, all limit self-expression and communication to the presentation of images and text. In turn, users immersed in these communication environments become especially vulnerable to understanding themselves and others in the limited, often distorted, terms of posted images and text. As a result, many users lose sight of one another as subjective moral beings and (otherwise loud and clear) concomitant moral understandings about how to treat one another.

One mother told me her daughter’s online bully and schoolyard friend whispered to her daughter back at school: ‘I didn’t mean what I said last night … that was just online … You know I had to say it.’ Once back at school she seemed to recognize that what she thought was acceptable discourse online was not okay back at school. At the same time, however, she felt enabled and expected by the online milieu to behave as she did and thought that her friend should understand this—it was ‘just online’. The problem of the altered territory of online social worlds, therefore, is not just that the territory is so unfamiliar, or that we are suffering an abnormality, such as addiction. These problems are certainly issues, but the more fundamental issue is the dysfunctional nature of the territory itself, how the communication territory of social media platforms obscures application of our moral knowledge and undermines our capacities to appreciate value.

This obfuscation occurs in a similar way to how features of the territory upon which many (modern) wars are fought presents what the military describe as the ‘fog of war’. Here, they are describing a changed landscape, in which, for instance, it is especially difficult to tell friend from foe, and how this obfuscation undermines applying relevant moral knowledge, such as that it is impermissible to target civilians. While this territory is certainly additionally morally problematic when first encountered, the nature of the territory itself—not being able to tell friend from foe—remains a fundamental problem.

The schoolyard friend gives two closely connected explanations of her online bullying: the need to ‘fit in’ with her online social milieu and the very different norms of social discourse in this milieu. The obfuscation of her online bullying produced by the alteration in social discourse occurs in an analogous way to the obfuscation created in the military case. In both kinds of cases, the moral fog descends to obscure the application of moral knowledge due to altered territory of self-presentation and communication. In the military case, the altered territory means our enemies present as civilians, or even friends. On social media, the altered territory means, for example, that even our ‘friends’ have limited and distorted expression qua ‘persons’, and so we may be led to treat them as less than persons, such as legitimate targets for abuse.

Nowadays, the contrast between offline and online terrain has mostly gone—we live in an online world. Most ‘friendships’ people have online are also ones they have offline. One might have supposed, then, that even if social media platforms distort or do not allow certain kinds of self-expression or communication that are needed for friendship, our traditional worlds nevertheless do, so we can correct distortions and make up for losses. Moreover, there is a variety of online media and resources in wide use nowadays providing much more information for everyone about everyone, including many reality checks about one another (on the ever-increasing worlds of social media and resources online, and the variety of positive forms of friendship this may bring, see Kaliarnta 2016). Thus, whatever ‘moral fog’ might be created within certain online social worlds, both the range of online media and resources we use, along with our location in our traditional worlds, might be thought to provide the clarity to lift any moral fog caused by particular online social worlds.

Unfortunately, the case of ‘online bully and schoolyard friend’ shows we have significant reason to worry about things going the other way. Schoolyard bullies in our traditional worlds have always been common. Here, however, our schoolyard friend has become our bully. Moreover, the case is a very representative one, highlighting the problem and puzzle of how non-bullies become bullies online. Thus, instead of being corrected by the moral force of our traditional worlds and the ‘fog’ being lifted (indeed, despite significant, additional education efforts across our online and offline worlds aiming to do so), the problem has spread from online worlds to wreak additional havoc in our traditional worlds. It may be a social disaster (rather than, or as well as, a corrective balance) that we now live in an online world, or that most online friendships are now ones that are also conducted offline.

Young people are only developing their understanding of themselves and their relations with others and the world. How these understandings develop will largely depend upon what they get from their environment—the prevailing attitudes, judgments, norms, conventions and rules of the game. If they increasingly grow up online, they will be especially vulnerable to taking on and adapting to the design and milieu of their online social environment. While living online may be causing damage across our social worlds, we can imagine, nevertheless, a future in which we have transcended online evils, such as online bullying. The online social revolution is in its infancy, and the future of technologically mediated social life may well be far better designed and regulated. Hence, we might imagine the problems of bullying, trolls, shaming, demonizing and so forth to be a problem of ‘finding our feet’ and playing catch up with the technology.

However, as the case of ‘online bully and schoolyard friend’ also shows, we should not let our imaginations give us too much comfort. For, while we may know better and can do better, we have a strong record of managing to stay stuck where we started or ending up somewhere worse.8 If we are to progress towards a better world of technologically mediated social lives, we also need to better understand and address our propensities to stay stuck or devolve morally.

We can, however, still imagine an online future transcending the current regular diet of online evils. Would we then be free to pursue friendship online? Is there anything intrinsic to communication online that presents structural barriers to friendship? Philip Kitcher thinks so:


Suppose the internet becomes as safe and well-mannered as you like. Cyberbullying, sexual predation, revenge porn, cruel pranks, all become things of the past. Yet the pressure to advertise oneself positively on social media remains, and even intensifies … (offline) interactions are typically less frequent and shorter than those through which friendships of the kinds most admired are developed and sustained … some dimensions of friendship become rarer. The spate of online chat doesn’t offer much opportunity for serious exploration of goals, for thinking through uncertain prospects together, for providing and receiving aid or consolation, for sharing the deepest joys. When an intimate friendship has already been formed, contact online can provide resources for maintaining it … What strikes me as less clear is how multi-dimensional intimacy is achieved without shared experiences, without episodes of standing together against some common threat, without the moments when troubles are confessed and advice is sought. The world I have imagined has banished online evil. Despite that, it is a world in which one of the most valuable aspects of human life has been reduced and cheapened.

(Kitcher 2021: 5)



To determine what reason we might have, if any, to worry about the fate of friendship in an online world, it will be helpful to focus and raise our understanding across a few fronts: the nature of friendship, identifying and evaluating our relational needs and interests, and perhaps most of all, the nature of our capacities to appreciate value and sustain our values (and virtue). We should then be in a better position to investigate whether limitations or distortions online undermine friendship and other values. Let us begin by asking: what is friendship and why do we need it?

Friendship, our nature and settings

One well-known answer from Aristotle to these questions is the contribution friends make to one another’s self-knowledge: ‘If, then, it is pleasant to know oneself, and it is not possible to know this without having someone else for a friend, the self-sufficing man will require friendship in order to know himself’ (1915: 1213a20–1213b). The ‘self-sufficing’ character Aristotle has in mind is someone self-sufficing in virtue, someone able to create and sustain their own state of virtue. Such a character is, of course, an ideal whose capacities with regard to their own virtue go way beyond ours. We may be morally resilient (good at sustaining our moral compass in difficult terrain) and morally creative (good at coming up with helpful and non-harmful ways of regarding and treating others). Certainly, these may be important guiding ideals for us. Also, however, not only are there limits on how resilient and creative individuals might be, but we also very much need one another across both fronts. Thus, self-sufficiency in virtue does not make much sense. At least, the ideal is quite a limited one, one that needs to be balanced by very different, sometimes conflicting, relational ideals concerned with how we might better support and contribute to one another’s flourishing. For Aristotle, the ideal of friendship takes centre stage here and the development of our self-knowledge is one way in which it does so.

Aristotle’s ethics has been the wellspring for most philosophical discussions of friendship and of what might be important and distinctively valuable about it. Of the many things he writes about friendship, one of his most commonly cited views is that ideal friendship, the best of companion friendships, exists between those who are virtuous. The mutual recognition of one another’s virtue, it is often claimed, provides the grounds and characterizes the kind of intimacy, deep affection, trust, loyalty, and so on that is found in excellent companion friendships (Sherman 1993).

Aristotle did allow that those less than virtuous could be friends (1980: Bk VIII, 1, 1154b34–1155a25). He also thought that those unequal in virtue and fortune could be friends (there must be mutual love for one another, see, for instance, on how slaves and non-slaves could be friends in this way, 1980: Bk VIII, 12, 1161a30–b). In any case, however, we can imagine ways in which the virtue of friends could contribute to one another’s self-knowledge. Sherman, for example, points to how recognized similarity in virtue can contribute to self-knowledge by providing moral role models for one another (1993: 105–106). Some point to the mutual enhancement of one another’s moral sensibilities that comes with recognition of one another’s virtue (Thomas 1989: 147). John Cooper highlights how virtuous friends provide objective views of one another (1980: 322–333). Marilyn Friedman points to how friends can correct the biases of our limited subjective perspectives (1993).

Beyond his appeal to the self-knowledge friendship provides, Aristotle also seems to regard shared activity as more broadly valuable, as a wider wellspring for the expression and creation of value: ‘If it’s a fine thing, as it is, to do good when one has the goods of fortune, to whom will he do good? And with whom will he live?’ (1915: 1213a 26–28; for extended discussion, see also Aristotle 1980: Bk. IX, 9, 1169a35–1170b20). On this approach, concern about the prospects of friendship online would have a broader focus on how communication and shared activity found in companion friendship enables our capacities for value appreciation and gives expression to, and generates a range of, relational values (on shared activity, see, for instance, Cooper 1980). How then, might we imagine the shared activity of friendship to enable our valuing and generate values (and virtue) beyond merely communicating knowledge?

As with our consideration of the self-knowledge friendship provides, one way to gauge the value of friendship is to identify some key needs and interests we have but which are beyond our own individual capacities to create or sustain, and then show how they are met by the shared activity of friendship. I have suggested elsewhere (Cocking 2014) that one good way to see how some of our fundamental needs, interests, and related values are not met when we change the territory of communication and shared activity is by reflecting upon Plato’s presentation of Glaucon’s tale of the Ring of Gyges, albeit in a somewhat atypical way (Plato, Republic: Book 11, 359b–360b).

In the tale, when we put on this ring, we become invisible, thus being able to escape censure and run amok with impunity. Accordingly, the tale seems to raise the question: do our reasons for being moral really just reduce to self-interest, that is, avoiding punishment? Also, however, we can imagine how terrible it would be if we were reasonably happy, good people, with a life grounded in relationships of mutual love with family and friends, and we were somehow stuck with this ring. Now your family and friends cannot see you. I have suggested that this would make the ring a tragic curse, given the loss and distortion of the rich, ongoing dynamic of communication and shared activity that it would seem to bring. Suppose, however, that things are not so extreme, that not so much is lost and distorted. Your loved ones can now see you and hear you—but only online. Things will be better, since others can now see and hear you. However, you are still not there, not only to touch physically (as if that would not be enough), but to communicate and share activity at the dinner table, in the garden, and everywhere else. It may well be better than being invisible, but, surely, the finger would have to go.

Many of those who argue that there are no decisive structural barriers presented by online communication to pursuing and achieving friendship purely online claim to do so from an Aristotelian perspective. It is clear, however, that Aristotle thought that even exemplars of virtue, brought up well to both understand and love the good, will need a broader morally ‘supportive’ social world around them to help create and sustain their virtue. As we have seen, they cannot be ‘self-sufficient’ in virtue. In addition to needing friends for self-knowledge, however, Aristotle also thought that they need a well-developed suite of laws, regulations, social conventions, and various informal mechanisms, including of punishment and censure, to inform and nurture their understanding and love for the good. Also, since they are not perfect in virtue, they will need the support of this broader social system to help reign in the less-than-perfect aspects of themselves (1980: Book X, 9, 1179b39–46).

Friendship online

Twenty years ago, in Unreal Friends, Steve Matthews and I argued that friendship online pursued solely through text-based communication could not achieve real friendship (Cocking and Matthews 2000). The problems identified were limits and distortions of self-expression and communication that ordinarily informs friendship and provide grounds for the relational identity we construct in it. The distortion and limitation highlighted was the primacy given to one’s own chosen, controlled, and so more voluntary self-presentations in providing the grounds for interaction in purely text-based communication. Less conscious and voluntary aspects of one another, we argued, are lost or minimized online, and as a result so too are many aspects of our conduct and psychology upon which the interpretive shared activity of friendship proceeds. For instance, that our friend is ungenerous or easy-going emerges, say, when out socially, or at work, often without our friend’s more voluntary testimony.

As noted in the introduction, much philosophical discussion of friendship online has focused on whether it is possible to achieve friendship in purely online contexts. The issue of limits and distortions on less chosen and voluntary self-expression, and of the more complex, nuanced, and richer communication we have in our traditional worlds has been a main arena for investigating the question. For some, our less conscious and voluntary aspects of self and our related interaction with one another need not be of any necessary, special import to intimacy. Indeed, for some, even the early online social contexts of text-only communication can deliver the deep and rich knowledge of and connection between one another that features in friendship.

In reply to Unreal Friends, for instance, Adam Briggle highlights how our traditional worlds are also full of limits and distortions in self-expression and communication, including ones generated by the less-than-voluntary aspects of one another. As a result, he writes, the ‘distance’ of virtual communication can liberate us, enabling our ‘real’ selves to flourish away from the falseness, lack of focused attention, and shallowness that can accompany our offline lives (Briggle 2008: 72). In a representative statement, he writes, ‘the fate of online friendships depends at least as much on the people involved as it does on the tools used’ (2008: 73).

Nicholas Munn also argues that friendship pursued solely online is possible. However, this is not because there are no real losses in self-expression, nor barriers to knowledge of one another online, or because whatever losses or barriers there are, our individual virtue can prevail. In fact, for Munn, online text, picture, and video communication platforms, such as Facebook, Twitter, and Instagram, cannot deliver close friendship. They fail because they are primarily about facilitating acts of communication, rather than forums for shared activity, and it is shared activity, he argues, that is crucial for friendship: it is ‘the act of engaging in shared activity, rather than the medium in which that activity is engaged in, which is the crucial determinant of friendship development’ (Munn 2012: 8–9). Unlike our social media platforms, however, the immersive worlds of massively multiplayer online role-playing games, he contends, are primarily about engaging in shared activity. Moreover, this shared activity gives our less chosen and conscious aspects of self far more expression than social media platforms, since we unavoidably reveal such aspects of ourselves in our immersive game playing. Thus, he argues, these communication mediums can provide the richer shared activity commonly featuring in friendship.

For Aristotle, governance by reason is central to valuable shared activity. Thus, it is needs and interests that are permissible or that we ought to develop and pursue that will be the focus of the kind of shared activity important to friendship. The shared activity of the vicious or that is corrupting of virtue, or that is a complete waste of our time does not meet, or undermines, the needs and interests it is (rationally) desirable for us to have. Such shared activity, therefore, is without value or bad. On the other hand, the rationally governed shared activity of friendship addresses many of our (legitimate and worthwhile) needs and interests concerning intimacy. However, even if we consider only self-knowledge, it is hard to see how the shared activity of playing games together online could suffice to deliver (even this aspect of) companion friendship. The broad and deep contributions to self-understanding commonly claimed of companion friendship plainly go well beyond whatever contributions the shared activity of playing games together online might bring (which, nevertheless, may have some value and create and sustain some of our intimate relational needs and interests).

Many writers now seem to agree that while social media platforms may present limits and barriers, the virtuous will do well enough at navigating any limits and distortions of information and shared activity to achieve friendship purely online. Alexis Elder argues that ‘social media poses no threat to the richness and particularity of friendship … Users will be best positioned to enjoy excellent friendships online if they show appropriate sensitivity to social context and some skill at handling complex social exchanges … not so different from the skill set that benefits any other friendship’ (2014: 290; see also Vallor 2012 and 2016). Certainly, it is true, as Briggle suggests, that our face-to-face worlds are often limiting, dysfunctional, and oppressive. As a result, it can also be true in various ways that people might be better off pursuing their lives elsewhere, such as online, or with a pen pal. We may be in prison, for example, and a terrific pen pal may provide an honest, insightful, and rich dialogue that we come to reciprocate. Over time, this may deliver genuine affection and some of the development of intersubjective identity that features in friendship. Thus, for example, we both may recognize and run with each other’s openness to one another’s interests and ways of seeing things; the dynamic builds and so too do the desires, reasons, and self we come to create together. (On how friends creatively interpret one another, beyond providing virtuous role models, objective self-knowledge, and so forth, see my ‘drawing’ view of friendship (Cocking and Kennett 1998; Cocking and Kennett 2000; Cocking 2007; Cocking 2014).)

Nevertheless, would it not be better if we were able to communicate face-to-face, and have the limits and any distortions of our communication as penfriends removed? Sometimes it might not be better. Perhaps after meeting the penfriend in person you soon discover you cannot stand one another. In some cases, because of the person (they may have physical or psychological difficulties) or their circumstances (they may be isolated), technologically filtered communication may be as good as it gets. Particular cases aside, however, we would not generally want companion friendship to be so hostage to such limits and distortions. Very virtuous people may do very well despite them. However, it is hard to see how they would not do a great deal better without forces undermining fundamental capacities for self-expression, communication, and shared activity.

Robert Frank, for instance, highlights how our emotional responses are crucial for signalling commitment, and how the plurality of expression in face-to-face activity gives us more reliable information about one another in this regard (Frank 2004). Barbro Froding and Martin Peterson (2012) highlight how the limited information we have about one another online (confined to more voluntary expressions and less spontaneous and diverse shared activity) means we only get parts of one another to admire, love, and trust. We do not get the whole person. Thus, the mutual love and admiration based upon recognizing one another’s virtue that marks the Aristotelian ideal of companion friendship, they argue, is out of reach online. We simply don’t get enough information about one another for the more complete recognition of one another’s virtue upon which the more complete love and admiration of companion friendship is based (Froding and Peterson 2012; see also McFall 2012).

Still, many others, in addition to Briggle, Vallor, and Elder, disagree and argue for the prospects of Aristotelian friendship online. Bulow and Felix, for instance, argue that the Aristotelian requirement of (ideal) companion friendship that it holds between those who are equals (in virtue) can, depending upon circumstances, be met online, and in many cases much better than in the circumstances of someone’s offline world (Bulow and Felix 2016). Kristjansson (2019) supports the prospects of Aristotelian companion friendship online by arguing that the ever-developing sophistication of modern technologically mediated communication gives us many more options than were ever available for penfriends. Many penfriends, nevertheless, have been thought real friends. Indeed, some penfriends have been regarded great friends, as having achieved deep intimacy. Kristjansson gives a few cases, but the most discussed is the relationship between penfriends Voltaire and Catherine the Great. Thus, increasingly, we will have far more reason to regard ‘e-pals’ (online friendships) as genuine friendships, than we ever had for penfriends (who, nevertheless, we thought did well qua friendship).

It remains true, however, that there are limits and distortions internal to the nature of online or purely text-based communication, which in turn limit and distort self-expression, communication, and shared activity with regard to our capacities for value appreciation and some of our important relational values.9 In order to illustrate more clearly how the pursuit of ideal companion friendship (or something closer to it) depends upon the nuanced complexity of communication in our traditional worlds, I now describe some specific ways in which this communication landscape has enabled the pursuit of important relational connections and values that are unavailable (or far less so) online.

‘Don’t say it out loud’

We all know that even if we think something is true, that does not make it a good idea to say it ‘out loud’. Indeed, sometimes, not only should we say nothing at all, but we should also try and not let what we are thinking be communicated at all, such as through non-verbal expressions. For example, I might be disappointed in my child, or have negative thoughts about how they have behaved, and the most important consideration be that I give no expression to this due to the damage it would do to their self-esteem. On the other hand, it is also (often) very important that we are able to give our thoughts, feelings, and desires appropriate public expression. Indeed, without such communication possibilities, various relational interests and needs could not get off the ground. Our traditional worlds provide the nuanced communication that enables the appropriateness of expression that these relational connections so desperately need.

When, for example, tragedy strikes with the death of a loved one and we need to give one another deep emotional support, various ‘quieter’ forms of communication will feature prominently. In such disasters, we commonly support one another mostly by being with one another. Many things may need communicating, but often not by saying anything at all and rarely by saying things ‘out loud’. We largely monitor one another quietly, tailor our interaction accordingly, and try to protect and support each other without making any of this loud and clear, too conscious and obvious. We may need to be left more to our own thoughts, given more of our own ‘space’, but more than ever we may need to not be alone, to be in communication with one another, but in quieter ways.

We should not say, or perhaps even express at all, certain negative things about our children, when doing so would badly damage their self-esteem. Also, of course, it is very important that we are all located within a public space where our children can make their mistakes, express faults, and we can be witness so that we may support and guide them (without showing disappointment and other negative reactions). It is also important that we are able to communicate and share activity in public together, but without making much comment about one another’s conduct, as a way to protect and preserve other values (beyond the cases mentioned earlier of respecting privacy in public or enabling the ‘trials and errors’ of the developing moral agent).

Often, for instance, we do not want our loved ones to become too aware of themselves, so that we may protect valuable forms of expression from the crushing effects of self-consciousness. We do this all the time with our children, not making them self-conscious of their nakedness, how they mangle their words, their efforts to play sport, create art, tell a joke, or make a point in front of adults. However, it does not stop there. We cherish many things about one another’s ‘mature’ self that we (mostly) keep to ourselves lest we spoil the value that their unself-conscious expression brings. I notice, for example, that my (adult) friend is waxing lyrical about the wonder of trains, or happily immersed in building a pretend train track around his house. I also notice how the nature of his excited, remarkably comprehensive dialogue about trains, or the nature of his ‘doing something he really loves’ is partly, at least, due to (and characterized by) his being blissfully unaware of himself as so ebullient or happily immersed. In order not to spoil the party (this time at least), I leave it that way and say nothing ‘out loud’, thereby protecting the valuable forms of self-expression and activity enabled by his lack of self-consciousness.10

Our navigation of the terrain of our plural modes of self-expression and communication (with the aid of some ‘maps’ in the form of longstanding conventions) enables us to express and address many of our limitations, potentialities, strengths, vulnerabilities, weaknesses, and more generally our relational needs and interests. On the limitation and weakness side, for example, are our needs for inclusion, to not be overly shamed and blamed, our proneness to error, need for protection, our defensiveness, self-consciousness, and innocence.

As described earlier, our inhabiting the very different realms of public and private life provides one important locus of the multidimensional terrain for communication and shared activity that features in our traditional worlds. Our varied modes of communication and shared activity often proceed in terms of this contrast, such as in the case of the ‘schoolyard friend’. Recall, back at school, the next day, where quieter communication is available, the schoolyard friend whispered her comments. She was able to make them privately, indeed secretly, unrecorded words between the two of them, thereby enabling her comments, and whatever value or disvalue they express, to be made at all. The nature and value of ‘louder and quieter’ varieties of communication and shared activity, however, goes beyond the locus of the public and private realms. The failure of social media platforms, such as Facebook and Twitter, to enable a spectrum of ‘more and less’ public exposure (along with well-regulated conventions guiding their use) has, in itself, presented significant, well-documented problems, quite apart from, or in addition to, any problems for privacy.

The structure of a typical kind of case, for instance, is that someone has committed a wrong that may well deserve some public exposure and censure, but that does not deserve anything like the overexposure and unconstrained censure that is unleashed online. Thus, the problem of inappropriate kinds and degrees of negative reactive attitudes need not be so much about privacy violations, or that people were not entitled to this information about us. Privacy violations are often involved, but the more general, primary problem concerns overexposure and censure, whether or not privacy violations are involved and part of the injustice. The injustice of the overexposure, for example, is often caused by how one is exposed online, such as by a frenzy of shame (often by complete strangers)11 that the online publicity and milieu has generated, and this being readily available, with images, stories, and comments that really ‘shout it out loud’. (For many awful cases of shaming online, see, Ronson 2015.) The multidimensional terrain of our traditional worlds for public self-expression, communication, and shared activity is, therefore, itself (without reference or contrast to privacy) an important locus of relational connections and values.12

The development of our intersubjective selves in communication contexts without this plurality of self-expression, communication, and shared activity (along with the absence of a relatively functional backgrounding moral world) is thereby limiting and distorting of our capacities to be moral agents. In the case of the pursuit of companion friendship online, we are less able to express, develop, and properly engage with one another’s relational needs, interests, and demands, and so create and sustain a suite of relational values.

Conclusion

The ubiquity of social media gives us special cause to worry about the kinds of self-expression and communication it enables. We now live in an online world, and while our offline moral universe may provide some much-needed balance and correction, cases like ‘online bully and schoolyard friend’ show that things are also going the other way. As many other kinds of cases also show, the moral reality checks of our traditional worlds commonly lose out in the moral fog created online.

Now that the pursuit of personal relationships online is, to lesser and greater extents, ubiquitous across the lives of most, the limiting and distorting impacts of the online medium threaten our capacities for value appreciation and various aspects of our relational values. Beyond friendship, important aspects of respect for privacy, civility, and autonomy commonly get lost and undermined. Indeed, the basic capacity of moral agency to ‘treat like cases alike’ is routinely disabled by the limiting and perverting effects of the medium and its milieu (such as is also shown by the online bully’s failure to recognize her conduct as bullying while online). Our moral worlds, our capacities to practise our hard-won moral understandings and conventions, are fragile.

Many are discussing options about how to better use what we have, and how to improve what we have, that is, how to design software that is more value-sensitive. In the former arena, for instance, Elder suggests that the varied tools across social media platforms that we have to ‘unfriend’ and disconnect from others, rather than lead us to regard others as too easily disposable, can actually be better used to improve civic discourse online (2020). Some of the other medium and milieu problems, such as the dominance of short-term attention and rewards (likes, clicks, views) and self-other competitive comparisons are also getting some corrective attention. Recently, for instance, Instagram removed from public view how many ‘likes’ a post gets to help address the competitive problem of social life online.

We need appropriate territory for moral understanding to get traction and be guiding. Even if such improved territory for moral discourse online is developed, however, it is hard to see how it could accommodate the rich and plural territory of offline intersubjective self-expression and communication, along with the regulatory support and force of the broader social settings that help generate and support our relational needs, interests, claims, and values.13

One helpful way forward for better value-sensitive design of computer-mediated communication would be to receive more guidance by the understandings we have about moral education and maintenance from our traditional lives and worlds. Living online, however, highlights some significant problems for standard accounts of moral education and maintenance. Moral education, for instance, has long held self-conceit (i.e. rampant self-interest; see Kant 1996) as the culprit of our moral corruption. While it often is, it often is not. The case of the online bully and schoolyard friend, along with many others, illustrates how problems of moral fog commonly arise and undermine our moral capacities without any aid from self-conceit. We can remain stuck where we started, or end up somewhere worse, even when we otherwise (when out of the dysfunctional terrain) do know better, can do better, and are inclined to do so. Aristotle’s account of moral education in terms of requiring knowledge, ability, and love of the good for virtue remains compelling (1980: Book X, 9). However, the various wellsprings of moral fog commonly demonstrate how we can still fall short. Moral education, therefore, also needs to focus a great deal more on understanding such failures.

The future design of online social worlds should also give greater acknowledgement to the limits of the terrain created for communication and shared activity. Accordingly, in addition to value-sensitive online design drawing upon a deeper and broader understanding of how our relational values are enabled and sustained, future design for social life in an online world should also focus on improving (rather than replacing) our engagement in the complex, nuanced terrain of communication and shared activity of our traditional worlds.14
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Notes

1.I mean here, as I do throughout where I mention needs, interests, and claims, our legitimate relational needs and interests, such as for strong emotional ties with one another. I do not mean ‘any old’ needs and interests, nor to raise any alarms of a naturalistic fallacy, sliding (simply and quickly) from describing how things happen to be to what we ought to do. Thanks to an anonymous reviewer for raising such concerns.

2.I am imagining here the lack of the convention to ‘put things aside’ in online public spaces, not talking to a close friend one-to-one online. In our traditional worlds, of course, people may not abide by such conventions and we may just as well be subject to humiliation and abuse. As noted below, however, online our abusers may be great in numbers, their abuse may carry on 24/7, our ‘mistakes’ may be available for comment indefinitely, and all of this negative public attention can largely go unchecked.

3.Across the school system in Australia, for example, we have embedded e-safety programmes. Nevertheless, online bullying remains a significant problem. Certainly, educators involved in school pastoral care and well-being programmes commonly testify that online problems of bullying, harassment, and so on, are among their main problems. Many of the figures we do have indicate that online bullying remains a significant problem in many young people’s lives—around one-quarter is a common figure for the number of young people who have been bullied online. The pursuit of social life online has changed and escalated how people can be bullied—by whom, how many, and how often. While bullying is one of the more recognized and addressed of online problems, I am not suggesting that we do not need more study and data, for instance, in regard to prevalence and shifts in types of bullying, concerning who becomes a bully and why, and responses that work. An anonymous referee has suggested that my presentation of the problem of online bullying is limited to an ‘anglophone’, especially Australian, context and does not apply to Scandinavia. I think it is (at least) clear that the problem of online bullying is widespread (enough) and that it is different in various ways (as just noted above) from traditional bullying. For some, however, the problem has been overrated (see Olweus 2012).

4.I refer here to the case of Amy ‘Dolly’ Everett, a fourteen-year-old girl well known on Australian television (see, e.g. BBC News 2018).

5.Many read the ‘inculcating of habits’ as the developing of instincts that bypass reason. Quite the contrary. Aristotle emphasizes the role of reason in directing and regulating our inclinations. Thus, we come to find pleasure and pain in the right places, that is, where these places are truly pleasurable and painful. I owe all of these points to Roger Crisp. Aristotle argues that without this role of reason in forming our habits, our habits will become indifferent and resistant to reason.

6.A key problem is that the ‘infrastructure’ mentioned above is not there online. As I indicate in the conclusion, the ‘moral fog’ account I sketch below aims to shed further light on how this absence leads people astray.

7.‘Interpretive flexibility’ applied to technological artefacts has been widely discussed, along with different ways in which it might occur, such as because of insufficient evidence and knowledge or due to their being multiple explanations of the evidence. I owe my understanding, as described above, of how the concept can apply in normative ways, to Jeroen van den Hoven. This use of ‘interpretive flexibility’ (no doubt in a few senses) provides a compelling explanation of how moral uncertainty often emerges with the new possibilities brought by technological revolutions. As I go on to argue, however, there is also a further problem of moral fog created by the territory itself. This problem is not that there are alternate plausible interpretations or that there is not sufficient evidence to know what to make of things. Rather, the problem concerns how the territory ‘pushes our buttons’ (often legitimate needs and interests, such as needing to fit in to a milieu) to lead us to act badly, and the absence of a suite of moral guides and forms of censure to help direct us the other way.

8.The obfuscation about climate change is a spectacular contemporary example of moral fog. A strong evidence base of the problem, along with publicity about it, has been around for at least fifty years or so.

9.At the same time, of course, due to certain psychological aspects of the individuals involved, or because of the circumstances of their offline worlds, or due to some mix of the two, the relational needs and interests of particular individuals may do better online, or perhaps with a penfriend.

10.If such forms of self-expression and of relating to one another deliver on relational needs, interests, and values in our shared lives, then this suggests that Plato was wrong about (or overstated) the pursuit of knowledge as the road to individual virtue and the good life. Thanks to Roger Crisp for pointing out this connection to me.

11.Thanks to Carissa Veliz for suggesting this to me.

12.Just as well, our varied kinds of ‘louder and quieter’ forms of public communication and shared activity goes beyond the realms and contrasts characterized by what is more and less voluntary and what is more and less conscious. Routinely, our use of ‘quieter’ modes for communicating is, for instance, both very conscious and voluntary, such as where we raise the eyebrow or give one another all sorts of ‘looks’.

13.Short, of course, of such possibilities as future VR that does provide a grand replication of the territory. Thanks to Carissa Veliz for reminding me of such possibilities.

14.Thanks again to Carissa Veliz for suggesting that I recommend more engagement offline and for the many improvements provided by her editing.
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CHAPTER 12

The Moral Rights and Wrongs of Online Dating and Hook-Ups

Lily Frank and Michał Klincewicz

Introduction

Dating and hook-up applications (DHAs), such as Tinder or Grindr, or websites, such as Snapchat or Instagram, have increased by 18.4 per cent as compared to the same period in 2019 (Kats 2020). The way people are using these platforms has also changed as compared to pre-COVID-19 pandemic times, especially when we look at interaction through DHAs themselves before meeting in person or the phenomenon of ‘virtual dates’ (Kornath 2020). The pandemic has only sharpened the focus on the already widespread phenomenon of the technological mediation of sex, dating, and love.1 DHAs can change—or have already changed—the norms, expectations, and values associated with sex and dating (Arias et al. 2017, See also Wachter-Boettcher 2017). This is not surprising for anyone familiar with the history or philosophy of technology. From economic activity to family relations, from transportation to food, technology transforms our beliefs, values, and behaviours. From an ethical perspective, it is essential to begin to examine whether these changes are welcome or troubling in the realm of sex, dating, and love.

We divide the chapter into four sections. In the next section, ‘Dating and hook-up technologies: the current landscape’, we survey DHAs and describe the technological affordances that mediate dating, sex, and love for their users. This is important in understanding how DHAs can influence values. In the third section, ‘New moral wrongs’, we present and evaluate three areas of moral concern with respect to these affordances, adopting a pluralistic approach to normative ethical theory. We specifically focus on the new kinds of moral wrongs that DHAs introduce and their potential consequences on the norms that govern relationships in general. First, we discuss the phenomenon of catfishing, which is misrepresenting one’s identity, often radically, in online romantic and sexual relationships or profiles. Second, we consider new forms of, and the prevalence of, harassment in DHAs. We try to answer the question of whether this harassment is different from what existed in pre-DHA times and, if so, what the crucial morally troubling difference is. Third, we focus on the gamification and commodification of interaction, sex, and relationships that is facilitated by DHAs and whether gamification in this context is morally problematic. In the fourth section, ‘Ethics by design’, we outline some prominent approaches to ethics by design and highlight the challenges of applying these approaches to DHAs. In the final section, ‘Future research directions’, we speculate about avenues for future research, suggesting some of the potential soft impacts of DHAs and accompanying techno-moral change that may need immediate attention.

Dating and hook-up technologies: the current landscape

The DHA market is expected to be worth $9.2 billion by 2025 and the scale of its ecosystem is truly enormous. There are currently over 1,500 DHAs.2 The most popular (Badoo) boasts 200 million users.3 Distinct DHAs cater to various demographics (Christian singles, the polyamorous, etc.) and target people looking for special kinds of relationships (one-night stands, friendship, long-term relationships, infidelity, etc.). DHAs also vary depending on the way they allow and encourage their users to interact (video, messaging, or pre-written texts all the way to virtual reality and tele-dildonics), what their subscription model involves (free, tiered subscriptions for different features, exclusive/application based), and the algorithms used to create matches between users. This is not by any means an exhaustive categorization of the dimensions along which DHAs can vary.

Each one of the broad dimensions of DHA design creates unique affordances that can have ethical significance. An affordance ‘refers to the range of functions and constraints that an object provides for, and places upon, structurally situated subjects’ (Davis and Chouinard 2016: 241). Affordances can enable and facilitate certain behaviour, beliefs, and attitudes and also make it difficult or impossible to have others. As Donald A. Norman points out, although a chair can also be carried, a chair ‘affords sitting’ (Norman 1988). By extension, a DHA that allows its users to communicate via webcams introduces the affordance for non-verbal communication through facial expressions and body language and facilitates using tone and emotion to colour the content of one’s expressions. It also creates the affordance for unwanted nude exposure.

The mechanics and features that create DHA affordances are typically informed at least in part by the business models of the companies that develop them. Adding webcam communication to a DHA is a business decision driven by a particular business model and if there is no fungible benefit of adding that feature, then a decision to include it will likely result in profit loss. The most successful DHAs are typically those that can monetize their users’ attention through features or by adding advertisements or premium features in the application, for example by making webcam communication available only to ‘premium’ members, who must pay a monthly fee. Importantly, finding the right fit between the business model, features, and affordances and not necessarily its ability to facilitate dating, intimacy, or relationships, is the ultimate measure of success of a DHA. Some DHAs may even tacitly depend on their users continuing to use them so not finding a permanent relationship, which would put them outside of the DHA ecosystem. A business model that banks on creating affordances to form long-term stable relationships would lead to a business failure without distinct streams of revenue.

While DHAs all come with their own affordances, business models, and features, many have common mechanics that put them into a category. First, there is a matrix of potential partners. Second, there is a matching mechanism. Third, there is a mechanism to take the match beyond the DHA to an off-line meeting. The matrix usually presents profiles, which can include user-generated pictures, text, and categories, while the matching mechanism is typically a behind-the-scenes algorithm that takes as input profile features from the matrix and some sort of input from users. The most common mechanism for user input is a digital button or form that allows users to unilaterally engage with profiles presented in the matrix. There is also sometimes a ranking mechanism, which determines which profiles are presented to any one user. In small and niche DHAs, the ranking mechanism is usually very simple since browsing through all the relevant profiles does not take that much effort. In the largest DHAs, however, like Badoo or Tinder, the matching mechanism is typically complex and proprietary, sometimes even taking advantage of artificial intelligence techniques. Finally, once a match is made, an affordance for more direct communication opens up in the DHA, typically in the form of an online messaging system akin to email or more direct means.

How these three mechanisms are implemented is also to some extent a function of the business model of the company that owns the DHA. For example, on the one hand, a DHA business model that relies on large numbers of members in which differently priced memberships determine levels of potential access would largely focus on the ranking algorithm that determines which profiles make it into the matrix. A business model that relies on advertising would, on the other hand, focus on the way in which the matrix is presented to leave room for advertisements and on increasing the time spent using the DHA itself. Successful DHAs will also take advantage of market and demographic research and sometimes insights from social and behavioural sciences to create an implementation of the business model that will generate the greatest profit. Importantly, again, none of this will have much to do with actual dating, hooking up, or relationships, which typically take place outside of the DHA itself. The implementation of the basic mechanics of DHAs is primarily determined by the need to monetize attention and/or keep users coming back.

Nonetheless, the implicit failure that is built into the promise of DHAs has to be carefully managed. A user that figures out that a DHA is stringing them along to make a profit without leading to any dates, sex, or relationships isn’t likely to continue using it. So, if the DHA has enough features to maintain the illusion of possible success or simply knows how to appeal to people that are potential long-term users, it can be successful without having to negotiate this tension. One way of doing the former is to make the user more interested in gaming the mechanics of the application than in actual meetings offline. To reach this end, many DHA developers use techniques from gambling to effectively hook their users into loops of reward and disappointment similar to slot machines in a casino or loot boxes in video games (Klincewicz et al. 2022). One way of doing the latter is to explicitly target a demographic that is least likely to look for stable, long-term relationships. While the very existence of these mechanisms and business models could be considered a moral wrong, we remain neutral about it here. Instead, we focus on the way in which DHAs generate affordances for potential moral wrongs.

New moral wrongs

Deception and trust

In a recent case featured on the reality TV show Catfished, after over a year of an intense online relationship which started on a dating app, British hairdresser Alex wanted to meet Matt, his fiancé, in person. After a televized investigation, it was revealed that Matt was a woman who was engaging in the relationship as an act of revenge against Alex. She met Alex once and he had called her ‘boring’. She explained that she needed to teach him a lesson.4 Nev Schulman, documentary filmmaker and host of the Catfished, was himself deceived for months while in a long-distance romantic relationship through Facebook. He believed he was talking to a nineteen-year-old artist but was actually communicating with a middle-aged housewife who was struggling with mental illness.5 These cases are extreme but by no means uncommon. It is also true that deception is not a new phenomenon in the context of romantic or sexual relationships. What is unique about deception mediated by the internet is the extent to which someone can misrepresent themselves (from age to gender, physical appearance, geographical location, etc.) and the length of time for which someone can continue the charade. This is perhaps also why romantic deception online has its own pleonasm: catfishing.

There are at least four different kinds of catfishing: (a) the scammer impersonates someone else in order to extract gifts, money, or other favours from their victim; (b) the scammer wishes to torment, exact revenge upon, or monitor the victim by developing a fake relationship with them online; (c) the scammer hides their identity because of insecurity about possible rejection of their romantic advances; or (d) the scammer wishes to explore what it would feel like to be someone else more generally. Although there is little empirical research on catfishing, we assume that all forms of it will fall into a spectrum in one of these four broad categories. Version (a) is clearly criminal, so not as philosophically interesting and (b) is morally wrong but relatively easy to understand from a moral perspective by analogy to cases of revenge outside of a DHA. Categories (c) and (d) present interesting material for philosophical analysis. In category (c) the perpetrator disguises or invents their online identity with the misguided intention of creating a genuine connection with their victim via a fake profile. In (d), whatever moral harm may take place is offset by possibly positive consequences like self-discovery, development of empathy, or simply better insight into other people.

People who engage in (c) and (d) seem to have a wide range of reasons for their deception, including exploration and seeking out their sexual identity. However, ongoing research from the Psychology Department at the University of Queensland, Australia, finds that many people who admit to those forms of catfishing identify as having low self-esteem and insecurity, wish to show themselves as more sexually attractive, or have the desire to explore same-sex relationships with a heterosexual partner.6 While these are similar to the reasons that people may deceive in real life (IRL), the reasons people deceive online are also often importantly different. Catfishing typically ‘occurs when the culprit assumes someone else’s identity, typically by creating false online profiles’ (Simmons and Lee 2020: 350). Assuming a fake identity online is beyond live action role-playing a different person in a chance encounter or a date: it can result in long-term relationships that happen entirely online.

On the one hand, the moral wrongness of catfishing in categories (c) and (d) can be illuminated by standard ethical theories and the harms created by deception in general. These are wide ranging, from undermining willingness to trust, to creating psychological trauma, to loss of opportunities for the victim. Depending on the extent of the (virtual) sexual contact that the perpetrator and victim engage, catfishing can be further analysed using the notion of sexual consent (Dougherty 2013, 2021). Dougherty argues that if one party lies or mispresents themselves to a potential sexual partner and that person would not have had sex (or a relationship) with them if they had not been deceived, then this constitutes non-consensual sex (or a relationship). Deceptive non-consensual sex (or relationship) is a serious moral wrong and ‘a grave affront to their sexual autonomy’ (2013: 743). This particular moral wrongness of catfishing can also come in degrees.

Perhaps on a first date someone may exaggerate their status or insinuate they are wealthy: so what? Similarly, feigning an interest in something the other person is enthusiastic about, like sports, or simply passing it over in silence, while deceptive, is not clearly morally problematic. Moral wrongs this light and this forgivable also exist online. For example, photographs are often staged, edited, or presented as contemporary while in fact they are quite old. While these may be morally innocuous, things become more troubling once things like age, wealth, origin, race, gender, or biological sex become a part of an edited version of oneself to potential matches. If these things become the basis for a relationship or marriage, then we have a case of lack of sexual consent or even criminal fraud. DHA deception in the romantic context is on a similar continuum with using staged photographs on one end and catfishing at the other extreme. The one difference is that catfishing online is not illegal and can last much longer.

However, the model on which online romantic deception is on the same continuum with IRL romantic deception does not account for the special features that distinguish online deception from IRL deception. As Nyholm and Frank have argued (2017), a key part of the western romantic notion of love has to do with individuals being attached to a particular unique person, including both their good and bad qualities. It would be inconsistent with most of our conceptions of love, or even true friendship, if we were willing to ‘trade in’ our lover or friend for a better, younger, smarter, wealthier version of them. In addition to valuing the unique particularity of the other person, love also has a diachronic component (Kolodny 2003). People developing loving or intimate relationships, whether face to face or online, build a shared history, including shared experiences, which constitute, at least in part, the nature of their relationship. For example, in stories of couples in which one person is afflicted with extreme memory loss, part of their tragedy is that despite an ongoing attachment in the present moment, one of the persons is no longer able to draw on those shared experiences. And indeed, one of the moral wrongs that catfishing inflicts is that, by facilitating long-term deception, it undermines this shared history-building in two significant ways. First, it puts in question the authenticity of shared experiences of joy or intimacy. Second, it can disrupt the narrative of the relationship itself by being potentially destroyed by the true identity of the catfisher coming to light. Once the victim discovers that their understanding of the narrative of the relationship is based on falsehoods, this will typically negatively impact the victim’s way of understanding themselves and their life. As a consequence, the narrative of the catfished relationship is rewritten as a story of victimhood.

That said, the striking thing about catfishing is that the victims (and often the perpetrators) experience a real and meaningful connection to each other while the ruse is ongoing, sometimes spending months or even years in frequent communication. In other words, the unique connection between individuals does exist but only online. One wonders whether or not the same phenomenology exists in cases of IRL romantic deception. If someone misrepresents themselves for the length of a relationship by hiding some important fact, say, that someone is married to another person, with children, one construal of the situation may involve the deceived perceiving the relationship to be altogether invalid and no reciprocal connection having been ever established.7 Or, maybe not. This is the inverse of the situation in which a perfect duplicate of our friend or partner is substituted and we find ourselves wondering whether this is indeed the person that figures in our relationship. We have the special connection but no duplicate.

Harassment and consent

Quickly sharing explicit sexual images is a unique affordance introduced by the internet in general and DHAs in particular. These are not always welcome. Colloquially known as the ‘dick pic’, the sharing and receiving of unsolicited explicit images and texts is very common, with a 2017 study showing that 50 per cent of millennial women have received these images.8 The phenomenon has recently begun a subject of empirical inquiry into motivations for and impacts on recipients of these materials (see, e.g. Oswald et al. 2020; Marcotte et al. 2020) and web developer Kelsey Bressler is reportedly developing an artificial intelligence (AI) application that can filter out these images as an add-on to dating apps and social media.9

In a wide variety of contexts, from submission to the rule of law in a nation state, to sexual contact, to participation in medical research, consent is understood as a morally transformative act (Wethheimer 2000). It can be given explicitly, as in signing a form to agree to take an experimental form of chemotherapy, or implicitly, as in holding out one’s arm in the physician’s office to submit to a blood draw. In the political, sexual, and medical contexts, the boundaries of what kinds of actions require consent and in what form consent must be expressed are contested. But across contexts, the moral significance and transformative power of consent is grounded (at least in the Western philosophical tradition) in the arguably Kantian moral demand for respect for individual autonomy, free choice, and self-determination (Kant 2012/1785; Wood 1999). Like the act of indecent exposure on a subway train or in a park, sending an unwanted genital image seems to be a prima facie moral wrong because it involves someone in a sexual activity without their consent. Should we then categorize sending an unsolicited genital image as the same level of moral wrong as indecent exposure? One reason for thinking exchanging a digital image is different and potentially less morally problematic is that it does not carry the threat of immediate sexual violence in the way that a live-in-person exposure would. However, in-person indecent exposure is criminalized in many places and usually occurs in a public setting, whereas sharing these images digitally is not criminalized and can intrude on one at any time in one’s private space.

To further complicate the ethics of the ‘dick-pic’, we should further consider the dynamics of sexual consent. Perhaps mere consent to receive such images that is created by the affordance in a DHA or by joining the internet ecosystem in general is too weak a moral standard. One way to extend the notion of sexual consent is by borrowing from the work of feminist legal scholars and philosophers who have argued that rape should not be defined merely by absence of consent (MacKinnon 2005; Anderson 2005). Instead, moral and legal sex should be defined by other communicative standards that show it is welcome, freely wanted, or openly discussed and negotiated. ‘Dick pics’ violate this more restrictive notion of consent. And they are not the only type of unwanted or unsolicited content that users of dating apps receive. As Jane, Mantilla, Brown, Reed, and Messing documented, harassment in the form of insulting or abusive messages is widespread on dating platforms, especially when people (mostly men) experience rejection (Jane 2016; Mantilla 2015; Brown et al. 2018). These people lash out, looking for ways to intimidate, harass, and demean others beyond just sending unwelcome sexual content.

Some of this abuse, as well as the phenomena of ‘dick pics’ may be explained by the widely researched online disinhibition effect (Suler 2004, 2016): ‘people tend to do and say things in cyberspace that they would not ordinarily say or do in the face to face world’ (Suler 2016: 96). This psychological phenomenon is often taken to explain many forms of cyberbullying as well as the willingness to freely share personal information online. Given this tendency, DHA users have to pay special attention to what and how they communicate through the platforms lest they bring about a barrage of disinhibited responses. On the one hand, designers of the DHAs and the corporations that own them should also take the online disinhibition effect into account in how they moderate content. If affordance for abuse, violation of communicative standards, and breach of consent is an affordance that a DHA creates on account of its business model or its wilful ignorance of the problem, then it is ultimately responsible for the harm that it brings about (predominantly to women).

Commodification and gamification

The online environment has also brought about what can best be characterized as the gamification of intimate relations. Gamification is a design strategy that intentionally introduces elements of digital quantification of winning and losing into a domain of human activity that previously did not have these elements represented digitally. For example, the gamification of academic publishing introduced citation counts, the h-index, etc., and platforms, such as Google Scholar, or Scopus, where these metrics can be used to rank individual scholars. Academic research can then be seen and experienced as a competition for most points relative to other players in the same game.

Gamification is an important tool in the repertoire of designers of technology for behaviour change or persuasive technologies (AlMarshedi et al. 2017). For example, designers of technology for health-related behaviour change, especially fitness apps and wearables, include in-app competitions for steps taken during a twenty-four-hour period, creating success badges, and unlocking virtual ‘achievements’. Behaviour change psychology explains that these techniques aim to motivate users to engage in activities (like exercise) by triggering both extrinsic and intrinsic sources of motivation (Ryan and Deci 2000; AlMarshedi et al. 2017). When one is extrinsically motivated to do something, one is doing it to achieve an outcome separable from the activity itself; as a behaviour change strategy, this is an effective way to get someone to begin an undesirable or neutral activity. When one is intrinsically motivated, one engages in the activity for its own sake, the joy or fulfilment it provides (Deci and Ryan 1985; Ryan and Deci 2000).

Online-mediated intimacy now also involves elements of gamification, many of which are explicitly implemented to increase customer engagement (Rocha Santos 2018; Eisingerich et al. 2019; Isisag 2019).10 In popular media, Tinder, with its unique swiping feature, is touted as having ‘gamified love’. More obvious gamified features can be found in the app Bagel Meets Coffee, in which users must earn the app’s currency of coffee beans to unlock special features, including access to users with whom they have not matched.11 Beans can be purchases but can also be earned by getting your friends to join the app or sharing about the app on social media. One of the main reasons for gamification in online dating is business models that depend on capturing users’ attention and time. These models assume that turning courtship into what is essentially a video game of probabilities and bets could capture enough attention to sometimes even be a substitute for actual dating. App users can spend time liking each other’s pictures and matching within the ecosystem of ever-changing internet platforms at the expense of spending time outside of the ecosystem interacting with each other.

On the other hand, app users can fully embrace the logic of probabilities and bets and thereby limit app-mediated interactions to a minimum, focusing exclusively on the pay-out of a rendezvous. This leads to brutal efficiency and has had the consequence of normalizing behaviours that were not typical in pre-internet courtship. Among these is ghosting, that is, unilateral halt to an interaction without explanation; breadcrumbing, that is, a strategy of keeping a potential mate in emotional limbo by giving the minimal amount of attention necessary to keep them interested but at the same time focusing one’s attention on someone else; and submarining, that is, re-establishing contact with someone who was an object of one’s ghosting. What do we make of the morality of these behaviours?

Tsjalling Swierstra (2013) and colleagues distinguish between soft and hard technological impacts (See also Swierstra, Stemerding, and Boenink 2009; Swierstra and Te Molder 2012). The hard impacts of technologies are quantifiable and involve noncontroversial values (e.g. avoiding physical harm or environmental destruction), whereas soft technological impacts are not obviously positive or negative because they often involve destabilization of existing values and norms (Swierstra, Stemerding, and Boenink 2009; Swierstra and Te Molder 2012). The normalization of the practice of ghosting (and others) illustrates a soft impact of DHAs (LeFebvre et al. 2019). Whether or not this normalization is an efficient or even respectful means of communicating disinterest in pursuing further contact or an unkind and dehumanizing part of dating is up for debate, partly because as we use the technologies our expectations and values in the domain are changing. So, to fully answer the question about the moral dimension of the soft impact of ghosting we would need to actually collect longitudinal data about users and find a measure of something like relationship satisfaction that is independent of the specific values that are presently violated by ghosting and compare these results to a measure of that same variable once ghosting becomes fully integrated into what is considered normal behaviour. To complicate the matter further, there is evidence that one’s pre-existing beliefs about how successful relationships are formed, whether they depend on ‘destiny’ or hard work, impacts on whether one finds ghosting behaviour morally permissible (Freedman et al. 2019). So, to put it bluntly, the moral status of these soft impacts is hostage to many other things. That said, while empirical research into these phenomena is ongoing, it is already clear that online dating has brought major changes in the way in which people in industrialized societies socialize with each other and in the norms that govern their behaviour.

Ethics by design

DHAs can be designed to take stakeholder values into account. And not only the values of employees and shareholder of the DHAs but also their users. However, taking user values into account is difficult, given the variety of people using DHAs, the various interests they have in using DHAs, and what they may hope to get out of them. What makes this especially difficult is that values that people hold about love, sex, and dating are contested, both in private and public spheres, and that they may be changing as the result of the continued and widespread use of DHAs. Compare this situation to that of values that are involved with the use of medical technologies: autonomy, justice, non-maleficence, and beneficence. We do not have a similar stable list for values that have to do with sex, love, or relationships. In sex and relationships, things are less straightforward. Finally, ethically designing DHAs requires making predictions about the long-term impacts of their widespread use. Happily, these challenges have been addressed by work in other domains of the ethics of technology and we will borrow from that literature to provide some answers to these questions.

Technologies present the world, our options for action, and even ourselves to us in specific ways depending on how they are designed and how we end up using them. They thus have the potential to reify or undermine certain values (Van den Hoven et al. 2015). Multiple ‘ethics by design’ approaches acknowledge the role that technologies have in shaping the way we think and behave in morally relevant ways and attempt to guide designers through a process of becoming aware of this relationship and intentionally translating certain values into their designs (see, e.g. Friedman 1996; Flanagan and Nissenbaum 2009; Friedman et al. 2002; Friedman and Hendry 2019; Borning and Muller 2012). Some approaches aim to guide designers in focusing on designing for a specific value that is particularly relevant to the technology in question or the population that will use the technology, for example, design for privacy (Warnier et al. 2015), inclusivity (Keates 2015), care (Van Wynsberghe 2013), sustainability (Wever and Vogtländer 2015), or attention (Williams, this volume). A leading approach is value-sensitive design (VSD), which incorporates stakeholder analysis and conceptual ethical analysis into the design process from the very beginning (Friedman et al. 2002; Friedman and Hendry 2019). VSD and other ethics-by-design approaches have also been subject to considerable criticisms, which VSD scholars have met with proposed solutions. In the following paragraph, we highlight three such criticisms that are particularly relevant to applying VSD approaches to DHAs and that compound each other. We then consider two possible responses.

First is the challenge of conflicting values. When creating a DHA that incorporates stakeholder values, how should designers make trade-offs between incompatible values or values that cannot both be equally realized in design specifications (Manders-Huits 2011; Jacobs and Huldtgren 2018)? For example, users of an online dating platform may value honesty and transparency and also, at the same time, privacy and individualized control over which information they share. The method of VSD does not offer any specific guidance on how to resolve such a conflict.

A second and related problem is aggregation, which applies specifically to cases in which designers attempt to take user well-being into account. The problem ‘arises due to the fact that a design does not affect the well-being of just one person, but rather that of a range of people’ (Van de Poel 2014: 296). If we assume some kind of pluralism about well-being, that is, that different people hold different conceptions of the good life, which includes having different and sometimes incommensurable prudential values, then it becomes very difficult to design technology with the value of well-being in mind because it may simultaneously promote and thwart different people’s conception of sexual or romantic well-being. For example, the user who is a simple hedonist may value a DHA that facilitates frequent short-term and low-effort sexual encounters while another user values the DHA that facilitates the cultivation of long-lasting relationships based on friendship and shared pursuits.

The third relevant criticism of VSD is that it uncritically incorporates stakeholder values into design, thereby assuming that the stakeholders value what they should actually value and ignoring the possibility that they may hold values that are immoral or that undermine their own well-being or the well-being of others (Manders-Huits 2011; Jacobs and Huldtgren 2018). Some user stakeholders of DHAs may value efficiency in matching with other users. This could be embodied in the design by creating an interface that is almost all image rather than being text-based or include options to filter one’s results along very narrow perimeters (e.g. weight, race, age). Arguably, the ‘swiping’ right or left feature of Tinder has this effect. Although users may value efficiency in their selection of partners, perhaps this value is actually problematic from the perspective of respect for human dignity, equality, or flourishing through meaningful relationships.

It is beyond the scope of this chapter to offer detailed solutions to these challenges so we will briefly mention some possible solutions (See Vickery, et al. 2018). Jacobs and Huldtgren (2018) have argued that both the problems of value conflicts and uncritical acceptance of stakeholder values can be resolved by coupling value-sensitive design with a substantive first-order ethical theory (Kantianism, utilitarianism, etc.). Such a theory would provide a value hierarchy and method for dealing with clashing values or norms. In such a version of VSD, stakeholder values would no longer function as the only normative input into the design process. Stakeholder values can be scrutinized in light of a set of normative commitments stemming from the ethical theory. In response to the aggregation problem, Van de Poel suggests segmenting the population for which one is designing into groups that ‘share a comprehensive goal or a vision of the good life’ (van de Poel 2014: 303; See also Van de Poel 2013).

To some extent, these solutions can be seen in the way various DHAs attempt to cater to different segments of the population who are assumed to share common values or conceptions of sexual or romantic well-being. Although we do not know whether VSD played any role in its development, the location-based dating and friendship app Bumble can illustrate some of these solutions. Bumble identifies itself as the ‘feminist alternative’ dating app and the founder explicitly claims to work to upend patriarchal heteronormative dating culture (Bumble 2015). For man–woman in app matches, the woman has to initiate contact in order for the man to be able to contact her, thus reducing the unwanted contact women experience and putting women in a position of control. The app has also designed features to reduce catfishing and ghosting through photo verification tools and time limits on how long men can take in responding to women with whom they have matched and with whom they have been talking.

VSD could also play a role in developing alternative business models for DHAs that explicitly nudge people to consider the amount of time and attention they spend using them or models that more robustly respect user autonomy. Although VSD is an involved process requiring design expertise and empirical research, two examples can indicate the types of changes that are possible. Designer Tristan Harris’s Center for Humane Technology and the Time Well Spent movement emphasize informing people about the features of digital technologies that keep us mindlessly clicking and have negative impacts on our psychological health. Building profitable DHAs that emphasize mindful and healthy engagement might find traction with populations that are aware of the deleterious impacts of many digital technologies. Informed consent is often offered as a panacea for all kinds of potential technologically mediated harms, violations, or privacy issues. As many have observed, the standard ‘clickwrap’ or ‘click-through’ agreements that we constantly sign to gain access to a mobile service or site are extremely ineffective at providing users with meaningful information about the risks and benefits of sharing data or using a service (Obar and Oeldorf-Hirsch 2018). But there is an emerging area of research on alternative models for digital consent (see, e.g. Loosman (2020) on consent to m-health apps, Wee et al. (2013) on dynamic consent, and Tiffin (2018) on tiered consent). Creative reimaging of consent to use DHAs that actually respects user autonomy rather than merely providing legal coverage to the company might involve frequent check-ins with users on the ways in which the DHA might be impacting their behaviour or feedback on the amount of time users are engaging with the app per day, similar to Apple’s ‘Screen Time’ feature, which gives you information on your screen use and tools to help you change your behaviour.

Future research directions

Future research in the domain of DHAs is likely to expand in several possible directions as intimacy, sex, and love continue to be further mediated by technology. We argue that this research should pay special attention to soft impacts (Klincewicz and Frank 2018; Nyholm et al. 2022). Several topics that we have not discussed in this chapter but deserve attention involve the soft impacts of DHAs. One of these has to do with discrimination and preference expression. Some mobile dating platforms allow for sorting through potential matches along various parameters, including religion, ethnicity, race, and sexual and gender identity, among others.12 Of course, these preferences could be expressed and acted upon without the use of DHAs, but several of the technology’s features, including filtering by these categories, makes it easier to do so. The ethics of disclosing this information (gender identity, race, etc.) and selecting potential partners based on it is a controversial and emerging area of research. The use of these features has led some thinkers to interrogate the ways in which dating or sexual preferences, which may seem at first glance merely aesthetic or at least morally neutral, can be informed and influenced by morally problematic unconscious biases and assumptions or by unarticulated discriminatory beliefs. For example, philosopher Veronica Ivy has claimed on her Twitter account that having a preference for particular types of genitals in the person one is seeking to date is an expression of transphobia. Brynn Tannehill (2019) in the Advocate, among other online magazines has discussed this topic. On the complex issue of disclosure of transgender identity and genital preference, see, for example, Fernandez and Birnholtz (2019) and Bettcher (2007). In their recent book The Dating Divide: Race and Desire in the Era of Online Romance (2021), Vaughan, Lundquist, and Lin argue that ‘digital-sexual racism’ has emerged as a consequence of several features of DHAs (anonymity, digital disinhibition, etc.) used in a society with background conditions of racial inequality in the United States. On the issue of race and ethnicity, see also Mitchell and Wells (2018); Zheng (2016), and Callander et al. (2015) on racialized preferences and fetishization in online dating.

Another area for future philosophical analysis is the variety of new types of relationships that are facilitated by the affordances of DHAs. For example, some apps like Grindr or Skout are specifically focused on geographical proximity, using the phone’s GPS to enable users to connect with potential partners in their immediate vicinity. Sharing some intimate information (e.g. in the case of Grindr, HIV status is often shared) through these apps with those in one’s vicinity comes with a sacrifice of privacy and potentially safety. In response, hacks like the faking of one’s GPS location have been developed by users: is this a form of catfishing? At the other end of the spectrum, some DHAs allow users to widen their search nationally or globally. This seems particularly valuable for people who live in isolated areas or have very specific or uncommon preferences for partners and for those who are seeking a relationship that will be conducted mostly or entirely online. Increasing numbers of people are either in or are open to and participating in long-distance relationships.

In the United States, DHAs are the main way that heterosexuals form relationships (Rosenfeld et al. 2019). In this chapter, we have introduced some of the key features of DHAs and three of the potential new or altered kinds of moral wrongs they facilitate: the catfishing, the unsolicited dick pic, and ghosting. We have also highlighted some of the broader trends that foster these new wrongs, including commodification, gamification, and disinhibition. The incursion of technology into the realm or dating, sex, and even love is not entirely new, nor are its potentially socially or morally transformative impacts. Arguably, the birth control pill, the mechanical vibrator, widely available pornography, or even the newspaper personal advertisement are all cases in which technological developments or new uses for pre-existing technologies had these impacts. Digital DHAs can be seen as part of this lineage, yet they are uniquely ubiquitous and embedded in smart phone and computer technology, which is an unavoidable part of many of aspects of our lives already: work, entertainment, socializing, education, and consumption. For these reasons, they merit special moral consideration and demand further empirical and conceptual research, especially on their soft impacts, their disruptive potential, and how they can be intentionally designed to promote specific values.

Notes

1.For a contemporary elaboration on mediation theory, see: Verbeek (2006, 2008, 2011, 2015).

2.See https://blog.marketresearch.com/dating-services-industry-in-2016-and-beyond, accessed 24 April 2022.

3.See https://tech.eu/news/badoo-200-million-users, accessed 24 April 2022.

4.See https://www.ladbible.com/entertainment/weird-mans-boyfriend-of-a-year-turns-out-to-be-woman-seeking-revenge-20210715, accessed 24 April 2022.

5.See https://abcnews.go.com/2020/catfish-woman-angela-wesselman-twisted-cyber-romance-abc/story?id=11831583, accessed 24 April 2022.

6.See https://phys.org/news/2018-07-catfish-people-onlineit-money.html, accessed 24 April 2022.

7.The authors cannot find anything but anecdotal evidence to support that one experience is more common than others.

8.See https://today.yougov.com/topics/lifestyle/articles-reports/2017/10/09/53-millennial-women-have-received-dick-pic, accessed 24 April 2022.

9.It is important to note here that receiving unsolicited explicit images is not limited to users of DHAs—people, especially women, who use any social media platforms are exposed to this content.

10.For a discussion of digital gamification in the context of relationships, see: Danaher et al. (2018). And for a response, Klincewicz and Frank (2018: 27–28).

11.See https://coffeemeetsbagel.zendesk.com/hc/en-us/articles/360017441574-What-are-beans-, accessed 24 April 2022.

12.According to Hunte (2020), Tinder has promised to remove the race feature in the future.
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CHAPTER 13

The Ethics of Sex Robots

Aksel Sterri and Brian D. Earp

Introduction

With rapid advances in robot technology and artificial intelligence (AI), sex robots, or sexbots for short, are expected to become much more popular than the sex ‘dolls’ currently on the market.

Some proponents of sexbots, such as Neil McArthur (2017), argue that as long as no one with moral standing is harmed, people should be free to do as they like in their own bedroom (or indeed anywhere else). David Levy (2007) envisions a healthy future for human–robot sexual relations. According to Levy, sexbots will provide a positive outlet for sexual desires and will, over time, become fine-tuned to the preferences of their users. Nevertheless, many worry that sexbots will not be so ethically innocent. There is something chilling about the very idea of a sexual servant—even a technological one—that is always ready and willing to satisfy one’s desires, whatsoever they may be. As Jeannie Suk Gersen (2019: 1798) states: ‘In the context of sex robots, the idea of forced servitude is especially disturbing because, for many people, the sexual realm is a site of our deepest ideals and fears about personal autonomy and personal relationships.’

Some ethical worries about sexbots relate to scenarios that may never materialize. In the popular TV series Westworld, extreme forms of cruelty are on constant display, including what is by all appearances the forcible rape of robots who are indistinguishable from humans and who may well be sentient and even capable of forming and acting on life plans.1 For the purposes of this chapter, we will set aside such concerns and assume that sexbots of the future will be non-sentient and lack moral standing. They will be neither moral victims nor moral agents; that is, we will assume that sexbots are ‘mere’ machines that are reliably identifiable as such, despite their human-like appearance and behaviour. Under these stipulations, sexbots themselves can no more be harmed, morally speaking, than your dishwasher. As we will explore, however, there may still be something wrong about the production, distribution, or use of such sexbots.

One kind of wrong could have to do with likely (or at least potential) effects on users. Another has to do with such effects on society: our seemingly private actions may have wider implications for the communities of which we are a part. There may also be intrinsic wrongs associated with sexbot use, depending on one’s views on the nature of sex and sexual activity, and the relationship between human beings and inanimate objects more generally.

Supposing it is wrong for human beings to engage sexually with robots, what then? Should sexbots be banned? We will discuss arguments in favour of prohibition, as well as arguments against it. We will also explore the possibility that sexbots could be, on balance, good for society if appropriately regulated, and that human–robot sex could be ethical. We explore the prospect of a harm reduction approach to sexbot regulation, analogous to the approach that has been considered for drugs and sex work. Is there a way for regulators to steer the development and use of sexbot technology in a direction that would maximize its benefits and minimize its harms, both for the user and for society at large?

What is a sex robot?

A sexbot is a robot that is designed and manufactured primarily for the purpose of being used for sexual gratification. In this chapter, we consider sexbots with four particular features: (1) they are shaped like human beings and have an overall human-like appearance; (2) they move in ways that are relevant for sexual interactions of various kinds; (3) they are embodied (rather than, say, holographic); and (4) they have AI of a sufficiently sophisticated level to allow the user to communicate with the robot, at least in a rudimentary way.2 The human appearance sets sexbots apart from sex toys, such as vibrators, fleshlights, dildos, etc. The ability to move and interact with users sets them apart from sex dolls. And their embodiment sets them apart from virtual reality sex.

How likely, and how soon, are we to confront the existence of humanoid sexbots? The company Realbotix, which for several years has produced sex dolls, suggests that such sexbots are highly likely in the reasonably near future: ‘We’re working to create the next generation of the well-known anatomically correct RealDolls, which we intend to blend with Artificial Intelligence, Robotics, touch sensors, internal heaters, virtual and augmented reality interfaces.’ These new bots, they continue, ‘will have an animated face synchronized with an application that users can talk to and interact with [and] will have the ability to listen, remember, and talk naturally, like a living person. They will have hyper-realistic features, warmth, and sensors that react to touch’ (RealBotix 2020).

There are three types of sexbots that have received the most attention in the ethics literature. The first type is a female sexbot with features that are stereotypical of mainstream pornography. The sex dolls that are currently on the market mirror, as one author puts it, ‘a strong Eurocentric male gaze’, such that ‘their design takes semantic coding and stereotyping along hegemonic gender lines to the extreme, basically reducing “robot companions” to large-breasted Barbie dolls with glimpses of artificial intelligence’ (Kubes 2019: 3). The prospect of doubling down on this gaze and associated attitudes or expectations from mainstream pornography (widely understood to be harmful and misogynistic) is one of the leading worries that has been raised about sexbots. The concern is that these attitudes and expectations will be reinforced in the minds of users, which, in addition to being potentially objectionable in its own right, may also increase the likelihood of tangible harms to others, in particular women (e.g. by encouraging users to think of women as objects to be sexually exploited, rather than as equal partners in a sexual encounter). This worry is a central issue in both the Campaign against Sex Robots, spearheaded by the anthropologist Kathleen Richardson (2015),3 and in Robert Sparrow’s chapter, ‘How Robots Have Politics’, in this volume.

The second type of sexbot that has received the most attention is the type that is designed to be ‘raped’ (i.e. to simulate resistance to sexual advances and a lack of consent). The rudimentary sexbot Roxxxy, for example, comes with different personalities. One of them is ‘Frigid Farrah’, which is described by the manufacturer as an entity that is ‘very reserved and does not always like to engage in intimate activities’ (Brown 2019: 112). It has been argued that Frigid Farrah could be used to satisfy rape fantasies—or to encourage such fantasies in the first place—and that this would be harmful to the moral character of the people who engage in such acts, while likely contributing to negative effects on society at large (Danaher 2017a; Sparrow 2017).

The third type of sexbot is the type that is designed to look like a prepubescent child (a child sexbot, for short). While some, such as roboticist Robert Arkin (quoted in Hill 2014), have proposed that child sexbots could ethically be used in the treatment of paedophilia (and thus reduce the likelihood of adult sexual contact with actual children), others are afraid that such sexbots would only serve to sexualize children, leading to more, not less, abuse (Danaher 2019b; Strikwerda 2017).

These three types of sexbots, insofar as they are (or continue to be) developed, raise important, and partially dissociable, ethical concerns. In their current form, the robots are not much more sophisticated than dolls. However, given the rapid pace of technological innovation, including in such areas as artificial speech, touch, and affect, it is reasonable to expect that these robots will, within the next few decades, or even sooner, become much more human-like along the four dimensions we listed above.

Value from sexbots

The prospect of human-like sexbots raises several worries. It might seem unthinkable that they could add any real value to society. But as the hypothetical use of such sexbots in treating paedophilia might suggest, there could potentially be some good associated with their development in certain cases. The main good that some authors have suggested sexbots would allow is that more people could have (at least some kind of) sex.4 This is not a trivial issue. On some views, sex is not a luxury; rather, it is a central ingredient in many people’s conception of a good life (Jecker 2020). Sex of different kinds can facilitate extraordinary pleasure, vulnerability, exploration, and positive bodily awareness; and under the right conditions, it may have beneficial implications for physical and mental health (Brody 2010; Diamond and Huebner 2012; Kashdan et al. 2014).5 That many people who desire sex are unable to experience it thus seems lamentable. Insofar as sexbots could provide at least some of the goods of sex to those who would otherwise be unable to access such goods, their availability would be a source of considerable value. On this view, we have at least a prima facie reason to favour their production, distribution, and use (Danaher 2020).

We can distinguish different ways in which sexbots could be valuable. One sort of value they might bring is in the treatment of recognized sexual dysfunctions or disadvantages; the other is in the pursuit of enhanced sexual pleasure or enjoyment, potentially going beyond what is currently achievable for most people.

Ezio Di Nucci (2017), Neil McArthur (2017), Jeannie Gersen (2019), David Levy (2007, 2011), and Nancy Jecker (2020), discuss various ways in which sexbots could be used for treatment. Di Nucci (2017) argues that some people, including those with certain disabilities, may find it prohibitively difficult to find a willing sexual partner. Given that sex is so important for most people, Di Nucci argues, sexbots could be used to fulfil the strong desire for sex that someone in this situation may have. People with relevant disabilities are not the only ones who may struggle to find a willing sexual partner, however.6 As suggested by McArthur (2017), in countries such as India and China, a skewed sex ratio imbalance (more males than females born each year), coupled with powerful cultural expectations of monogamy, may prevent a sizable number of men from finding a partner. The same difficulty may face people in prisons or in the military, or others who, for various reasons, cannot find a willing sexual partner for shorter or longer stretches of time (Gersen 2019). For people with rare sexual preferences, sexbots might be the only available (or perhaps the only ethical) way of having those preferences fulfilled. For these groups, sexbots may serve as a (potentially suboptimal) replacement for sex with humans under the relevant circumstances.

Sexbots might also have value insofar as they could be used to help some people have sex (or better sex) with humans. As McArthur (2017: 40) points out: ‘People with severe anxiety surrounding performance or body image, an incidence of sexual trauma (such as rape or incest), adults with limited or no experience, or people who have transitioned from one sex to another, may find that their anxieties about sex inhibit their ability to form [intimate] relationships.’ Sexbots could potentially help people in such situations gain greater self-acceptance and sexual skill or confidence, which, in turn, might help them to prepare for positive human sexual relationships. In such a case, access to sexual learning via a sexbot partner might be considered a form of psychosexual treatment.

What about people who fall more squarely within the (statistically) normal range of sexual capacity and experience? Might access to sexbots help them to have better sexual experiences and become even better sexual partners to their fellow human beings? Within the context of relationships, sexbots could be designed to give feedback to improve sensitivity to a partner’s likes and dislikes. Sexbots might also be used in a manner that is similar to, but goes beyond, the way that many people currently use sex toys, namely, to spice up their sex lives. For example, a sexbot might allow a couple to have a threesome without involving other human partners (Gersen 2019). Sexbots could also help couples to deal with discrepancies in sexual desire by facilitating a potentially more fulfilling alternative to masturbation. Indeed, insofar as mismatched sexual desire between a couple is contributing to the likelihood of an otherwise avoidable—and undesirable—breakup or divorce, consensual use of a sexbot by one or both partners may reduce this likelihood (McArthur 2017).

In principle, therefore, sexbots could facilitate, supplement, treat, or possibly even enhance ethical sex between human beings (which is almost universally recognized as a good). That being said, sexbots might also in some cases replace sex between human beings. So-called ‘digisexuals’ prefer robots as sex partners because they favour the ‘company’ of inanimate objects (McArthur and Twist 2017). Insofar as digisexuals can be considered to have a sexual orientation towards robots, it would likely be valuable for them to be able to act on their orientation with a desired object/partner (Danaher 2020).

Having canvassed some of the potential goods associated with sexbots, we can explore in more detail the arguments that have been levied against them. We will begin with the argument that there is something intrinsically wrong with having sex with a robot and go on to discuss whether, even if it is not intrinsically wrong, it may still be harmful, on balance, to the user (or others) to have sex with robots.

Intrinsic wrong

Can it be wrong to have sex with a robot? We have stipulated that sexbots will lack moral standing, so it seems that they could not be wronged by such sex.7 But it might still be true that robots are among the things it is morally unacceptable for us to sexually desire, much less engage with in a sexual manner.

The view that there are at least some kinds of entities that should not be ‘sexualized’—even as objects of private, unacted-upon desire—has some precedence. Most people think of children and non-human animals this way, for example. They think it is wrong even to want to have sex with a child or non-human animal, even if one does not actually follow through on this desire. One explanation for such a view is that certain desires are wrong in themselves by virtue of being perverted (roughly, morally corrupted deviations from something’s original or proper purpose).8 In Thomas Nagel’s (1969) account of sexual perversions, inspired by Jean-Paul Sartre’s (1956) analysis of sexual desire in Being and Nothingness, Nagel includes sex with inanimate objects alongside ‘intercourse with animals [and] infants’ as examples of such perversions. ‘If the object is not [even] alive, the experience is’, in his view, ‘reduced entirely to an awareness of one’s own sexual embodiment’ (Nagel 1969: 12, 14).9 This reduction, he thinks, is something that is morally troubling in its own right.

Objections to certain kinds of sexual activities on the basis of their alleged perversity come in strong and weak variants. The strong version of Nagel’s account of sexual perversion is what David Benatar (2002) calls the Significance View: ‘for sex to be morally acceptable, it must be an expression of (romantic) love [signifying] feelings of affection that are commensurate with the intimacy of sexual activity’. On this view, ‘a sexual union can be acceptable only if it reflects the reciprocal love and affection of the parties to that union’ (Benatar 2002: 182). The advantage of such a view is that it is able to explain several interconnected phenomena: (a) the special status that sex is often taken to have; (b) why sex against a person’s will is almost universally regarded as an especially egregious violation of their personhood or dignity; and (c) why it would be wrong to have sex with children or non-human animals (i.e. it would be, among other things, non-reciprocal, where reciprocity requires a certain kind of equal standing). This view also entails that sex with robots is outside the boundaries of what is morally acceptable.

There are some difficulties with this view, however. One is that it seems to imply that so-called ‘casual’ sex is morally impermissible on the grounds that it does not (usually) reflect mutual love between the partners. But casual sex, if mutually desired and consented to, is a practice that many people see as acceptable or even, under the right conditions, good. As Sascha Settegast (2018: 388) argues: ‘Successfully engaging in a “lovely fling” may, on occasion… result in feelings of general benevolence—that such an intimate, positive experience of affirmation and community is in fact possible with otherwise strangers.’ The Significance View also seems to exclude masturbation with sex toys, insofar as this can be considered a kind of sex with an inanimate object. Taken together, these implications make the Significance View seem much less plausible as an account of why certain forms of sex are permissible and some are not.

The weak version of Nagel’s theory, which seems to reflect his own position, might be called the Gradient View. This view does not seek to create a clear demarcation line between permissible and non-permissible forms of sex. Rather, on this view, the degree to which a sexual act is a perversion tracks just one aspect of its potential goodness: the less perverted an act is, all else being equal, the better it is, and the more perverted, the worse. Insofar as sex with a robot is a perversion, then, it could on this view be regarded as morally worse than consensual sex with an adult human being without necessarily being impermissible. Indeed, although perversions are morally worse than non-perversions according to this perspective, they may nevertheless be better than nothing. This is Nagel’s (1969) own view:


Even if perverted sex is to that extent not so good as it might be, bad sex is generally better than none at all. This should not be controversial: it seems to hold for other important matters, like food, music, literature, and society. In the end, one must choose from among the available alternatives, whether their availability depends on the environment or on one’s own constitution. And the alternatives have to be fairly grim before it becomes rational to opt for nothing.

(1969: 17)



Framed in terms of the value that sex provides for the person in question, the weak, ‘gradient’ version of the sexual perversion objection opens up the possibility that sex with robots may be valuable for individuals who struggle to have ethical, much less good, sex with human beings. Even if robot sex is suboptimal, that is, it may nevertheless be better than nothing. Moreover, if sexbots could be used to help some people connect better with their human sexual partners, such perversion would (on this view) be instrumental to the achievement of non-perverted, and hence more valuable, forms of sex. Finally, although perverted sex is, in one respect, worse, it could still, on balance, be equal to or even better than some instances of non-perverted sex, so long as other redeeming features are present which outweigh the badness of the perversion, such as a much more pleasurable experience overall.

Assuming that the use of sexbots could, at least in some cases, survive the weaker (and we think more plausible) version of the ‘perversion’ objection, what other moral objections might be raised? One is the potential harm that such use would cause to the user’s moral character.

Harm to moral character

An argument against sexbots, raised by Robert Sparrow (2017), Litska Strikwerda (2017), and John Danaher (2017a, 2017c), among others, is that the use of sexbots would causally corrupt—or constitute corruption of—the user’s moral character. This concern applies especially to the use of child sexbots and (other) robots used to simulate rape. Someone who takes pleasure in ‘raping’ a robot that is made to represent a child or a non-consenting (typically female) adult will, according to this view, show a profound deficiency in their moral sensibilities, either because such pleasure entails a desire to harm or show serious disrespect to children or women, or because it reveals a lack of sensitivity to a highly likely moral interpretation of one’s behaviour.

Now, one possibility is that such an argument rests on a conflation of symptom and cause. ‘Even though such rape is really just the representation of rape’, Sparrow (2017: 473) argues, taking pleasure in such an activity ‘reveals [the user] to be sexist, intemperate, and cruel’.10 However, if the use of child sexbots or (other) rape robots only reveals that the user has an impermissible attitude towards vulnerable human beings, it is not clear how such use could, on its own, constitute a further wrong or harm. Rather, it would be a powerful source of information about the deficient moral character the user already has.

A more plausible reading of this argument is that simulating rape with a robot would not only reveal a bad moral character, but would also causally contribute to, or exacerbate, its badness. Those who have sex with robots will likely imagine themselves to be partaking in the real-world equivalent of such sex. Danaher (2017a) argues that this possibility is particularly worrisome in the case of engagement with robots compared to other forms of virtual engagement. A person could be so fully immersed in the simulated rape of a robot that the difference between representation and reality disappears.11

Alternatively, it could be argued that there is an important distinction between a representation and that which is represented. Gert Gooskens (2010), for example, draws on the work of Edmund Husserl to argue that there always will be a psychological distance between what is represented and what is real. When one looks at a photograph of a friend, one is not directly perceiving one’s friend: ‘it is only as if I do’ (Gooskens 2010: 66). The same is true, Goosken argues, for all representations.12

Who is right? Do people desire the real-world equivalent of that which is represented within a fantasy or is there a disconnection between the two? Consider so-called rape ‘play’ (i.e. mutually desired and consensual simulation of rape) as an analogy. Many women and men have fantasies about being raped or raping others (Bivona and Critelli 2009; Critelli and Bivona, 2008). Suppose, then, that two consenting adults engage in rape play. Some may argue that such role play is inherently repugnant, given how many people suffer from sexual violence. For instance, they may argue that the role play amounts to ‘making light’ of such suffering. However, interpretive context matters. Without further evidence, it would be a leap to conclude that such consenting adults in fact desire to rape another human being or to be raped, much less that they endorse rape in real life.13 Moreover, people who engage in bondage, discipline, dominance, and/or submission (BDSM) may intentionally inflict pain on another human being as a part of a sexual encounter. However, it does not follow from this that they desire sexualized torture in general (Airaksinen 2018). By analogy, it seems plausible to conclude that desiring to engage in simulated rape with a robot does not, on its own, entail that one desires to rape a sentient human being.

Nevertheless, it may still be true that to engage in certain acts requires an objectionable lack of moral sensitivity. If one simulates rape with a child sexbot, for example, one must be able to ‘bracket’ certain vital norms surrounding impermissible, indeed, repugnant, sex in our society. The sheer capacity to do this with an entity that cannot give meta-consent (as may be given for certain BDSM activities, for instance), or indeed any kind of consent, may indicate that one has a defective moral character.14 And actually engaging in the simulated rape may reinforce the defect (which would be bad in itself), as well as erode behavioural inhibitions towards such rape in real life (which would be instrumentally bad).

Indirect harms

The notion of instrumental badness can be applied more generally. One worry is that the widespread use of sexbots could cause indirect harms, including undermining important moral norms that regulate sex between humans. By buying and using sexbots, users would uphold, and potentially normalize, a social practice in which robots with certain characteristics were produced and sold in stores or online. This social practice might be interpreted by others in ways that users cannot control and may not intend (Sparrow 2017).15 Such interpretations, in turn, could change the norms regarding human sexual behaviour for the worse.

One possibility is that objectionable norms concerning attitudes towards, and ultimately treatment of, women would be reinforced. Currently, sex dolls and rudimentary sexbots are made to portray women as submissive, sexualized, and always ‘available’. Sinziana Gutiu (2012: 2) argues that sexbots will thus contribute to the belief that women are sexual objects who should be ready to satisfy men at any time: ‘By circumventing any need for consent, sex robots eliminate the need for communication, mutual respect and compromise in the sexual relationship.’ Gutiu is concerned that such non-consensual sex will ‘affect men’s ability to identify and understand consent in sexual interactions with women’. In short, sexbots may serve to undermine women’s ability to have their boundaries and desires readily recognized and thus respected (see also Sparrow 2017: 471).16

Florence Gildea and Kathleen Richardson (2017) similarly argue that sexbots ‘represent a step backwards by perpetuating objectification and hence blurring distinctions between sex, masturbation and rape’. Richardson (2015: 292), who makes a parallel with prostitution central to her opposition to sexbots, argues that ‘the development of sex robots will further reinforce relations of power that do not recognize both parties as human subjects’.

In the context of child pornography, Suzanne Ozt (2009: 105) argues that legalization of such content is ‘objectifying children as sexual objects or resources for unbridled exploitation, [which] may promote the reduction of children to this status’. The idea is that the production, distribution, and use of sexbots (like certain pornographic content) may increase the sexualization of children and women in society, making it more difficult for them to live fulfilling lives. If children or women see themselves as (predominately) sexual objects, this may also make them more vulnerable to harmful and unwanted sexual encounters.

It should be noted that these objections point to possible empirical effects that may or may not materialize. These possibilities should nevertheless be taken very seriously. As it is, it is an uphill battle to move societal norms around sex towards greater mutuality and respect, focusing on the need to ensure consent17 and to be sensitive to the needs and desires of one’s sexual partner(s) (Danaher 2017c; Gildea and Richardson 2017). If sexbots of the sort that are currently envisioned become widely available, this may create the impression that non-consensual sex is a preference that one can be justified in satisfying. In fact, as Sparrow argues in his chapter in this volume, there is a deeper bind. If sexbots are designed in a way that allows simulated rape, this may signal or express that it is permissible to engage in non-consensual sex. However, if female sexbots are designed to always simulate consent, this may express that women should be perpetually ready to satisfy men’s sexual desires.18 In either case, the expressive significance of the sexbots is problematic, and there is an unknown further risk that it will indirectly contribute to an increase in sexual violence (see also Sparrow 2017).

Harm reduction

As can be seen, there are multiple potential risks associated with the development, production, and use of humanoid sexbots. These risks have led some opponents of sexbots, such as Richardson, to favour their outright prohibition. Sparrow also leans in this direction. Although Sparrow (2017: 475) concedes that there may be some benefits involved in allowing sexbots, he argues that, ‘given the importance of the goal of gender equality and of a rape-free society, [ … ] it may well turn out to be the case that there is no ethical way to design sexbots modelled on women’ (for further discussion, see Nyholm forthcoming). Others, such as Gutiu (2012), Arkin (quoted in Hill 2014), and Danaher (2017c, 2019a), favour regulating the production and distribution of sexbots. What might such regulation look like from the perspective of harm reduction?

Harm reduction as an ethical framework has been applied to several contested commodities or activities, such as drugs and prostitution or sex work (Mac and Smith 2018; Ritter and Cameron 2006; Single 1995; Bioethicists and Allied Professionals for Drug Policy Reform 2021). The inspiration for such a framework can be traced to Jeremy Bentham’s writings in the eighteenth and nineteenth centuries (see, e.g. Bentham 1789/2007). Bentham’s progressive proposals regarding homosexuality arguably constituted an early instance of a harm reduction approach (1785/1978). Instead of engaging with debates about whether homosexuality might be intrinsically immoral, Bentham proposed that society should ask a simple question: Does homosexual sex harm anyone and will a ban lead to less harm? If the answer to either one of these questions is ‘No’, then people should, he believed, be legally free to pursue whatever activities they found meaningful or which gave them pleasure. Could such an approach be applied to the case of sexbots?

The harm reduction framework depends on three ideas: first, that prohibition is not always the most efficient or effective means of reducing even genuinely harmful outcomes of a given activity; second, that harms may not be linearly connected to the activity: more of the activity does not necessarily mean more harm, and how harmful something is depends on how it is used and what the alternatives are; and third, that we should think not only about the potential harms of allowing some activity, but also to the potential harms of prohibition, while giving due consideration to the potential benefits of the activity (in light of what could plausibly be achieved through responsible regulation) (Earp et al. 2014; Single 1995).

Consider the example of people who are addicted to heroin. Research strongly suggests that making the drug safely available to such individuals reduces harm, without increasing overall drug use (Ferri et al. 2011; Strang et al. 2015). This phenomenon could be explained by safer consumption practices, reduction in the perceived need for criminal behaviour, and freeing up time, resources, and mental capacity which the individual can use to get their life in order, which in turn reduces the underlying cause(s) of their addiction (Ferri et al. 2011; Strang et al. 2015). In this case, avoiding outright prohibition appears to allow the turning of many regulatory dials to promote benefits and discourage harms (Earp et al. 2021). The way that many countries have regulated tobacco and alcohol may be another example of success by this approach. Taxes and restrictions on sale and consumption seem to be effective in preventing harmful overuse (Bader et al. 2011; Wagenaar et al. 2009).

Let us now apply these lessons to sexbots. First, as we have seen, there are several potential harms and benefits that the availability and use of sexbots may bring about. There is thus at least a prima facie reason to try to reap the benefits at the smallest cost possible. Sexbots for treatment and remedial purposes, or to help humans improve their sexual practices with each other, are probably the least controversial. If sexbots could be designed to allow the practicing of positive and respectful sexual habits, they might increase the likelihood of people achieving a more optimal version of the good(s) of sex. Insofar as there are other ways of practicing such habits, however, that do not carry the risks associated with sexbots, then those other means should likely be preferred.

The harms involved in the production, distribution, and use of sexbots are to a large degree contingent on how people interpret the practice, which depends on how these activities are situated within the public awareness. To encourage the plausibly beneficial, and discourage the plausibly harmful, uses of sexbots, it may be prudent to ban certain kinds of advertisements or in other ways regulate how sexbots are designed and sold, instead of banning their production altogether. In addition, certain kinds of sexbots could be banned, such as those that allow the simulation of rape, while therapeutic sexbots could perhaps be permitted, available only to those who are appropriately licensed in their use.19

When we think about how to alleviate the harms involved in allowing sexbots, we also need to keep in mind what they could replace. Levy (2011) has argued that sexbots could replace human prostitution and perhaps also pornography, which might be an improvement over the current situation. It seems plausible that the putatively harmful effects of representing women as enjoying acts ‘that are objectifying, degrading, or even physically injurious’, as Anne W. Eaton (2007: 682) argues, are more likely or more profound when the women in question are humans, rather than robots (as long as one can tell them apart).

What about child sexbots? Arkin is among the few who have argued that a harm reduction model should be adopted for such sexbots. He is interested in how child sexbots might be used to prevent the abuse of real human children. ‘Child-like robots could’, Arkin suggests, ‘be used for pedophiles the way methadone is used to treat drug addicts’ (quoted in Hill 2014).20

Whether sexbots would in fact replace prostitution, pornography, and child sex abuse, are, of course, unresolved empirical questions. Richardson (2015: 291) expresses doubts that ‘sex robots could help to reduce prostitution… If an artificial substitute [in the form of pornography] reduced the need to buy sex, there would be a reduction in prostitution, but no such correlation is found.’ Acknowledging such empirical uncertainty, Danaher (2017c) has proposed that an empirical approach be taken, in which experiments could be conducted, in certain contexts, to produce the knowledge needed to proceed. Gutiu (2012: 22), who is critical of sexbots, similarly raises the possibility of further research: ‘[s]ex robots could provide an opportunity to understand and correct violent and demeaning attitudes towards women. If regulated, sex robots could provide a means of researching the roots of sex and intimacy for both genders, demystifying female sexuality, and addressing the roots of women’s oppression.’

Conclusion

Even if sexbots never become sentient, we have good reasons to be concerned with their production, distribution, and use. Our seemingly private activities have social meanings that we do not necessarily intend, but which can be harmful to others. Sex can both be beautiful and valuable—and ugly or profoundly harmful. We therefore need strong ethical norms to guide human sexual behaviour, regardless of the existence of sexbots. Interaction with new technologies could plausibly improve our sexual relationships, or make things worse (see Nyholm et al. forthcoming, for a theoretical overview). In this chapter, we have explored some ways in which a harm reduction framework may have the potential to bring about the alleged benefits of sexbots with a minimum of associated harms. But whatever approach is taken, the goal should be to ensure that our relationships with robots conduce to, rather than detract from, the equitable flourishing of our fellow human beings.

Notes

1.For contributions to the debate about sentient robots, see John Danaher (2019c), Robert Sparrow (2004), Paul Bloom and Sam Harris (2018), Steve Petersen (2017), Joanna J. Bryson (2010), and Lily Frank and Sven Nyholm (2017).

2.The third feature, its embodiment in physical space, distinguishes this definition from Danaher’s (2017b: 4–5).

3.For a detailed analysis of this campaign, see Danaher et al. (2017).

4.It is philosophically controversial what sorts of activities ‘count’ as sex (as opposed to, say, masturbation) (see, e.g. Gupta forthcoming). We will not attempt to settle that controversy here. For those who are committed to the view that there can be no such thing as ‘sex’ with a robot, perhaps because they view sex as something that is only possible between members of an organic species, the word ‘sexlike’ or ‘pseudosex’ can be substituted where relevant in what follows.

5.For a critical discussion of discourses around sex as a health-promoting activity, see Kristina Gupta (2011). For an argument that sex robots might promote unhealthy sexual practices or attitudes, see Brian D. Earp and Katarzyna Grunt-Mejer (2020).

6.Of course, many people with disabilities of all kinds do not struggle to find willing sexual partners, unless one defines ‘disability’ in this context in a circular way to mean ‘sexually disabled’ (which refers not to the physical lack of capacity to have a certain kind sexual experience, but rather the inability to find a willing sexual partner). For further discussion, see Brian D. Earp and Ole Martin Moen (2016).

7.Against this view, someone might argue that certain objects, such as a work of art, or even some machines, can be worthy of respect. Certainly, if someone were to destroy one of the most astonishing expressions of human ingenuity, it would not seem sufficient, from a moral perspective, for the person to respond by saying it was ‘just a machine’. There are various ways one could attempt to make sense of this moral intuition (e.g. if disrespect is shown in this case, it is to the inventor or builder of the machine rather than to the machine itself); however, we will not pursue this digression further.

8.We are indebted to McArthur (2017) for the references to Thomas Nagel’s and David Benatar’s writings in this area.

9.For an alternative view, according to which even a non-mobile mannequin may (at least potentially) be appropriately considered an object of love or desire, see Gupta (2016).

10.Similarly, Danaher (2017a: 86) argues that sex with such robots ‘directly expresses a deficient moral character because [the user desires] real-world rape and child sexual abuse’.

11.Gert Gooskens (2010), Morgan Luck (2009), Ole Martin Moen and Aksel B. Sterri (2018), and Jeannie Gersen (2019), are among those who have questioned whether engaging in (or desiring) behaviour with a robot—behaviour that would be harmful or wrongful if done to a human—shows that one desires to do the same thing to an actual sentient being.

12.The reference to Gooskens is indebted to Danaher (2017a).

13.An objection to this view is that rape play, even in the special context of BDSM, may involve a kind of endorsement of dominant behaviour that could have negative externalities.

14.There may be some narrow (theoretical) exceptions. Moen and Sterri (2018: 375), for instance, argue that if paedophiles—who have not chosen to be sexually attracted to children—were to use child sexbots to satisfy their desires, this could be virtuous insofar as such use was necessary and intended to avoid the pursuit of sexual contact with real human children. Whether there is any substantial proportion of paedophiles for whom such use would be (practically) necessary and intended in this way is an empirical question to which we do not know the answer.

15.For sentences or utterances in a language, the relevant community is the set of speakers fluent in that language. For actions or social practices, the relevant group is less clearly defined, but ‘the community’ or ‘society’ are the most plausible reference points.

16.For discussions of the silencing effects of pornography, see Rae Langton (1993) and Catharine A. MacKinnon (1995).

17.However, see the recent work of Quill R. Kukla (2018) and Joseph J. Fischel (2019), both of whom argue that there is much more to good sex than the ‘mere’ securing of consent, such that new models focused on more positive exploration and expression of desire are needed.

18.Sparrow’s bind does not demonstrate that sex robots necessarily will be harmful. It shows that the option of having robots where rape can be simulated and where such simulation is impossible may both have harmful effects.

19.However, as Moen and Sterri (2018) point out, such licensing practices could also reduce uptake and therefore be less effective in reducing harms than a less regulated market. We are grateful for being reminded of this possibility by an anonymous reviewer.

20.Moen and Sterri (2018) suggest that regulation of child sexbots might be pursued in such a way that paedophiles would have to agree to take part in carefully controlled experiments to gain access to them. In that way, it might be possible to learn how to deal more effectively with paedophilia, and perhaps gain insights into (disordered) sexual desire more generally. Danaher (2019b), by contrast, favours outright prohibition of child sexbots over an experimental, harm reduction approach in which sexbots are made available in a regulated way. Danaher’s reasons are that science is too flawed to establish a consensus about the effects of using such sexbots and that it is implausible that paedophiles will offend less when they have access to them. We do not aim to settle this debate here.
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CHAPTER 14

The Ethics of Virtual Sexual Assault

John Danaher

Introduction

Roblox is an online gaming platform—or ‘imagination platform’ according to its developers—that allows users to create their own games. Players using the platform interact via onscreen avatars with a cartoonish, distinctively ‘blocky’ appearance. Roblox has more than 100 million active monthly users (Alexander 2019) and its stated mission is to ‘bring the world together through play’.1

In June of 2018, Amber Petersen was reading to her seven-year-old daughter, while the latter played Roblox on her iPad. At one point, Amber’s daughter interrupted her to show her what was happening in her game. Amber was shocked by what she saw. In a Facebook post describing the incident (with some accompanying screenshots), Amber claimed that her daughter’s Roblox avatar was ‘violently gang-raped’ by two male avatars.2 They grabbed her daughter’s avatar and forced it to engage in simulated sex acts in a virtual playground. Amber had taken precautions to limit the number of features her daughter could enable on Roblox, but the platform does feature some ‘adult’ content and her daughter was unfortunately the victim of a malicious user. The makers of Roblox reacted quickly and banned the user permanently from the platform.

Shocking though this may be, the Roblox ‘gang rape’ is not unprecedented. Unwanted sexual interactions are now widespread in digital and virtual environments. Some of these interactions take place in open-ended, user-generated environments such as Roblox or Facebook Spaces; some take place within specific games, such as World of Warcraft, Drunkn Bar Fight, or QuiVR (Cortese 2019; Cortese and Zeller 2020). The frequency of such incidents raises a number of important questions. Are these interactions unethical or do the ordinary rules of ethics not apply in virtual environments? If they are unethical, then how unethical are they? Are they equivalent to real-world incidents of sexual assault or are they somehow less serious? If they are less serious, how exactly should they be classified and understood?

In this chapter, I take up these questions and try to offer some answers. I do so in four main stages. First, I review some examples of unwanted sexual interactions in virtual environments, consider how widespread the phenomenon might be, and address how best to define and classify them. Second, I offer an initial argument for viewing such incidents as serious moral wrongs. This argument focuses on both the unwanted and the harmful nature of such incidents. More specifically, it focuses on how such interactions might violate someone’s right to sexual autonomy and/or cause them serious harm. Third, I defend this argument from three major objections: the ‘it’s not real’ objection, the ‘it’s just a game’ objection, and the ‘unrestricted consent’ objection. Fourth, and finally, I consider how, if this argument is correct, we should classify such incidents. More precisely, I review two possible approaches to classifying them: (a) treating them as equivalent to real-world sexual assault; or (b) adopting a graduated scale of seriousness in which some might be equivalent to real-world sexual assault and some are less serious, depending on the precise nature of the virtual interaction. I end the chapter by considering some potential solutions to the problem of unwanted virtual sexual interactions.

The prevalence of virtual sexual assault

How prevalent are unwanted sexual interactions in virtual environments? There are two main sources of evidence that can help us answer this question: (a) documented incidents; and (b) surveys.

Let’s consider the documented incidents first. These are cases in which the victims of such interactions have reported their experiences, usually in some online media platform. The Roblox example is one. There are several other famous cases that are worth mentioning. Reviewing them helps to give a sense of how widespread and diverse the phenomenon is. Here are some of the better-known examples.

The Lambda Moo ‘rape’—this incident took place in the early 1990s and is possibly the first documented case of virtual ‘rape’. (I put this in scare quotes for the time being; we will return to the issue of the appropriate name for such incidents later in this chapter.) It was discussed in Julian Dibbell’s book My Tiny Life (1998) and occurred in the text-based virtual world LambdaMoo. As described by Dibbell, the incident involved one character (Mr Bungle) creating a ‘Voodoo Doll’ program that allowed him to control the avatars of two other female characters and force them to engage in text-based sexual interactions. Dibbell followed up with the women involved and explained that one of them was particularly traumatized by the incident (Dibbell 1998; Strikwerda 2015; Danaher 2018).

The Second Life rape(s)—Second Life is an open-ended virtual world in which people can create 3D-rendered avatars that interact with one another in complex social environments. It was quite popular in the early 2000s and still exists today. Sexual activity is very common on the platform and sometimes includes unwanted sexual activity or virtual ‘rape’. In 2007, the Belgian police decided to investigate an alleged ‘rape’ that took place on the platform. No charges were brought on the basis of that incident, but similar incidents have been documented by other users of Second Life (Duranske 2007; Lynn 2007).

The QuiVR virtual groping—in 2016, the journalist Jordan Belamire (a pseudonym) wrote a widely reported piece in which she described being virtually groped while playing the virtual reality (VR) game QuiVR. This is an archery game played using a head-mounted display (i.e. a set of goggles that projects 3D images directly onto the user’s retinas) and so, unlike two previous incidents, involves an ‘immersive’ virtual environment. In her case, Belamire was approached by another player in the game environment. This player proceeded to reach out and grab at where her breasts would have been in the real world (Belamire 2016).

The Altspace unwanted kissing—Altspace is a social VR app that can be accessed using an immersive, head-mounted display. It is not a game platform; it’s simply a place in which people can ‘hang out’ virtually—like a sophisticated chat room. In 2016, the journalist Taylor Lorenz and her colleague Alexis Kleinman both reported receiving unwanted ‘kisses’ when they tried to use the app. The unwanted sexual behaviour was subsequently shut down by a moderator. Similar incidents have been reported by other users (Lorenz 2016).

Sexual harassment in Rec Room—somewhat similar to Roblox, Rec Room is an immersive VR platform that allows users to create and play various games together. In 2017, the Facebook VR researcher Michelle Cortese was on a VR field trip with her colleagues. They were due to play paintball on Rec Room. While waiting for others to arrive, an unknown male user ‘dumped’ virtual water bottles on her and screamed ‘Wet t-shirt contest!’ while chasing her around a room. Subsequent to this, Cortese did a public art exhibition in which she exposed herself to the risk of repeated sexual overtures and advances in the social app VR Chat and displayed the experiences to members of the public (Cortese 2019). The intention was to give a vivid depiction of the potential frequency of sexual harassment in virtual spaces.

The list could continue.3 Hopefully these cases are enough to get a sense of what can happen on these platforms.

What about survey data on the prevalence of such incidents? Jessica Outlaw has performed two studies on this topic. In one, conducted with Beth Duckles, she carried out detailed interviews with thirteen ‘tech-savvy’ women (Outlaw and Duckles 2017). She found that most of these women reported fear of sexual harassment or unwanted sexual attention as a major barrier to their use of VR platforms. Furthermore, several had actually experienced unwanted sexual attention when using these platform and some of them went out of their way to adopt non-gendered avatars in order to avoid attracting attention. Subsequently, Outlaw conducted a survey of over 600 users of VR platforms and found that 49 per cent of women and 36 per cent of men had experienced at least one incident of sexual harassment (Outlaw 2018). Users also reported other forms of harassment such as racist or homophobic comments. In a similar vein, Sparrow et al. (2019) found that players of online multiplayer games had come to expect some level of abuse and harassment when playing these games. Indeed, although they thought this behaviour was wrong, they had adopted an attitude of almost learned helplessness in response to it (i.e. they believed that they were unable to do anything to control the problem). This is consistent with PEW Research Center findings suggesting that 40 per cent of Americans have been victims of some form of online harassment.4

None of this is surprising. Technology has long been used to facilitate sexual interactions, both wanted and unwanted. The prevalence of pornography and cybersex on the internet is common knowledge. Furthermore, sexual harassment and unwanted sexual contact are common in the real world. Consequently, it’s not surprising to find that this bad behaviour should transfer online.

But how exactly should we understand these incidents of unwanted sexual interactions in digital and virtual environments? How are they best defined? Some are clearly and unproblematically forms of sexual harassment: menacing, unwanted sexual communications or attention directed at specific persons. Although sexual harassment often must occur in a work environment in order to be legally recognized, colloquially it can be understood to occur in other environments and this can now include virtual environments. Are any of the incidents more than sexual harassment? In past work, I have favoured classifying at least some of them—especifically those that involve enacting or representing sexual contact—as incidents of ‘virtual sexual assault’ (Danaher 2018; Strikwerda 2015). But this might be thought a problematic designation since it implies an equivalency between these incidents and real-world sexual assault (a topic discussed towards the end of this chapter). Avoiding this equivalency, Lucy Sparrow (2019) has suggested that we refer to them using the more descriptive and neutral term ‘UDESI’ (unwanted, digitally enacted sexual interactions). This proposal has some merit, particularly if our goal is to scientifically study these incidents as a novel social phenomenon. Nevertheless, as I will argue below, it may fail to do justice to the seriousness of these incidents by failing to grant them some level of equivalency with ordinary sexual assault. For now, I will stick to describing them as unwanted virtual sexual interactions, occasionally adopting the terms ‘virtual sexual assault’ or ‘harassment’ as seems appropriate.

More important than terminology, however, is understanding how these incidents arise. If you look at the list of examples given, you can immediately see that there are some differences between them. Some involve simulated or virtual touching and some do not; some involve users wearing immersive, head-mounted displays, whereas others do not; some involve social platforms and some involve games. Are there any shared properties across all these incidents? I have a suggestion. The one thing they all seem to share is that instead of involving direct physical contact between people they each involve a sexual interaction performed via some virtual representation (or avatar). It is these avatars that are used to facilitate sexual communication or engage in representations of sexual acts. In a previous article, building upon work done by Johnny Søraker (2010) and Litska Strikwerda (2015), I have argued this action-via-a-representation is perhaps the key defining feature of all these incidents.

Beyond that, it may be worth classifying and distinguishing between these incidents along a number of different dimensions. For example, we could classify them depending on the degree of immersion they involve. This might be based on the intuition that there is something prima facie different about using a controller to manipulate an on-screen avatar versus actually embodying that avatar through an immersive headset. In the former case, there is more separation between what happens to you and what happens to your virtual representation; thus, the potential harm that results from the incident might be reduced. Whether that intuition holds up to closer scrutiny is something that we will need to consider in more detail in what follows.

We could also classify them depending on whether or not they involve game environments. The intuition behind this strategy is that different ethical rules apply to games versus other kinds of interactions. As the Dutch historian Johan Huizinga noted in his famous study of play in human culture, games seem to take place inside a ‘magic circle’ in which the ordinary moral rules are suspended (Huizinga 1949). There is some prima facie support for this idea. After all, we tolerate conduct as part of games and sports that we ordinarily would never tolerate outside of those games. For example, conduct that would ordinarily meet the legal definition of physical assault or battery is a normal feature of sports such as boxing and rugby. Whether this makes any difference to virtual sexual interactions is another topic that we will need to consider in more detail in what follows, but it is worth noting that the idea that video games exist inside a magic circle has been promoted by game designers and theorists (Zimmerman and Salen 2003).

Finally, we could classify them depending on who exactly is the perpetrator and who is the victim of the unwanted sexual interaction. To this point, and throughout all the examples discussed, the assumption has been that both the victims and perpetrators are real human beings that happen to be acting via virtual representations. But, of course, this may not be the case. Some virtual environments feature artificial characters, who operate according to the rules of a computer program. These characters could, potentially, be both victims and perpetrators of virtual sexual assault. Indeed, I will discuss some examples of this below. Considering these different possibilities is interesting because it raises significant questions about the nature of wrongdoing and responsibility. Can an artificial character be held morally responsible for carrying out a virtual sexual assault? Or does the blame rest with the programmer of that character? Should we care about what people do to wholly artificial characters? If they cannot be moral victims of our actions, if they feel nothing and cannot be harmed, then is it permissible to act out all manner of immoral fantasies on them?

In what follows, I will largely (though not completely) ignore the complexities that arise from cases in which artificial characters are the victims or perpetrators of virtual sexual assault. I do so not because I think these issues are unimportant but because they have been the major focus of my past writings on this topic. To briefly summarize my views: I think that at least some forms of sexual assault that are carried out on artificial characters are morally impermissible, particularly if the artificial character represents a child (Danaher 2017a, 2018, 2019); I also think that it may be permissible to hold the designers of artificial characters responsible for their virtual actions, if certain conditions are met (Danaher 2018). That said, I also believe that there could be cases in which there is no suitably culpable moral agent to hold responsible for the actions of artificial characters (Danaher 2016). And I am not the only one to defend these views. For example, Robert Sparrow (2017) and Stephanie Patridge (2010, 2013) have both argued that representations of rape and sexual assault can be morally problematic. There is also a rich and varied debate about the appropriate take on responsibility for artificial, autonomous systems (Matthias 2004; Danaher 2016; Nyholm 2018; Santoni de Sio and van den Hoven 2018).

The moral wrongness of virtual sexual assault

What is it that makes an action wrong? There are many answers to that question but for present purposes we can consider two common ones corresponding, roughly, with the deontological and consequentialist schools of normative ethics: (a) the action violates someone else’s rights; and/or (b) the action causes, or at least has the potential to cause, non-trivial harm to another. Accepting these are the two fundamental criteria of wrongness, a simple argument can be made in favour of the view that unwanted virtual sexual interactions are a serious wrong, as follows:


(1) If an action violates someone else’s rights and/or causes (or has the potential to cause) them non-trivial harm, then that action is a serious moral wrong.

(2) Unwanted virtual sexual interactions violate someone’s rights (specifically their right to sexual autonomy) and/or have the potential to cause them significant harm.

(3) Therefore, unwanted virtual sexual interactions are a serious moral wrong.



Is this argument any good? I presume the first premise is relatively uncontroversial even though it is complicated. The first premise appeals to both deontological and consequentialist theories of moral wrongdoing. It holds that an action is wrong if it violates someone’s rights, or if it causes non-trivial harm, or has the potential to cause non-trivial harm. In what follows, I will consider how both examples of wrongdoing might arise in cases of virtual sexual assault. There are, of course, questions to be asked about what counts as a ‘right’ and what counts as ‘harm’. Answers to those questions have provoked centuries of philosophical debate. That said, there are paradigmatic cases of both that are uncontroversial. As I hope to make clear in what follows, the application of both concepts to this particular argument would seem to fall within the paradigmatic range of cases, namely, the right to sexual autonomy and the physical and psychological trauma that can result from unwanted sexual interactions.

The one aspect of the first premise that may raise a few eyebrows is the bit stating that if an action ‘has the potential to cause non-trivial harm’ it counts as a serious moral wrong. Why is this included? The answer lies in how we categorize wrongful conduct in advance of that conduct actually taking place. People differ in how much harm they suffer at the hands of others. Some people are physically more resilient than others; some people are psychologically more resilient. Sometimes we can reliably predict who is likely to suffer more harm as a result of a particular action. For example, punching a child in the face is likely to result in more harm than punching Mike Tyson (in his prime) in the face. We could factor such predictions into our classification of wrongful actions. But we don’t always have the capacity to predict the likely outcome and it would be unethical to run an experimental test of harmfulness for every possible case. This is particularly true in the case of actions that are known to cause psychological harm. There is a wide degree of variability in how psychologically traumatizing people find different experiences. Some people brush them off with relative ease; others suffer from years of post-traumatic stress disorder (PTSD) and depression. Since we cannot know for sure how victims will react in each and every case, and since we can never fully control the consequences of our actions, we have to work with reasonable estimates of the likely harmfulness of our actions. Consequently, it seems legitimate to say that if an action has the potential to result in non-trivial harm it is a serious moral wrong.

What about premise (2)? This might be a little bit more controversial than premise (1) but a strong prima facie case can be made in its favour. First, all the examples of unwanted sexual interactions discussed in the previous section would seem to involve a violation of the victim’s right to autonomy in general and sexual autonomy in particular. None of the people in question appear to have invited or desired sexual attention or interactions. They were either playing non-sexual games or participating in general, non-specific social interactions. Other users of the virtual platforms imposed sexual communications and contact on them against their will. In modern liberal societies, we tend see liberty or autonomy as a foundational right (Gaus 2010). On some classic accounts of this basic liberty right, this includes a set of claim-rights against others to forbear from interfering with one’s actions or choices, providing these actions and choices do not infringe someone else’s rights, and unless there is consent to those actions (Wenar 2020; Mack 2018). That said, some violations of autonomy are tolerated more than others. This is inevitable given that it is impossible to live in a society and have one’s autonomy respected at all times. We are, almost inevitably, constantly bumping into and interacting with each other. We don’t always consent to these interactions. Nevertheless, most societies place particular emphasis on sexual autonomy as an area of individual choice that deserves the utmost respect. This has not always been true—violations of sexual autonomy for women, in particular, have been historically normalized in many cultures—but it certainly appears to be true nowadays, with increasing criticism and scorn poured on those who violate sexual autonomy. Perhaps this is because the potential harm caused by a violation can be significant, and perhaps it is because it is relatively easy to respect sexual autonomy: unlike casually bumping into someone on an crowded train, you have to go out of your way to violate someone’s sexual autonomy. Violations of sexual autonomy are thus treated with particular seriousness and a failure to procure consent prior to a sexual interaction is a serious wrong. In a moment, I will consider whether there is some reason to think that consent can be implied from the participation in certain virtual activities or whether there is reason to be less protective of sexual autonomy in virtual spaces. For the time being, however, I conclude that there is a strong prima facie case for thinking that unwanted sexual interactions in virtual spaces violate the right to sexual autonomy because they violate the consent requirement.

Second, unwanted sexual interactions in virtual spaces would seem to have the potential to do serious harm. In the absence of haptics, a type of technology that enables the transmission of touch at a distance via virtual representations, they do not involve physical harm, but they do seem to involve psychological harm. How do we know this? Well, we have the reports from the victims themselves. As mentioned previously, Julian Dibbell interviewed one of the victims of the LambdaMoo virtual ‘rape’ for his article on the topic (Dibbell 1998). She was crying and claimed to have been traumatized by the event. Consider also the testimony of Michelle Cortese, whose experiences of sexual harassment in VR were also described above. A past victim of sexual violence, Cortese (2019) says that her experiences were triggering of her past trauma:


… I panicked. I innately sensed a familiar knee-jerk reaction to an incoming assault. My heart sank. The air evaporated from my lungs. I froze. I braced.

… I braced, for nothing.

My body responded to virtual stimuli with real-life survivalism [reference omitted]. Ashamed of my emotional lapse and VR n00b reaction, I kept on playing like everything was fine.5



Again, none of this should be particularly surprising. There are now ample case reports and studies done on the effects of cyberbullying and cyberharassment which suggest that they can be every bit as psychologically harmful as their real-world equivalents (e.g. Hamm et al. 2015). Since unwanted sexual interactions in virtual environments are similar in nature to both of these actions, it is reasonable to suppose that they have the potential to do non-trivial harm.

There is, however, an important question to be asked as to whether harm is a relevant consideration when it comes to understanding sexual wrongs. It is worth noting that when we legally define crimes such as sexual assault and rape, we rarely make any reference to the harmfulness of those actions. This is different from our approach to physical assault, which is often legally categorized based on the degrees of harm it causes (i.e. assault, assault causing harm, assault causing grievous harm, and so on). If we take these legal classifications seriously, then it would appear that we care about sexual assault, legally speaking, because it is a violation of sexual autonomy and not necessarily because it is harmful, even though it may be.6 As such, this discussion of the harmfulness of virtual sexual assault or harassment might seem to be surplus to requirements. Nevertheless, I include it here for two reasons. First, if it is the case that these interactions have the potential to do non-trivial harm, then this provides an additional reason to treat them as serious moral wrongs. In other words, their potential harmfulness bolsters the argument I wish to make. Second, including some analysis of harm helps to head off a potential criticism of the argument, namely that they are less important because they are not ‘real’.

It is to this criticism and others that I now turn.

Three objections to the moral wrongness argument

In this section, I consider three objections to the argument given in the previous section: (a) the ‘it’s not real’ objection; (b) the ‘it’s just a game’ objection; and (c) the ‘unrestricted consent’ objection.

The ‘it’s not real’ objection

The first objection is simply that unwanted virtual sexual interactions should not be viewed as serious moral wrongs because they are not real, or at least they are less real than other kinds of unwanted sexual interactions, and so don’t carry the same moral weight. This objection could be run in two different ways. It could be run as a general objection to the claim that virtual sexual interactions are morally significant. It could also be run as a more nuanced objection to the claim that virtual sexual interactions carry as much weight as their real-world equivalents. I take up the latter possibility in the final section of this chapter. For now, I focus on the former, more general, version of the objection.

From the outset, this objection does not seem very plausible. The claim that virtual interactions are not ‘real’ and so don’t carry the same weight as real physical interactions will seem odd to anyone living in the digital age. The mere fact that an interaction takes place via a virtual representation of some kind (text-based or visual) does not make it less real. We live an increasing portion of our lives via virtual avatars. We communicate with colleagues and friends via our profiles on email and social media all the time. But nobody would claim that these communications and interactions are, consequently, unreal or lacking moral weight. The interactions are certainly missing some of the properties we associate with interactions in the physical world. We cannot (yet, anyway) smell one another in virtual fora, and, in the absence of haptics, we cannot touch each other. Nevertheless, we can hear each other, and see each other, and have real effects on one another’s lives. What someone says in a virtual chatroom can really hurt my feelings; what my boss says to me via email can have real effects on my employment duties, and so on. To claim that this whole swathe of our lives is not real or carries no moral weight would be absurd.

A more plausible version of the objection might claim that by adding an extra representational layer to our virtual interactions we make them less real. Consider two people chatting via a videoconferencing app. Presumably, most people would accept that their communications are real in some morally important sense. But now suppose that instead of using unfiltered video to communicate they use cartoon avatars. In other words, they don a virtual skin or costume for the duration of the interaction. Someone might argue that donning the virtual skin turns what would be an ordinary and morally weighty interaction into one that is more akin to make believe or fantasy. This may tip over into the ‘it’s just a game’ objection that I will consider in a moment. That said, at an initial glance, and absent some other rules or norms to suggest that ordinary moral rules should be suspended when we communicate via cartoon avatars, it’s not clear why donning the virtual skin makes the interaction any less morally weighty.

It is worth underscoring this point by considering the empirical work that has been done on the blurred boundaries between what happens to digitally encoded virtual avatars and what happens to real, physical people. In recent years, a spate of research studies have been carried out on how people relate to their virtual avatars and how what happens to those avatars can have serious and lasting effects on those people. For example, research has revealed that people can have significant ‘self-presence’ with their virtual avatars. In other words, they can come to associate themselves with their avatars in a strong way, viewing their avatars as a core part of their identity. This can occur with non-immersive VR avatars, such as those found in Second Life, as well as with more immersive forms using head-mounted displays. For example, research performed by Elizabeth Behm-Morawitz (2013) on 279 Second Life users found that the degree of presence felt towards the virtual self had an effect on offline health, appearance, and well-being. Similarly, research by Nick Yee and Jeremy Bailenson, on what they call the Proteus effect, suggests that people conform to the expectations of their virtual avatars (Yee, Bailenson, and Ducheneaut 2007). For example, people embodied in taller virtual avatars tended to be more aggressive than those embodied in shorter avatars. This basic research paradigm has been followed by other researchers, who have found that the appearance and behaviour of virtual avatars can have lasting effects on real-world, offline behaviour. Those who embody elderly avatars have been found to save more for retirement (Hershfield et al. 2011) and those who embody superhero avatars tend to be more altruistic (Rosenberg et al. 2013). Furthermore, in a wide-ranging review of the empirical literature, Slater and Sanchez-Vives (2016) document how VR is now being used to train offline behaviour—for example, using VR as a surgical training tool in medicine has become commonplace—and to treat psychological disorders—for example, people now use VR exposure therapy for victims of PTSD. All this evidence points to an intimate connection between the virtual world and reality, and shows how actions in the virtual world can have real ‘extravirtual’ effects (Søraker 2010).

In addition, and perhaps most crucially from the present perspective, there is considerable evidence to suggest that people in VR environments can experience what is happening to them as ‘real’ and not simply as some form of make-believe. This feeling that a virtual experience is real is possible because the human brain already constructs a virtual model of the real world based on a handful of perceptual cues (Slater and Sanchez-Vives 2016). Virtual reality environments, artificial and unrealistic though they may sometimes seem to be, can exploit this feature of human cognition and trick us into thinking that unusual things are really happening to us in virtual environments. Some of the experimental results are quite dramatic. For instance, research by Blanke and Metzinger (2009) (see also Metzinger 2009a) has shown that it is possible to trick people into thinking they are occupying a different body (and, more generally, to have a virtual ‘out-of-body experience’). Similarly, a series of so-called ‘pit studies’, in which subjects stand on a platform raised just over an inch off the floor while wearing a head-mounted display that projects the image of standing on the edge of a pit or canyon into their eyes, has shown that people can be convinced that they are in danger of falling a long way in a VR environment. The subjects know that they are in no danger but experience increased physical stress nonetheless (Meehan et al. 2002; Madary and Metzinger 2016). Again, these studies suggest that experiences in VR are not unreal and have the potential of causing non-trivial harm to their subjects.

It is important that this point is not misunderstood. I am not claiming that there are no differences between virtual interactions and interactions in the physical world. There are. The aforementioned absence of physical contact is one of them and could have important implications for how we classify or understand the magnitude of the wrong inherent in unwanted virtual sexual interactions. This is one of the issues I take up in more detail in the next section of this chapter. Similarly, virtual interactions could involve interactions with artificial characters, who might be thought to lack the capacity to be moral victims. This could also make a difference to the moral character of any virtual interactions in which they might be involved. Nevertheless, none of these differences should be taken to imply that virtual interactions, as a whole, carry no moral weight. They do and they can, particularly when they involve humans interacting via virtual avatars. To dismiss their moral salience because they are ‘not real’ or ‘less real’ is not persuasive.

The ‘it’s just a game’ objection

Related to the previous objection is the ‘it’s just a game’ objection. This objection builds on the aforementioned idea that virtual interactions are a species of fantasy role play or game and adds the claim that the ordinary rules of morality do not apply as a result. We have already encountered some reasons to reject this objection but it is worth giving it a fair hearing. There is, after all, something to it. Many games do involve the suspension of ordinary moral rules (Huizinga 1949; Zimmerman and Salen 2003). Earlier I gave the example of sports such as boxing and rugby. These sports sanction what would ordinarily be called physical assault. There are many other examples. For instance, some board games and games of chance, such as Poker and Diplomacy, encourage players to engage in forms of deception and bluffing that would ordinarily be deemed immoral. Doing so is part of the fun of the game.

The notion that games represent an amoral space is a view that is particularly compelling when we turn to the world of video games. There are now all manner of games that encourage players to engage in simulations of actions that, if they occurred in the real world, would be deemed serious moral wrongs. For instance, games like Hitman or Assassin’s Creed or Grand Theft Auto all routinely encourage acts of extreme violence, criminality, and cruelty as part of their game play (Luck 2009; Luck and Ellerby 2013; Gooskens 2010; Patridge 2013; Ostritsch 2017; Tillson 2018).

Furthermore, the suspension of ordinary moral rules is not just something that applies to games; it also applies to all manner of fictional activities. Many plays and movies depict acts of physical and sexual violence. Are they immoral for doing so? There is a debate about this, but the reality is that we often treat fiction that depicts immoral acts with great respect. For example, we regularly reward actors who take on the parts of serial killers, psychopaths, and dictators. Think about Joaquin Phoenix in the Joker, Daniel Day-Lewis in There Will Be Blood, Charlize Theron in Monster, and Anthony Hopkins in Silence of the Lambs. Each of them won an Oscar for depicting a psychopath or serial killer. We find their depiction of these characters psychologically and emotionally compelling and we don’t think they do anything morally wrong by pretending to be serial killers or sexual sadists (Gooskens 2010).

Could something similar not be true of actions in virtual environments? Could they all be deemed a kind of gameplay or make-believe? There are three points to made in response to this objection. First, not all unwanted virtual sexual interactions take place in game-like environments or occur as part of some fantasy/make-believe. Some of the examples given earlier did involve games, for example the archery game in QuiVR and the paintballing game in Rec Room, but in neither of these cases was the unsolicited sexual interaction part of the underlying structure or purpose of the game. It was something added on by malicious users of the game platform. So even if we did accept that game worlds have their own internal ethics, unsolicited sexual interactions would not always be included among the things that ought be tolerated by that internal ethics. Most of the other examples involved open-ended socializing in VR. While there may be an element of fantasy and make-believe to these forms of socializing, and while some online platforms have their own community norms and standards, those norms typically do not tolerate unsolicited sexual interactions, nor are they always transparent to users. Certainly, in the examples cited above, none of the users of the relevant platforms thought that unsolicited sexual interactions were acceptable, even if they did anticipate them to some extent.

Second, even if these interactions did occur within environments in which unsolicited sexual interactions were encouraged, tolerated, or part of the underlying game structure, it is not clear that this would save them from moral reproach. Although we do sometimes tolerate the suspension of ordinary moral rules within games, there are limits to how much we are willing to do this. Extreme or risky violence is rarely tolerated in games that permit rough physical contact. You cannot deliberately snap someone’s neck in a game of rugby. And knowledge about dangerous, post-game effects of such physical contact can alter our moral attitude towards games. Fear of permanent brain damage arising from repeated concussion, and the social costs this has both to the affected individuals and their families, have, for example, changed some people’s attitudes towards sports such as boxing and American football in recent years. This has, in turn, affected some of the internal rules of such sports (heightening safety protocols and equipment rules). That virtual interactions can have harmful and lasting real-world effects (as documented above) may give us reason to think that we shouldn’t tolerate any suspension of the ordinary moral rules when it comes to unwanted sexual interactions.

It is important to bear in mind that this point is not the same as the typical ‘effects’ argument that is made in relation to exposure to violent or sexually explicit media. I am not claiming here simply that acting out a sexually violent fantasy can have negative downstream effects for our interactions with other people. As I have suggested elsewhere, I am sceptical about our capacity to adequately research such effects (Danaher 2017b; Danaher 2019). What I am arguing instead is that acting out these fantasies can be immediately and intrinsically harmful, in the sense that they can corrupt or undermine one’s moral psychology and character, that these harms are not obviously compensated for by other gains, and that they may have other negative repercussions. Others have made this point too, suggesting that video games can be a training ground for the moral virtues, and game designers should pay attention to these possibilities when creating the game structure (Sicart 2009).

Third, and finally, immoral sexual interactions within games or other fantasy realms are not as easily tolerated as other kinds of immorality within games and fantasy realms. This topic has been the subject of much debate in the literature on the ethics of video games. Stephanie Patridge (2010, 2013), for example, has argued that a game player who enjoys and tolerates the immoral sexual actions depicted in games such as Custer’s Revenge and Rapelay—both games that encourage users to engage in represented acts of sexual assault and violence—is displaying a troubling insensitivity to the moral meaning of such representations. Her view is that we are, consequently, within our rights to question their moral character. This is an argument that I and others, such as Robert Sparrow, have applied to the adjacent debate concerning acts of sexual assault and violence towards sex robots (Danaher 2017a; Sparrow 2017—and see also the chapter in this volume by Sterri and Earp, on ‘The Ethics of Sex Robots’ for more).

The philosopher Morgan Luck (2009) has also noted the odd inconsistency in our attitudes towards sexual immorality in video games and crafted it into something he calls the ‘gamer’s dilemma’. According to this dilemma, most people seem to think it is immoral to depict and play a game involving acts of virtual child sexual abuse, but most people are tolerant of acts of virtual murder and physical torture. Luck claims that it is very difficult to reconcile these two attitudes. You should either tolerate both or accept both. Luck’s formulation of the gamer’s dilemma has generated a small cottage industry of replies since it was first published (Luck and Ellerby 2013; Patridge 2013). The details of those replies need not detain us here. What is noteworthy about them, however, is that most contributors to the debate accept the starting position that representing and engaging in acts of virtual child sexual abuse is immoral. This stance is backed up by studies of users of virtual social platforms such as Second Life, who generally see sexual ‘ageplay’ (when adult users of the platform play at being children engaging in sexual acts) as something that transgresses or lies at the extreme edge of what is acceptable on the platform (Reeves 2018). This supports the notion that there is something different about virtual sexual immorality in most people’s minds. Furthermore, it is worth noting that this debate about virtual sexual immorality usually concerns actions carried out by game players against wholly artificial characters, not human-controlled avatars. Whatever objections people might have to those actions would seem to apply a fortiori to cases involving human-controlled victims.

The typical counterexample to the suggestion that role-playing sexual violence or assault is morally problematic is, of course, the world of BDSM. To outsiders, practitioners of BDSM appear to tolerate and encourage sexual violence and to endorse fantasies of domination and submission that run contrary to our norms of consent. But this is not a true counterexample, since the BDSM community typically adopts a complex ethical code grounded in explicit consent and a clear statement of boundaries (Nielsen 2010). People who step outside those boundaries or ignore consent are doing something immoral even within the community norms of BDSM. This is very different from tolerating unsolicited sexual interactions in a virtual environment.

In sum, as Ostritsch notes in his discussion of the amorality of games and fiction, ‘amoralist reasoning … implausibly severs all ties between the fictional and the non-fictional’ (Ostritsch 2017: 122). It does not make sense to sever such ties with the virtual world, particularly given that more and more of us are living more and more of our lives through virtual avatars.

The ‘unrestricted consent’ objection

One final objection to the claim that unwanted virtual sexual interactions are serious moral wrongs concerns the possibility that people consent to those interactions by participating in certain virtual games or VR social platforms. In other words, these are not ‘unwanted’ sexual interactions at all. People are consenting to them by entering VR platforms, thereby removing any hint of immorality. Presumably, the idea here would be that either (a) people who use these VR platforms should know that they are liable to be exposed to this kind of experience, hence by using them they signal consent to an unrestricted set of sexual interactions; or (b) because it is relatively easy to withdraw from a virtual environment (take off your headset or switch off your computer), anyone who stays inside a virtual environment knowing that they are at risk of experiencing an unwanted sexual interaction is signalling consent by failing to withdraw.

This objection should not detain us for too long. As I have noted in past writings on this topic, this objection comes up frequently in conversations and talks that I have given about the topic of virtual sexual assault, but it seems highly implausible (Danaher 2018). To put it bluntly, it is a virtual equivalent of the ‘asking for it’ defence one sometimes hears in real-world cases of sexual assault and rape. It places the onus on the victim of a sexual assault to communicate non-consent and not on the perpetrator to elicit affirmative consent. Although there was a time when consent was readily inferred by courts and tribunals from non-verbal behaviour, the ethical and legal consensus seems to be shifting away from this norm (Dougherty 2013, 2015). It is unfair to force a victim to communicate their resistance to sexual assault or to ‘run away’ from a sexual aggressor. They may feel afraid or shocked or otherwise psychologically incapable of doing so. This is true even in virtual environments. Both Jordan Belamire and Michelle Cortese, for example, reported finding themselves initially ‘frozen’ and in a state of shock when they were subjected to virtual sexual assault. Requiring victims to remove themselves from virtual environments if they don’t want to be subjected to sexual interactions would be unfair for an additional reason: it would mean that they are effectively excluded from these environments. Since many of the victims of virtual sexual assault are women, and since these virtual environments are becoming more common and integrated into our daily lives, this exclusion would just perpetuate a social injustice.

What type of moral wrong is it?

If the argument defended above is successful, then an unwanted virtual sexual interaction should be viewed as a serious moral wrong, which raises a follow-up question: what kind of moral wrong? We usually organize our moral wrongs into graduated hierarchies. This is most commonly, but not only, reflected in the criminal law. In other words, some wrongs are taken to be more serious than others. Giving someone a dead leg might be a form of physical assault, for example, but it is not as serious as beating a person to death with an iron bar. These graduated hierarchies are typically incorporated into the legal punishments we attach to different wrongs. For example, minor assault is defined differently from, and attracts a lower penalty than, intentional murder.

This is also true when it comes to sexual wrongs. Most legal jurisdictions around the world distinguish between rape and other kinds of sexual assault or non-consensual sexual activity. Rape is usually deemed the most serious kind of sexual wrong, with some additional gradations introduced for more serious forms of rape such as child rape and statutory rape. Sexual assault is a lesser kind of sexual wrong, and can come in various grades too. If we are to fit unwanted virtual sexual interactions into this graduated hierarchy, then where should we fit it? Is it less serious than rape? Is it a form of common sexual assault? Or is it something entirely sui generis?

In some ways, the simplest answer is to say that it is sui generis. It is a new phenomenon, made possible by new developments in technology, and should be treated as its own thing. To some extent, the present chapter has worked from the presumption that it is sui generis. After all, if it is just another form of sexual assault and no different from the ones with which we are familiar, it wouldn’t need a separate chapter dedicated to it in a book like this. Following this approach, we should analyse virtual sexual assault on its own terms and, if we wish to criminalize it or legally ban it, then we should create a separate and novel category of legal offence to address it.

But, of course, treating it as a sui generis phenomenon would be to miss the point of much of the preceding discussion. The argument for moral wrongness and the subsequent analysis of objections to that argument hinges largely on drawing out the analogies between unwanted virtual sexual interactions and other kinds of moral wrongs, including specifically sexual wrongs. So it is at least worth asking whether we can just subsume this new phenomenon within the existing categories of rape and sexual assault. When we attempt to do this, two possibilities appear to arise.

First, we could view unwanted virtual sexual interactions as essentially the same as rape and sexual assault. To do this, however, we would probably need to argue for a new understanding of rape and sexual assault. In most countries, both of these offences are defined in such a way that they require physical contact between the parties. Consider, for example, the definitions of rape and sexual assault in the English and Welsh Sexual Offences Act 2003. Under section 1 of that act, rape is defined as an offence that requires penetration, by a penis, of the vagina, anus, or mouth of another person (section 2 builds on this in creating an offence of ‘penetrative sexual assault’ that covers non-penile penetration of the vagina or anus). Under section 3 of that act, sexual assault is defined in a way that it requires physical touching. Given that virtual sexual interactions tend to lack this element of physical touching (though see the qualification below), they could not count as subtypes of rape or sexual assault.

Nevertheless, there is some reason to think that this physicalist paradigm ought to be abandoned. Human sexuality is a complex thing. People can experience sexual arousal and response in the absence of direct physical contact. Instead of focusing on physical contact as being the defining feature of sexual assault, we could, perhaps, focus on violations of sexual autonomy or sexual agency as being the defining feature (Danaher 2018 takes up this idea). If sexual activity can extend into the virtual world (and the prevalence of ‘cybersex’ and other kinds of virtual sexual activity would support this idea), then it is possible to have one’s sexual agency undermined and compromised through these sexual acts. A non-consensual virtual sexual act could then count as a form of sexual assault and may perhaps rise to a level of seriousness that justifies calling it ‘rape’. This suggestion is not as outlandish as it might first sound. There are some countries that have moved away from the traditional, physicalist paradigm—with its obsessive focus on what bits go where—when legally defining rape. For example, under Chapter 6, section 1 of the Swedish Penal Code, rape can occur without physical penetration.7 This recently led to a man being convicted of rape for encouraging children to engage in sexual activity via a webcam.8

What if you are not persuaded by this proposal and think that we should stick with the physicalist paradigm? Does that mean that unwanted virtual sexual interactions can never count as rape or sexual assault? Not necessarily. There are haptic technologies that allow for touch, including sexual touch, to be transmitted via the internet. The world of ‘teledildonics’, for example, involves the creation of smart sex toys that allow people to engage in physically immersive forms of cybersex. It is possible to combine the use of teledildonics with immersive VR.9 If users of teledildonics have their interfaces hacked by malicious actors or are deceived into interacting sexually with someone with whom they did not consent to such interactions, then we may have cases of unwanted virtual sex that count as a genuine form of rape and sexual assault. Other forms of unwanted virtual sex—that do not involve the use of teledildonics—could then be treated as a separate category of moral and legal wrong. That said, it is worth bearing in mind that, even if they are not emphasized in the definitions of the offences, there are risks associated with physical sexual contact that do not arise with virtual sexual contact, for example, sexually transmitted diseases and unwanted pregnancies. These risks may warrant differential treatment.

Conclusion

In this chapter, I have analysed the phenomenon of unwanted virtual sexual interaction, described some of the forms it can take, and looked at some evidence suggesting that it is quite prevalent. I have argued that it counts as a serious moral wrong from both deontological and consequentialist perspectives because it violates rights and can cause harm. I have argued that the objections to this view are not persuasive. I have also suggested that there is reason to treat these unwanted sexual interactions as a new type of sexual assault and rape, and not simply as a sui generis category of sexual wrongdoing.

One final issue that is worth addressing is what can be done about this new form of sexual wrongdoing. Three possibilities suggest themselves. First, and most importantly, designers of VR technologies and platforms have a major responsibility here. They create the possibilities for unwanted sexual actions within their virtual platforms and so they have a duty to work hard to ensure that people are not subjected to unwanted sexual interactions in VR spaces. In this regard, the proposals from Cortese and Zeller (2020) should be taken seriously. They argue that there are ways to build ‘consent’ into the design of VR apps by creating features that allow users to control who they interact with, under what terms, and enable easy withdrawal from threatening spaces. More drastically, we could demand that designers prevent all forms of sexualized interaction in virtual spaces. Admittedly, this may be practically difficult in some cases, and may have a moral cost insofar as it could prevent desired VR sexual interactions; nevertheless, there are presumably some kinds of VR platform (e.g. game worlds populated primarily by children) where designing out the possibility of sexual contact is appropriate. Second, where sexual interactions are possible or desirable, there should be strong community standards that outlaw or ban unwanted sexual interactions in virtual spaces. These standards should be monitored and enforced by moderators of these virtual spaces. This is already being done, to some extent (as is clear from some of the stories discussed earlier on) but it is an important line of defence and should not be neglected. Third, and as implied above, there is a role for legal regulation of VR spaces. In particular, the criminal law should not treat what happens in VR spaces as somehow different or peripheral to its mission. Legislators and legal reformers should work to include virtual sexual wrongdoing within the scope of the law.

Notes

1.‘The Story of Roblox’, video available on YouTube, https://youtu.be/VL6rYNmfrjM, accessed 30 September 2021.

2.The original Facebook post recounting the incident is no longer available but reports of Amber’s Facebook post are available at: https://globalnews.ca/news/4316449/roblox-gang-rape-7-year-old-girl/; https://www.bbc.com/news/technology-44697788; and https://knowyourmeme.com/memes/events/roblox-gang-rape, accessed 30 September 2021. It is not clear what the ‘gang rape’ consisted of, but from the photos accompanying Amber’s post, it appears to have involved one of the male avatars pushing her daughter’s avatar’s head down towards his crotch/groin and holding it there in order to simulate oral sex. The avatars appear to have been clothed throughout the simulated gang rape.

3.Other incidents are documented in detail here: https://www.adl.org/resources/reports/hate-in-social-virtual-reality#sexism-racism-and-anti-semitism-in-social-vr-today, accessed 30 September 2021.

4.Details of this research are available here: http://assets.pewresearch.org/wp-content/uploads/sites/14/2017/07/10151519/PI_2017.07.11_Online-Harassment_FINAL.pdf, accessed 30 September 2021.

5.The text comes from this Medium post https://medium.com/@ellecortese/virtual-healing-bf2b5f0cbf51, accessed 30 September 2021.

6.Definitions and approaches can vary cross-jurisdictionally. Some legal definitions of sexual offences could include a reference to harmfulness, and some judges or juries can take harmfulness into consideration when assessing guilt and, more commonly, appropriate punishments. The point here is simply that it is rare for the core sexual offences (rape and sexual assault) to require harm to the victim in order to be legally recognized. They sometimes require force on the part of the perpetrator, but that is not the same thing as harm to the victim and, again, very different to how physical assault offences are classified.

7.An English language translation of the Swedish criminal code can be found here: https://www.government.se/498621/contentassets/7a2dcae0787e465e9a2431554b5eab03/the-swedish-criminal-code.pdf, accessed 30 September 2021.

8.See Cole 2017 - https://www.vice.com/en_us/article/pazyn7/in-a-first-a-man-is-charged-for-rape-over-the-internet, accessed 30 September 2021. This non-physicalist approach to defining sexual assault could also have implications for how we view something like revenge porn (or, to give it its more euphemistic name, the ‘non-consensual sharing of intimate images’). Sharing such images non-consensually could also be viewed as a violation of sexual agency and autonomy.

9.The Dutch company Kiiroo makes a range of such devices. See https://www.kiiroo.com/ (accessed 30 September 2021) for more.

References

Alexander, Julie (2019), ‘Roblox Surpasses Minecraft with 100 Million Monthly Players’, The Verge, 2 August, https://www.theverge.com/2019/8/2/20752225/roblox-100-million-users-minecraft-youtube-twitch-pewdiepie-keemstar, accessed 30 September 2021.

Behm-Morawitz, Elizabeth (2013), ‘Mirrored Selves: The Influence of Self-Presence in a Virtual World on Health, Appearance, and Well-Being’, Computers in Human Behavior 29(1), 119–128.

Belamire, Jordan (2016), ‘My First Virtual Reality Groping’, Medium: Athena Talks, 5 October, https://medium.com/athena-talks/my-first-virtual-reality-sexual-assault-2330410b62ee, accessed 30 September 2021.

Blanke, Olaf, and Metzinger, Thomas (2009), ‘Full-Body Illusions and Minimal Phenomenal Selfhood’, Trends in Cognitive Science 13, 7–13, doi: https://doi.org/10.1016/j.tics.2008.10.003.

Cole, Samantha (2017), ‘In a First, a Man Is Charged for Rape Over the Internet’, Vice, 1 December, https://www.vice.com/en_us/article/pazyn7/in-a-first-a-man-is-charged-for-rape-over-the-internet, accessed 30 September 2021.

Cortese, Michelle (2019), ‘Virtual_ Healing’, Medium, 18 November, https://medium.com/@ellecortese/virtual-healing-bf2b5f0cbf51, accessed 30 September 2021.

Cortese, Michelle and Zeller, Andrea (2020), ‘Designing Safe Spaces for Virtual Reality: Ethics in Design and Communication’, in Andrew DeRosa and Laura Scherling, eds, Ethics in Design and Communication (London: Bloomsbury Academic Press).

Danaher, John (2016), ‘Robots, Law and the Retribution Gap’, Ethics and Information Technology 18, 299–309.

Danaher, John (2017a), ‘Robotic Rape and Robotic Child Sexual Abuse: Should They Be Criminalized?’, Criminal Law and Philosophy, 11(1), 71–95.

Danaher, John (2017b), ‘The Symbolic-Consequences Argument in the Sex Robot Debate’, in J. Danaher and N. McArthur (eds), Robot Sex: Social and Ethical Implications (Cambridge, MA: MIT Press).

Danaher, John (2018), ‘The Law and Ethics of Virtual Assault’, in W. Barfield and M. Blitz (eds), The Law of Virtual and Augmented Reality (Cheltenham: Edward Elgar).

Danaher, John (2019), ‘Regulating Child Sex Robots: Restriction or Experimentation?’, Medical Law Review 27, 553–575.

Dibbell, Julian (1998), ‘A Rape in Cyberspace: How an Evil Clown, a Haitian Trickster Spirit, Two Wizards, and a Cast of Dozens Turned a Database into a Society’, in Ian Dibbell, ed., My Tiny Life (New York: Holt).

Dougherty, Tom (2013), ‘Sex, Lies and Consent’, 123(4), Ethics, 717–744.

Dougherty, Tom (2015), ‘Yes Means Yes: Communication as Consent’, Philosophy and Public Affairs 43(3), 224–253.

Duranske, Benjamin (2007), ‘Reader Roundtable: “Virtual Rape Claim Brings Belgian Police to Second Life” ’, Virtually Blind, 24 April 2007, http://virtuallyblind.com/2007/04/24/open-roundtable-allegations-of-virtual-rape-bring-belgian-police-to-second-life/, accessed 30 September 2021.

Gaus, Gerald (2010). The Order of Public Reason. (Cambridge: Cambridge University Press).

Gooskens, Geert (2010), ‘The Ethical Status of Virtual Actions’, Ethical Perspectives 17(1), 59–78.

Hamm Michele., Newton, Amanda., Chisholm, Annabritt, Shulhan, Jocelyn, Milne, Andrea and Sundar, Purnima, et al. (2015), ‘Prevalence and Effect of Cyberbullying on Children and Young People: A Scoping Review of Social Media Studies’, JAMA Pediatrics 169(8), 770–777, doi: https://doi.org/10.1001/jamapediatrics.2015.0944.

Hershfield, Hal, Goldstein, Daniel, Sharpe, William, Fox, Jesse, Yeykelis, Leo, Carstensen, Laura, et al. (2011), ‘Increasing Saving Behavior through Age-Progressed Renderings of the Future Self’, Journal of Marketing Research 48, S23–S37, doi: https://doi.org/10.1509%2Fjmkr.48.SPL.S23.

Huizinga, Johan (1949), Homo Ludens: A Study of the Play Element in Human Culture (London: Routledge and Kegan Paul).

Lorenz, Taylor (2016), ‘Virtual Reality Is Full of Assholes Who Sexually Harass Me. Here’s Why I Keep Going Back’, Mic, 26 May, https://www.mic.com/articles/144470/sexual-harassment-in-virtual-reality, accessed 30 September 2021.

Luck, Morgan (2009), ‘The Gamer’s Dilemma: An Analysis of the Arguments for the Distinction between Virtual Murder and Virtual Paedophilia’, Ethics and Information Technology 11, 31–36.

Luck, Morgan, and Ellerby, Nathan (2013), ‘Has Bartel Resolved the Gamer’s Dilemma?’, Ethics and Information Technology 15, 229–233.

Lynn, Regina (2007), ‘Virtual Rape Is Traumatic But Is It a Crime?’, Wired Magazine, 4 May.

Mack, Eric (2018), ‘Robert Nozick’s Political Philosophy’, in Edward N. Zalta, ed., The Stanford Encyclopedia of Philosophy (Summer 2018 edn), https://plato.stanford.edu/archives/sum2018/entries/nozick-political, accessed 30 September 2021.

Madary, Michael, and Metzinger, Thomas. K (2016), ‘Real Virtuality: A Code of Ethical Conduct. Recommendations for Good Scientific Practice and the Consumers of VR-Technology’, Frontiers in Robitics and AI 3, 3, doi: https://doi.org/10.3389/frobt.2016.00003.

Matthias, Andreas (2004), ‘The Responsibility Gap: Ascribing Responsibility for the Actions of Learning Automata’, Ethics Information Technology 6, 175–183, doi: https://doi.org/10.1007/s10676-004-3422-1.

Meehan, Michael, Insko, Brent, Whitton, Mary, and Brooks, Frederick (2002), ‘Physiological Measures of Presence in Stressful Virtual Environments’, ACM Transactions on Graphics 21, 645–652, doi: https://doi.org/10.1145/566654.566630.

Metzinger, Thomas (2009a), The Ego Tunnel. The Science of the Mind and the Myth of the Self (New York: Basic Books).

Nielsen, Morten Ebbe Juul (2010), ‘Safe, Sane, and Consensual—Consent and the Ethics of BDSM’, International Journal of Applied Philosophy 24(2), 265–288.

Nyholm, Sven (2018), ‘Attributing Agency to Automated Systems: Reflections on Human–Robot Collaborations and Responsibility-Loci’, Science and Engineering Ethics 24, 1201–1219.

Ostritsch, Sebastian (2017), ‘The Amoralist Challenge to Gaming and the Gamer’s Moral Obligation’, Ethics and Information Technology 19(2), 117–128.

Outlaw, Jessica (2018), ‘Virtual Harassment: The Social Experience of 600+ Regular VR Users’, https://drive.google.com/file/d/1afFQJN6QAwmeZdGcRj9R4ohVr0oZNO4a/view, accessed 30 September 2021.

Outlaw, Jessica, and Duckles, Beth (2017), ‘Why Women Don’t Like Social Virtual Reality: A Study of Safety, Usability and Self Expression in Social VR’, https://extendedmind.io/social-vr, accessed 30 September 2021.

Patridge, Stephanie (2010), ‘The Incorrigible Social Meaning of Video Game Imagery’, Ethics and Information Technology 13(4), 303–312.

Patridge, Stephanie (2013), ‘Pornography, Ethics and Video Games’, Ethics and Information Technology 15(1), 25–34.

Reeves, Carla (2018), ‘The Virtual Simulation of Child Sexual Abuse: Online Gameworld Users’ Views, Understanding and Responses to Sexual Ageplay’, Ethics and Information Technology 20(2), 101–113, doi: http://doi.org/10.1007/s10676-018-9449-5.

Rosenberg, Robin, Baughman, Shawnee, and Bailenson, Jeremy (2013), ‘Virtual Superheroes: Using Superpowers in Virtual Reality to Encourage Prosocial Behavior’, PLoS ONE 8, e55003, doi: https://doi.org/10.1371/journal.pone.0055003.

Santoni de Sio, Filippo., and van den Hoven, Jeroen (2018), ‘Meaningful Human Control over Autonomous Systems: A Philosophical Account’, Frontiers in Robotics and AI 5, 73, doi: http://doi.org/10.3389/frobt.2018.00015.

Sicart, Miguel (2009), The Ethics of Computer Games (Cambridge: Massachusetts Institute of Technology Press).

Slater, Mel, and Sanchez-Vives, Maria V (2016), ‘Enhancing Our Lives with Immersive Virtual Reality’, Frontiers in Robotics and AI 3, 74, doi: https://doi.org/10.3389/frobt.2016.00074.

Søraker, Johnny (2010), The Value of Virtual Worlds and Entities—A Philosophical Analysis of Virtual Worlds and Their Impact on Well-Being (Inskamp: Enschede).

Sparrow, Lucy (2019), ‘The Moral (Im)permissibility of Groping in Virtual Reality Games’, Proceedings of DiGRAA 2019, What’s Next?, http://digraa.org/wp-content/uploads/2019/01/DIGRAA_2019_paper_9.pdf, accessed 30 September 2021.

Sparrow, Robert (2017), ‘Robots, Rape, and Representation’, International Journal of Social Robotics 9, 465–477, doi: https://doi.org/10.1007/s12369-017-0413-z.

Sparrow, Lucy, Gibbs, Martin, and Arnold, Michael (2019), ‘Apathetic Villagers and the Trolls Who Love Them’, doi: https://doi.org/10.1145/3369457.3369514.

Strikwerda, Litska (2015), ‘Present and Past Instances of Virtual Rape in Light of Three Categories of Legal Philosophical Theories of Rape’, Philosophy and Technology 28(4), 491–510.

Tillson, John (2018), ‘Is It Distinctively Wrong to Simulate Wrongdoing?’, Ethics and Information Technology, doi: https://doi.org/10.1007/s10676-018-9463-7.

Wenar, Leif (2020), ‘Rights’, in Edward N. Zalta, ed., The Stanford Encyclopedia of Philosophy, https://plato.stanford.edu/archives/spr2021/entries/rights/, accessed 30 September 2021.

Yee, Nick, Bailenson, Jeremy, and Ducheneaut, Nicolas (2007), ‘The Proteus Effect. The Effect of Transformed Self-Representation on Behavior’, Human Communication Research 33, 271–290, doi: https://doi.org/10.1111/j.1468-2958.2007.00299.x.

Zimmerman, Eric, and Salen, Katie. (2003), Rules of Play: Game Design Fundamentals (Cambridge, MA: MIT Press).


Part IV

Ethical Design of Technology


CHAPTER 15

Ethical Dimensions of Persuasive Technology

James Williams

Introduction

Persuasion is as old as humanity. It is one of the most prevalent and consequential forms of interaction. Its pathways of influence span the conscious and unconscious, rational and nonrational, verbal and nonverbal. Its nature and ethics have been debated since antiquity. However, as networked digital technologies have rapidly transformed our capacities for managing information and attention, they have amplified and extended the means of persuasion in unprecedented ways. These technological advancements have occurred in tandem with advances in the understanding of human psychology and decision making, knowledge of which has been increasingly brought to bear on their design and deployment. The proliferation and power of these new forms of technological persuasion have brought fresh attention to age-old ethical questions about persuasion and raised other ones which are newly salient.

The ethics of persuasive technology intersects with many other areas of applied ethics, yet it also raises distinctive ethical considerations in its own right. Issues of persuasion may coexist with ethical issues that stem from the nature of a technology, for example, its reliance on automation, machine learning, or robotics. Similarly, the ethics of persuasive technology may overlap with ethical issues that emerge from the particular application domain of a technology’s usage, such as in health, education, or advertising. Yet, persuasive technologies also present unique ethical considerations of their own which arise from the persuasion per se—considerations that broadly pertain to issues of autonomy. While the ethics of persuasive technologies remains an emerging area of study, scholarly attention to the issues it presents has advanced briskly in recent years. Research in the area has broadly been concerned with clarifying the ethical issues persuasive technologies raise and bringing ethical thinking to bear on their design.

In this chapter, I provide an overview of the high-level issues in this area by addressing three questions. First, what counts as a ‘persuasive’ technology? Second, what are the main ethical issues raised by persuasive technologies? Third, what major questions loom on the horizon for the ethics of persuasive technology?

What is a ‘persuasive’ technology?

A toy tiger encourages a two-year-old to exercise. A mobile app hooks a teenager into loops of constant status-checking. An advertising platform’s algorithmic logic nudges a father to buy a new lawnmower (for more on digital nudging, see Ienca and Vayena, this volume). A home-care robot reminds an elderly woman to take her evening medicine. A self-driving taxi offers its occupant a discount for stopping at a nearby fast-food restaurant to get a milkshake.

There is a particular class of digital technology, only recently emergent in our lives, that as yet has no consensus term. It overlaps with but is not coextensive with design that has been described in terms of ‘nudging’, ‘gamification’, ‘behaviour change’, ‘dark patterns’, ‘smart’ technology, and many other descriptors. It has also become common to describe these technologies as ‘persuasive’ technologies. While this term is not wholly satisfactory, it is sufficient to enable a high-level ethical discussion of this domain (and is much preferable to hastily concocting another ill-considered neologism).

What does it mean to describe a technology as ‘persuasive’? At its most basic level, the label is a metaphor drawn from the domain of interpersonal communication which emphasizes similarities between a technology’s operation and human capacities of influence, much as the term ‘artificial intelligence’ does with capacities of pattern recognition, logic, attention, and other aspects of human intelligence. If we adapt an early definition of artificial intelligence given by McCarthy and colleagues in 1955 (McCarthy et al. 2006), we might say that a persuasive technology is one which is ‘behaving in ways that would be considered’ persuasive ‘if a human were so behaving’. While this is a useful starting point, when we turn to specific cases, the lines of comparison between technological persuasion and interpersonal persuasion quickly become hard to draw. And, of course, this anthropomorphic definition does not clarify the central definitional question of what counts as persuasion in the first place.

There is a wide sense in which any technology can be described as ‘persuasive’ by virtue of its mere influence. That is not the kind of persuasiveness I am interested in here. That common form of influence relates to questions of a technology’s ‘affordances’, ‘biases’, or ‘intentionality’ and is an important subject of analysis in its own right—one that has widely been recognized as morally salient (Winner 1980; Borgmann 1987; Latour 1992, Floridi and Sanders 2004; Verbeek 2011). A slightly narrower sense of ‘persuasive’, though one that is still too wide for our purposes here, involves technologies that are designed intentionally to influence. Similarly, to be a ‘persuasive’ technology, it is not sufficient that a technology merely enable persuasion, for example, a forum or email client that allows users to send persuasive messages to one another. In other words, a persuasive technology is persuasive because of its form, not because of its content.

Here it is particularly important to distinguish between persuasive technology as a category of technology and Persuasive Technology as a field of study. In the early years of the twenty-first century, B.J. Fogg’s (Fogg 2002; Fogg et al. 2007) work in applying novel insights from behavioural psychology to the design and analysis of personal computing technologies catalysed an interdisciplinary subfield known as Persuasive Technology. (Hereafter, to avoid confusion I will capitalize the term Persuasive Technology when referring to the field and use lower case when referring to the type of technology.) In the years since, the field has proved useful for advancing research into persuasive technologies across application domains and disciplinary boundaries as well as bringing attention to the mechanisms of influence common to these systems (Fogg 2002; Oinas-Kukkonen and Harjumaa 2008).

Within the field of Persuasive Technology, the term ‘persuasive technology’ has broadly been defined by the presence of three necessary conditions: there must be (a) an intention on the part of its designers to (b) change, reinforce, or otherwise shape human behaviour, attitudes, or both, in (c) a manner that is not coercive. Condition (a) seems overly restrictive of the agents behind a technology but is salvageable if we interpret ‘designers’ to mean not the narrow set of agents, such as programmers and user-interface designers, who design the technology in a hands-on manner but rather interpret the term more broadly to mean any agent with a substantial influence on the resulting design. This could include leaders of an organization, those who set higher-level goals (such as business models or other organizational priorities), or similar agents who exercise systemic influence rather than direct influence on the design. Condition (b) is, for our purposes, broadly unobjectionable. The third condition, however—the requirement that a persuasive technology be noncoercive—presents three problems. First, it amounts to a negative definition of ‘persuasiveness’, framing it not in terms of what it is but in terms of what it is not. Second, the nature of coercion remains a subject of considerable debate, especially when (a) the force in question is nonphysical in nature and (b) the psychological avenues of influence are nonrational in nature, both of which are often the case in the context of digital technology design. Finally, the requirement that persuasive technology not coerce—regardless of how one defines coercion—is ultimately a normative condition masquerading as a descriptive one. As far as I am aware, there is no separate category of ‘coercive technology’ under analysis anywhere, and if a technology does coerce its user, it arguably merits more critical and ethical attention and therefore greater inclusion in the set of technologies under consideration, not less. Ultimately, the noncoercion condition is an artefact of the dual nature of the field of Persuasive Technology, which is concerned with not only enabling analysis of technologies but also informing their design. The exhortation to not coerce is an admirable normative heuristic for avoiding many types of morally objectionable design, but, as a constraint on definition and analytical scope, it ought to be jettisoned.

There is one more important aspect of persuasive technology that has gone unaddressed by definitions to date: the system’s assessment of success at producing the desired effect, that is, the measurement of the outcome and its comparison with the system’s persuasive goal. Importantly, to achieve effective assessment of persuasive success the outcome must be measured at an equal or greater degree of specificity as the representation of the persuasive goal. For example, if you are using a mobile app designed to persuade you to exercise every day, but it only measures whether you have opened the app at any time in the past month, then it would not count as a ‘persuasive’ technology.

We can therefore define a persuasive technology as: any sociotechnical system via which an intentional agent or agents intervenes, in a manner substantially involving digital technology, to effect a particular transformation in the experience, thought, or behaviour of a subject or subjects and measures the outcome of that intervention at a level of specificity sufficient to determine whether the transformation has occurred.

While not a paragon of simplicity, this definition seems conceptually sound. At any rate, it is sufficient; it is unnecessary to seek laser-like precision in our definition of persuasive technology in order to proceed with a discussion of its ethical dimensions.

What ethical issues are raised by persuasive technologies?

Because persuasion is ubiquitous in human life, persuasive technologies may intersect with many ethical considerations. Here I am interested in those ethical issues that arise specifically from the enhanced persuasiveness per se rather than secondary aspects which support or otherwise accompany increased persuasiveness. These secondary aspects may include, among other things, the technology’s digital nature, considerations specific to a particular application domain, the role of user attributes or behaviour, or the political economy of the technology’s influence in society. While many of these secondary aspects may have great ethical importance, the issues they present—which include questions of privacy, consent, or fairness, to name but a few—are already subjects of focused critical discussion in this volume and elsewhere. Furthermore, these secondary issues are so numerous that if we were to undertake an inventory and analysis of them it would require a book of its own.

Within the field of Persuasive Technology (PT), ethics remains a relatively understudied aspect of the literature (Oinas-Kukkonen 2010; Kight and Gram-Hansen 2019). Much attention to PT ethics has occurred in the context of design. Berdichevsky and Neuenschwander (1999) suggested a set of eight ethical principles for PT design using a rule-based utilitarian framework that culminated in the ‘Golden Rule of Persuasion’, which suggests that ‘the creators of a persuasive technology should never seek to persuade a person or persons of something they themselves would not consent to be persuaded to do’. Spahn (2011) theorized about the application of discourse ethics, and Kaptein and Eckles (2010) elaborated the use of reflective equilibrium in a PT context. Oinas-Kukkonen (2010) argued that key ethics research needs in PT included better understanding of the role of user consent, one’s awareness of the persuasive process, and the role of tasks or goals in the design of persuasion as well as the importance of factors such as culture or gender in designing persuasion for user autonomy.

Broadly speaking, the ethical considerations that arise from a technology’s persuasiveness per se concern questions of autonomy. Autonomy is a central component in many philosophical conceptions of well-being. It may be conceived in terms of reasons (Kant), an individual’s motivational hierarchy (e.g. Frankfurt, Dworkin), or one’s ‘self-authorship’ (Raz 1986), among other conceptions. In the context of persuasive technologies, autonomy has been identified as a particularly important ethical consideration (Smids 2012; Spahn 2011; Oinas-Kukkonen 2010; Verbeek 2009). In addition, special autonomy considerations arise in the context of use by children as well as vulnerable people (Jacobs 2020).

It may be useful to consider some of the key ethical issues raised by persuasive technologies in terms of two broad themes that are important for most conceptions of autonomy: (a) freedom of thought and attention and (b) freedom of action. These two categories are not mutually exclusive—in practice, they may and often do co-occur—but rather are two angles of analysis on the kinds of undue claims persuasive technologies may be seen to make on a person’s autonomy.

Freedom of thought and attention

Freedom of thought is widely understood as necessary for autonomy and is enumerated as a fundamental freedom in Article 18 of the Universal Declaration of Human Rights (United Nations General Assembly 1948). In On Liberty, Mill (1989 [1859]) writes that the ‘appropriate region of human liberty … comprises, first, the inward domain of consciousness’, which includes ‘liberty of thought and feeling; absolute freedom of opinion and sentiment on all subjects, practical or speculative’. Importantly, these freedoms pertain to not only the content but also the manner of one’s inner life: they include not merely the freedom to determine one’s beliefs, desires, or volitions, but also to direct the workings of one’s thought as they see fit. In particular, attention has been described as the basis of conscious thought as well as will (James 1890). The ‘attention economy’ (Lanham 2006) that now exists to capture and monetize human attention underlies the creation of many persuasive technologies. Many dominant platforms today optimize their services to maximize users’ time and ‘engagement’ with the system in order to sell access to their attention to other parties (e.g. in the form of advertising) as their primary business model. What is ultimately being sold in these cases is the chance to shape the minds and wills of users.

Four key themes that relate to persuasive technologies and freedom of thought are: distraction, reflection, capacity depletion, and nonrational avenues of influence.

Distraction, or the direction of a person’s attention away from task- or goal-salient information, is a common effect of persuasive technology. It may occur as an interruption, for instance, from an automated notification on a mobile device, or as a message from another person who was prompted to send it in order to increase their engagement with the service. The effect of associating a distractor with a reward has attentional effects that last well beyond that specific situation (Itthipuripat et al. 2019). Exposure to repeated notifications can even create mental habits that train users to interrupt themselves later when the technological influences are not present (Mark et al. 2008).

When a distractor directs a person’s attention away from effective consideration and processing of internal information, it may undermine their reflection. Reflection is an important component of autonomy, for example, in the formation of second-order desires and volitions (Frankfurt 1988). A persuasive technology may deploy external stimuli (i.e. perceptual information) that compete with reflective information, thereby crowding out opportunities for reflection.

A persuasive technology may drain a person’s cognitive capacity, such as working memory or willpower, as well. For example, in The Morality of Freedom, Raz (1986) gives the example of ‘The Hounded Woman’ to describe how capacity depletion threatens autonomy:


A person finds herself on a small desert island. She shares the island with a fierce carnivorous animal which perpetually hunts for her. Her mental stamina, her intellectual ingenuity, her will power and her physical resources are taxed to their limits by her struggle to remain alive. She never has a chance to do or even to think of anything other than how to escape from the beast.



The Hounded Woman lacks personal autonomy because she lacks ‘an adequate range of options to choose from’. Importantly, the ‘lacking’ here does not mean the absence of a range of options existing in the world but rather the inability to give attention to them. This case is analogous to the way a persuasive technology might relentlessly compete for or otherwise pursue a user’s attention in its desire to optimize their engagement with it. (Of course, Raz’s example is far more extreme in that the woman’s life is in immediate danger, but the principle at work is the same.) Influencing via capacity depletion relates to the wider issue of using nonrational avenues of influence generally, for example, the exploitation of psychological biases or vulnerabilities (Smids 2012; Spahn 2011; Oinas-Kukkonen 2010; Verbeek 2009). Such biases include loss aversion (e.g. ‘fear of missing out’), social comparison, the status quo bias, framing effects, appeals to consistency or scarcity, and many others (Kahneman 2011; Fogg et al. 2007). One particular group of biases widely exploited by persuasive technologies involves the psychology of reward and surprise. When a technology seeks to maximize a user’s engagement with it, it can often be extremely effective to randomize the delivery of some type of reward that the user experiences. For instance, in a video game, this could take the form of randomizing the value and number of items that the player finds in loot boxes (in-game containers that the player’s character opens) or randomizing posts in the infinite scrolling feed on a social media site. These mechanisms of reward and surprise are, of course, the same ones that underlie the compulsive nature of gambling, machine gambling in particular (Schüll 2012).

Freedom of action

Technologies designed to change people’s behaviour may raise a wide range of issues related to freedom of action. Four key considerations I wish to address here are: coercion, manipulation, deception, and habituation.

As noted earlier, coercion is often explicitly excluded in definitions of persuasive technology. This exclusion is praiseworthy insofar as it is intended as a normative nudge for practitioners, but its presence ultimately hinders clear philosophical and ethical analysis of persuasive technologies. This is particularly so given the uncertainty regarding whether, and if so how, the concept of coercion can be meaningfully applied to influence that is nonrational in nature. For example, Smids (2012) argues that a car’s persistent, incessant beeping aimed at causing the driver to fasten their seatbelt constitutes a type of coercion in the way it wears down their capacity for self-control. This example is particularly useful not only because it reminds us that in some cases coercion may be morally obligatory, but also because it emphasizes that, even if coercive mechanisms are apparent to the user, they may still influence via indirect means.

Like coercion, manipulation is a category of influence widely seen to pose threats to autonomy not only in the context of persuasive technologies but also in wider discussions about ‘big data’ (Schroeder and Cowls 2014), decision architecture (Sunstein 2015), and human interaction in general (Kane, 1996; Pereboom, 2001). While there is broad disagreement about what the criteria for manipulation are, the definition given by Pennock (1972) captures its most common elements: it is influencing a person ‘by controlling the content and supply of information’ in such a way that the person is not aware of the manipulation (Powers 2007; Strauss 1991; Kane 1996; Pereboom 2001; Smids 2012). Blumenthal-Barby (2014) further describes it as a form of ‘nonargumentative influence’, and Susser et al. (2019) describe it as intentionally hidden influence.

In persuasive technologies, design often has a special incentive to deceive the user. Such deceptive design is often described in terms of ‘dark patterns’, that is, design patterns that serve to trick or mislead a user in the direction of some desired outcome. Especially prevalent on e-commerce websites, dark patterns occur in a wide range of persuasive technologies (Mathur et al. 2019; Gray et al. 2018). In discussion of recommendation algorithms, Seaver (2019) usefully suggests the metaphor of ‘traps’ as a framework for understanding the design. Personification of artificial agents also presents a wide range of new avenues for the deployment of dark patterns, as has been discussed with, for example, the ‘cuteness’ of the design of some robots (Lacey and Caudwell 2019).

Habituation is one of the most common goals of persuasive design. One of the most prevalent methods for creating user habits is via strategic use of reward mechanisms. Randomizing the reward schedule for a given action increases the number of times a person is likely to take that action (Ferster and Skinner 1957). Eyal (2013) identifies variable rewards as a crucial step in the process of creating habits and ‘hooking’ users on a product. This is an underlying mechanism at work behind ‘infinite’ scrolling feeds of information such as those employed by Twitter, Facebook, Pinterest, and countless other news, social, and entertainment websites. It is often referred to as the ‘slot machine’ effect because it is the foundational psychological mechanism on which the machine gambling industry relies and which generates for them over $1 billion in revenue every day in the United States alone (Rivlin 2007). The compulsive and at times even addictive effects that these designs have on users can often be severely debilitating (Schüll 2012).

What are the major questions for the future of persuasive technology ethics?

As far as autonomy is concerned, two main categories of concern loom large on the horizon of persuasive technology ethics: (1) how to mitigate the risks that persuasive technologies pose to autonomy and (2) how to use persuasive technology as a way of enhancing autonomy. Within each category, three broad layers of questions exist that pertain to (a) the design and deployment of persuasive technologies, (b) the incentives and other upstream determinants that influence their design, and (c) linguistic, conceptual, and other cultural dimensions that shape our understanding of persuasive technologies.

When it comes to mitigating potential injuries to users’ freedom of thought and action, at the level of design, there are many significant questions pertaining to the ethical acceptability of appealing to nonrational and/or nonconscious avenues of persuasion. For instance, are there certain vulnerable parts of our cognition that ought to receive special protection from persuasive attempts in the same way that certain vulnerable parts of our bodies may require special protection from physical harms? At the level of upstream determinants of design, there are major questions to be addressed involving the reformation of business models in a way that respects users’ attention and will. And at the level of linguistic and conceptual dimensions that shape how we understand persuasive technology, a major project looms in clarifying and advancing the vocabulary for the myriad varieties of influence, especially as they pertain to nonrational avenues of persuasion. For example, where do the boundaries lie between different forms of influence such as manipulation, suggestion, coercion, exhortation, etc.? In particular, how can these boundaries be better clarified with reference to the morally salient factors that distinguish them?

Ultimately, the aim for persuasive technology ethics should be to transcend questions of harm minimization and pursue the positive enhancement of people’s autonomy. At the level of design, this may involve advancing the technological awareness of and sensitivity to users’ tasks and goals. It could also entail the use of counter-technologies to mitigate distractions, for example, whether they arise from other technologies or some other external source. Examples may include, for instance, a web browser plug-in that blocks ads or a word processor with a ‘focus mode’ that blocks out interruptions from other distracting programmes on the user’s computer. At the level of upstream determinants of design, key questions include how business models can be created that make it valuable for design to enhance users’ autonomy rather than simply not crossing a line in undermining it. Finally, at the level of how we think and talk about persuasive technologies, one could imagine the proliferation of validated metaphors of beneficent influence such as a ‘coach’, ‘guide’, ‘buddy’, ‘partner’ and so on. I deliberately use the qualification ‘validated’ here because it would seem particularly important for these metaphors of persuasive nuance not to themselves become tools of undue persuasion (e.g. mere corporate marketing tools or the basis for ‘greenwashing’ efforts) by merely being able to say, rather than having to verify, that they are in fact on the side of the user. To mitigate such deceptive use, one could imagine the development of a vocabulary and set of expectations for such persuasive metaphors which would enable users to explicitly and confidently delegate aspects of their autonomy to persuasive systems.

Looking into the future, there will be no shortage of substantive ethical questions about persuasive technologies in need of attention any time soon. As these technologies become ever more ubiquitous and indispensable in our lives, attention to their ethical dimensions—which extend into numerous areas well beyond the ones I have briefly surveyed here—will become all the more essential for promoting the well-being of users, designers, and society as a whole.

Conclusion

The ethics of persuasive technology is an emerging field with unique significance and urgency across a wide range of domains. Success in this area will depend on not only advancing the ethical analysis but also clarifying the philosophical landscape that underlies and enables it. That philosophical landscape includes questions of the varieties of forms of influence, in particular, the varieties of nonrational pathways of influence.

Since time immemorial, a great deal of the success of our individual and collective lives has depended on the success of persuasive engagements. In our time, digital technologies have dramatically extended our capacities of persuasion in ways that stand to amplify the harms as well as benefits, depending on the nature of the design. The ethics of persuasive technology, though a young area of work, is poised to inform these technologies’ design if, moving forward, it can receive attention that is commensurate with its significance. Informing design in this way will be essential if we are to realize the promise of these technologies, which, if conceived correctly, we can use to persuade ourselves in better ways, and towards better ends.
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CHAPTER 16

How Robots Have Politics

Rob Sparrow

Introduction

In an influential essay, published in the 1980s, philosopher of technology Langdon Winner (1980), asked, ‘Do artefacts have politics?’ His answer, confirmed by subsequent decades of science and technology studies, was a resounding ‘Yes!’ Artefacts have political choices embedded in their design and entrench these politics in their applications. Moreover, because technologies are better suited to serving some ends rather than others, artefacts shape the societies in which they are developed by shaping the circumstances of their own use. In this chapter, I will explore how robots have politics and how those politics are relevant to their ethics. I will suggest that, for a number of reasons, robots have more politics than do other sorts of artefacts.

Robots, politics, ethics

Robots differ from most of the other digital technologies discussed in this collection by virtue of being orientated towards the physical world. We might say that they are ‘embodied computers’. A more workaday definition has it that they are programmable machines capable of interacting with their physical environment (Lin et al. 2011). Robots are computers with actuators. Some authorities suggest that they must be capable of ‘complex actions’ (Ben-Ari and Mondada 2018). Notice that entirely remotely controlled machines will not count as robots according to this definition, while some devices that people don’t normally think of as being robots, such as automatic teller machines, dishwashers, and washing machines, may, depending upon where we set the bar for ‘complex’. The lack of precision in this definition foregrounds the fact that ‘robot’ is a social, rather than a natural, category, defined by a history of use rather than by any distinctive features of its application.

Politics is about power: it is about who gets what, when, and how (Lasswell 1950). It is about who gets to make decisions and who gets ordered about. It is about the ability of some people to make choices that shape the choices of others. The more sophisticated our analysis of politics, the better our understanding of the way robots have it. In particular, Foucauldian analyses of power and its relationship to knowledge (Foucault 1991) undoubtedly have much to offer discussions of the relationship between the designers of robots, robots themselves, and the uses of robots. This would be a profitable line for future enquiry. However, for the sake of the current discussion, it will suffice to proceed with the traditional political science definition proffered here, as it is sufficient to generate and illuminate a large number of ethical and political questions about the design and uses of robots.

An understanding of the politics of robots is necessary in order to formulate an adequate account of the ethical issues they raise. The appropriate distribution of power is itself an ethical question (Sparrow 2023). The range of policy options available to shape, or regulate, the uptake and uses of robots is also determined, in part, by the political interests at stake in the various alternatives, as well as by the extent to which robots lend themselves to serving these. As we shall see, many of the ethical controversies about social robots turn on questions about the politics of representation as these are raised by robots.

Technologies and politics

The question as to whether artefacts have politics or not is in many ways the key dispute between two influential and popular accounts of the relation between technologies and their users.

Technological determinists argue that history is driven by—determined by—technologies themselves or perhaps by the process of technological development (Marx and Smith 1994). Perhaps the most famous expression of technological determinism was Karl Marx’s claim, in The Poverty of Philosophy, that ‘The handmill gives you society with the feudal lord: the steam-mill, society with the industrial capitalist’ (Marx 1969: 109). However, technological determinism is by no means confined to—or even most popular on—the Left. Whenever you hear a politician or a tech mogul suggest that ‘the future is coming and we need to get ready for it’, they are invoking technological determinism.

If technological determinism gives too much power to technology, the most popular alternative gives too little. Engineers will often insist that ‘technology is neutral’. The same sentiment animates the claim that ‘Guns don’t kill, people do.’

Winner argued that neither of these claims about technology is true. Instead, technologies shape their uses, and the societies in which they are used, without entirely determining either of these things. Technologies ‘have politics’ in at least two ways.

First, they are the products of the circumstances in which they are developed and are often developed in order to try to advance particular political agendas (Winner 1980). For instance, the digital technologies that play such a pronounced role in daily life today have been developed by a remarkably small number of wealthy global corporations, which overwhelmingly employ a particular type of person (i.e. [mostly] male engineers). Moreover, they are structured by design choices to privilege certain values over others and to establish certain sorts of relationships between people, which are inherently political. We might think of this phenomenon as technologies being ‘given’ or at least ‘inheriting’ politics. Human beings shape technologies through the choices that they make when they are first being developed. Once these choices have been made, we may not be able to ‘unmake’ them. For instance, when societies embraced the automobile, it led to an urban geography and a distribution of population in the suburbs, to which all future proposed transport solutions must respond.

The second way in which technologies have politics is more subtle and more controversial. Particular technologies are good for doing some things and bad for others. Although Winner himself did not express his point this way, technologies have ‘affordances’ (Norman 1988). An affordance is what a technology makes possible but also what it makes impossible, as well as what it encourages those who use it to believe to be possible or impossible (Davis and Chouinard 2016). To a person with a hammer, everything looks like a nail. A hammer has limited utility for picking one’s teeth, or cushioning one’s head while sleeping, or for eating. It is little wonder that hammers are mainly used for hitting things. A pistol fits in the hand so as to be pointed and it frames a target in its sights at the same time as it guides the user’s finger to the trigger. It is good for shooting and shooting is good for killing and little else. This facility for some uses and resistance to others means that technologies shape the activities of those who use them. In many cases, the influence that a technology exerts on its users will itself have implications for relations between people; that is to say, it will be political.

Winner was not the last word on the relationship between technology and politics and a vigorous debate has continued in science and technology studies concerning the extent to which technologies ‘themselves’ should be thought of as having politics and the extent to which these politics might be a function of their social and/or historical context (Joerges 1999; Feenberg 2010). Nevertheless, it is fair to say that the subsequent discussion has, for the most part, involved various refinements or reformulations of Winner’s key insights rather than a rejection of them (Verbeek 2011). Again, I have chosen to frame my discussion using Winner’s analysis, rather than some of the more sophisticated more recent analyses, for the sake of the clarity of the discussion and because the problematic that Winner set out is sufficient to progress arguments about the ethics of the design of robots a long way beyond the existing state of the art.

Robots and their affordances

An important reason why robots have more politics than other technologies is that they have more—and more complex—affordances than other technologies. Robots combine the complexity of computers with the materiality of tools. Their sophistication means that they can be used to do many different things in many different circumstances, while their materiality means that their affordances are sometimes very pronounced. For instance, if a robot cannot pick up objects of a certain class or certain shape because of the nature of its manipulators, this will place very definite limits on the use of the robot. What it can do with what it can pick up, though, may be any number of things, which will depend on choices made by the designer.

The claim that robots have more affordances than other tools does need to be made with some care. Every technology makes some input to every possible use scenario. That is to say, the shape of a hammer, for instance, is relevant to—and makes a hammer more or less useful for—any task one could imagine. What is different about robots, though, is that because of the flexibility of the technology, robots will often make different, consciously considered, contributions to a much wider variety of use scenarios. Designers of robots have to think about how their robot might serve—or discourage—users who may desire to do any number of different things with the robot. In doing so, they must make assumptions about the bodies and capabilities of users and about the environments in which the robots will function. These assumptions are then ‘built into’ the robot.

One striking example of the import of the affordances of robots may be found in the debate about the impact of armed drones on international conflicts.1 Remotely piloted aircraft, like the United States’ Predator and Reaper drones, allow the states that can field them an unprecedented power to intervene in the affairs of other nations without putting the lives of their own soldiers at risk (Singer 2009). Yet despite their technological sophistication, these weapons are very good for doing two things only. They have high-powered cameras and systems for intercepting electronic communications, which are great for surveillance. They can be used to kill people, either directly with the missiles and bombs they carry or by illuminating the target with a laser target designator in order that a missile or bomb launched from another system may strike it more accurately. However, they are unable to do anything more than that. Importantly, they do not allow those who operate them to dig a ditch or build a hospital or have a conversation with a villager.2 Consequently, they have limited utility for nation-building or for winning hearts and minds (Sparrow 2009a). It should hardly come as a surprise then that the United States has adopted a policy of targeted killing in response to insurgent movements rather than attempting a more ambitious—but arguably more productive—political engagement with them. The absence of risk to the operator also allows—even encourages—states to deploy and use drones in situations in which they would not deploy manned platforms, which in turn elevates the risk of accidental war (Sparrow 2009b). Possession of drones also makes it more tempting for governments to resort to the use of force to try to impose their will on other nations by reducing the chance of a public backlash when troops sent overseas return in body bags (Enemark 2013; Kaag and Kreps 2014). In all these ways, the affordances of the technology arguably determine its use and thus its political significance.

The affordances of drones are also relevant to the discussion of the ethics of their use on a smaller scale. A major source of ethical discomfort about drones is the fact that they facilitate ‘risk-free’ killing. This capacity to distance the operators from their targets is itself one of the key affordances of drones (Strawser 2010). That the operators are not at risk seems to imply that they cannot demonstrate courage, which has been a source of some dismay in military circles (Kirkpatrick 2015; The Economist 2014). There has also been some discussion of whether the operators can demonstrate or cultivate other virtues that have previously been held to be central to the role-morality of a ‘warrior’ (Sparrow 2013; Sparrow 2015). Perhaps in response to the difficulty of showing that the operation of drones requires physical courage, there has also been increased attention paid to the possibility that operators require moral courage to operate drones and to evidence that suggests that they may suffer post-traumatic stress syndrome (Enemark 2019; Lee 2018). It seems likely that the gap between what operators see—which may include war crimes and other horrific scenes—and what they can do to intervene in events itself plays a central role in generating stress amongst the operators of drones (Sparrow 2009a).

The politics of the technology also plays a central role in the debate about the development of autonomous weapon systems. Again, critics worry that by removing human oversight entirely these weapons make killing easier and war more likely (Singer 2009; Human Rights Watch 2012). One particularly worrying prospect is that, owing to the lack of risk to the operator, these weapons will be placed in more aggressive force postures, increasing the risk of accidental war and opening up the possibility that wars will be started by decisions made by machines. Both critics and defenders of these systems have responded by suggesting that they should remain under ‘meaningful human control’ at all times (Article 36 2014; Santoni and Van den Hoven 2018; Scharre 2018). Unfortunately, the fact that these machines can operate without direct human supervision almost guarantees that they will do so. Any attempt to maintain a human being in the loop would vitiate most of the advantages of autonomy. Once they reach a certain level of sophistication, robotic weapons operating autonomously will outperform—and therefore defeat—robots that need to communicate with a human operator while in combat (Adams 2001; Sparrow and Lucas 2016). Paying attention to the way in which the affordances of these machines will shape their use lends force to the idea that a prohibition on the development of machines with this capacity would be the only way to address the risk of accidental war they are likely to create.

Finally, a similar dynamic is present in discussions of the future of transport once it becomes possible for cars to operate without direct human supervision. As driverless vehicle technology has become more sophisticated, it has become obvious that a problematic stage in the development of this technology is when it is good enough to be relied upon in most situations but not perfect. Human beings struggle to pay attention to a task that they are not actively engaged in, which means that it is not plausible to rely upon human beings to resume control of the vehicle when the driving task exceeds the capacities of the autonomous drive system (Endsley 2017; Shladover 2016). The only safe driverless vehicles will be those that exceed the performance of human beings across the range of driving situations they are likely to encounter and which do not rely upon the human driver to take control at speed. However, once driverless vehicles are safer for third parties than vehicles driven by human beings, it looks as though it will be unethical for a human being to be in control of a vehicle on a public road (Sparrow and Howard 2017). Removing human beings from control of the vehicles in which they travel in turn is highly likely to alter their relationship with the vehicle, including discouraging private ownership (Masoud and Jayakrishnan 2016). In this way, the affordances of this technology are likely to drive a series of significant changes in how people travel and thus in the transport system as a whole.

Robots and representation

Another reason why robots have more politics than other artefacts is that they will often have a ‘representational content’. In part this is because the very idea of a robot already comes loaded with so many expectations as a result of the history of representations of robots in film and literature. The origins of the word robot, in Capek’s play ‘RUR’ (1999) connect it to ideas about artificial persons, labour, and slavery, which associations it has carried ever since (Hampton 2015; Morrell 2015). Unsurprisingly, fears about robots replacing human beings in various roles are endemic to debates about the future of robotics.

However, the other reason why robots have representational content relates to their embodiment. Robots often ‘look like’ something—an animal, a person, or a ‘robot’—and this resemblance communicates ideas about their function, potential, and role. Indeed, it turns out that people tend to place robots in social categories and to attribute both identity and personality to them (Duffy 2003; Lee et al. 2006; Tay et al. 2014). Designers of robots have in turn been quick to use this fact to their advantage. For instance, engineers have made robots modelled on dogs (Fujita 2001) or seals (Shibata et al. 2001) in order to mobilize people’s affective responses to these animals in their encounter with the robot. Humanoid and other social robots are given faces with big eyes and exaggerated expressiveness, again so that robots can use their ‘faces’ to communicate with human beings (Breazeal 2003). The capacity of robots to convey meaning through their bodies and ‘facial’ expressions is essential to the functionality of social robots.

The moment robots represent things (or people), they participate in—and may be evaluated on the basis of—a politics of representation. In some cases, ethical questions may arise concerning the way in which the designers of robots use their capacity to represent things to achieve their goals; that is to say, that robots represent anything at all may be problematic. In other cases, the way in which robots represent people (in particular) may be problematic.

The use of the capacity of robots to represent things has been controversial in several contexts in which it has thought to be deceptive (Boden et al. 2017; Sharkey and Sharkey 2020; Sullins 2012). For instance, some engineers have developed, or have proposed developing, companion robots for aged care settings, which look to rely on older people treating the robot as if it were a real animal (Sparrow 2002). Deceiving people, even for their own benefit, is prima facie unethical. More generally, social robots seem to rely upon people responding to them as though they have capacities that they do not have. For instance, if I look forward to being greeted by a robot because I think that it is pleased to see me, then it seems as though I have been tricked into a response that I would not have had, had I been fully conscious that the robot has no feelings at all.3 In these sorts of applications, it is the fact that the robot is referring to—represents—something that is not a robot (an animal, a smiling person) that is ethically problematic.

Two other ethical controversies involve the way that robots represent people.

Predictably, as robots have become more sophisticated, some engineers have turned to designing sex robots. Perhaps equally predictably, philosophers interested in robotics, and also the media, have been quick to discuss the ethics of sex robots (Danaher and MacArthur 2017; Kubes 2019; Levy 2008; Sullins 2012; Whitby 2012; see also Sterri and Earp, this volume).

One obvious—and key—question about sex robots concerns how they represent women (Richardson 2015). Sex robots will convey ideas about how women look, or should look, and also ideas about how women should behave. Both seem problematic. Sex robots—indeed ‘female’ robots generally—participate in and reinforce a familiar set of sexist stereotypes about women’s bodies: big lips and big breasts abound (Kubes 2019). They also risk reducing women to their bodies and/or to their sexuality. Indeed, at a deeper level, in building an object in the image of a woman, the designers of sex robots risk implying that women are objects (Richardson 2016). Building an object in the image of a woman for the purposes of sex, then, might—not unreasonably—be taken to imply that women are fundamentally sex objects, or at least that the most important thing about women is that men can have sex with them. Similarly, when it comes to the behavioural repertory of sex robots, they are good for only one thing. The fact that sex robots are always available for sex might be thought to express the idea that women are—or should be—always available to satisfy the sexual desires of men (Gutiu 2016).

As well as the argument about what sex robots represent, there is also a question about what sex with robots represents. If sex robots represent women, then sex with a robot arguably represents sex with a woman. However, it seems highly unlikely that the users of sex robots will ask the robot for consent before they have sex with it, in which case sex with the robot will arguably represent sex with a woman without consent—and thus rape. Alternatively, if the robot is programmed always to explicitly say yes to sex or we interpret sex with a robot as representing sex with a consenting woman, then, again, sex robots represent women as always available for sex (Sparrow 2017).

None of this seems especially egalitarian and all of it seems ripe for—and has come in for—criticism. One set of worries relates to the implications of such stereotypes for behaviour. Will sex robots encourage men to treat women like objects? Will they make it the case that men are more likely to rape women (Danaher 2017)? Another set of worries concerns what these stereotypes communicate or express (Richardson 2016; Sparrow 2017). Reducing women to their bodies or suggesting that they are always available for sex is arguably sexist and disrespectful, even if it doesn’t alter the behaviour of men in the way that the media effects argument suggests.

A salient response to these concerns about the politics of the representation of women by robots is to point out that sex robots seem no different, in these various regards, from representations of women in other media, most obviously pornography, but also much film and cinema advertising. For the most part, the 1960s and 1970s feminist argument that these sorts of representations are unethical appears to have been lost in most parts of the world today; or, at least, such images are still being made and consumed without much evidence of controversy. Moreover, later waves of feminists have questioned previous generations’ criticisms of pornography and sex work. ‘Sex positive’ feminism celebrates sex, female desire, and women’s bodies (Rubin 1984). It is certainly open to someone who is sympathetic to these commitments to insist that they should extend to include robots.

This argument by analogy with other forms of media might be resisted, though, by insisting that the fact that robots are embodied, mobile, and share three-dimensional space with us means that representation functions differently in the case of robots.

As intimated above, there is some evidence to suggest that people unconsciously respond to robots as though the robots were alive (Bartneck et al. 2009; Fink 2012; Krach et al. 2008; Reeves and Nass 1998). It might, therefore, be argued that our interactions with robots have more power to shape our behaviour than our interactions with other forms of media. This is, indeed, a claim that engineers have sometimes made in favour of the use of robots in educational contexts (Belpaeme et al. 2018). If it is true, then, as well as advertising the educational virtues of robots, engineers should be aware of the possibility that some robots might teach the wrong lessons, perhaps even contrary to the intentions of their designers, by virtue of the way they represent people. Certainly, we would have grounds to look again, more critically, at the way in which sex robots represent women. Whether the empirical premise about the causal powers of robots is true or not is, of course, another question. One can only hope that more careful research with robots, with properly designed studies, will resolve the question one way or another in the future.

Alternatively, it might be argued that even if robots do not have more power to shape behaviour than other forms of media, their embodied and mobile nature means that they communicate, or express, more—or communicate or express things in a different way—than do other media forms. I am not aware of this argument being made in the literature in a fashion that clearly distinguishes it from the claim that robots have more power to influence the behaviour of those who interact with them than do other media. Nevertheless, it is clearly a logical possibility. One might, for instance, argue that the amount of labour and technological ingenuity required to build a robot means that the choices of designers deserve more scrutiny, or to be taken more seriously than do the choices made by the authors of more disposable cultural artefacts (Sparrow 2017).4 One might argue that the fact that we are primed by evolution to treat moving things as though they are alive means that we are less capable of critically interrogating the messages they communicate. Even if this doesn’t mean that we are more likely to be influenced by them in terms of our behaviour, it might mean that they have more power to offend or to express sentiments that we would normally want to evaluate ethically. Finally, a more subtle—and more interesting—claim would be that representation works differently in robots than in other media because robots are icons of a particularly potent sort. For instance, while someone might say of a photo that represents a woman with large breasts that ‘the woman in the photo has large breasts’, we tend to say of, for instance, a sex robot that it has large breasts rather than that it represents a woman with large breasts. This tendency of the signifier and the signified to become entangled in the body of the robot might in turn be held to mean that robots communicate more than other media.

While (most) sex robots represent women, humanoid robots in general seem to represent people more generally as well. Ethical questions also arise here.

As with other forms of media, one question concerns who gets to be represented. Most humanoid robots have white surfaces; where they have ‘skin’, this is almost always ‘white’ skin. While it is an empirical matter whether this means that people treat robots as though they are White, it strongly suggests that most robots represent White people (Bartneck et al. 2018: Sparrow 2019). Moreover, because race is socially constructed, to ‘have’ race is just to be treated according to a racial schema. Thus, if people do treat robots differently on the basis of their surface colours, robots really will have race (Sparrow 2020). The vast majority of humanoid robots will turn out to be White.5

However, as I noted above in ‘Robots and representation’, historically, robots were slaves. Even today, we expect robots to be designed to serve human beings. Humanoid robots, then, represent people who are slaves—indeed, they represent people as slaves. This seems ethically problematic in itself. Just as one might worry about the impact that sex bots might have on the way that men treat women, one might worry about the impact that humanoid robots have on the way that we all treat each other. Just as one might worry about the messages that sex robots communicate about women, one might worry about the messages that humanoid robots communicate about people.

The historical association between robots and slaves also complexifies the race politics of robots (Chude-Sokei 2016). Although their surfaces will usually code them as White, their nature as slaves codes them as Black. Which of these codings will triumph in any particular context is an empirical matter, highly deserving of further study (Sparrow 2019). Either way, though, representing people as slaves seems highly problematic.

The politics of design

The politics—and thus ethics—that robots have by virtue of what they represent is a matter of public knowledge. Indeed, it is a function of what the public think about them. As we have seen, in many—but not all, insofar as it is sometimes a function of the behaviour of robots— cases it exists at the surface of the robot. However, some of the affordances, and thus the politics, of robots will not be obvious to the user. The choices made by engineers will often have consequences for the options available to the users of robots in ways that are very unlikely to be transparent to those who use or encounter them. The more we interact with robots, the more the nature of our activities and our relationships with other people will be shaped by the decisions of those who design the robots with which we interact.

Another important set of ethical and political questions therefore arises regarding the design of robots and who gets to design them. Whose interests will robots serve? The relative lack of diversity in the engineering profession, and in the senior executive of the universities and corporations that are funding research into robotics, makes these questions especially pressing. Sex robots are being designed by men, despite women arguably having a greater unmet need for sexual satisfaction (Mahar et al. 2020). An enormous amount of robotics research is being funded by the military, or at least dedicated to military purposes, despite the many other human needs that robots might be designed to serve (Sparrow 2012). Robots for use in mine clearing and drug delivery in the global South are being designed by engineers from the global North. My own experience visiting robotics labs and attending robotics conferences suggests that robots for aged care are being built by young people trying to answer the question, ‘How can robots help the elderly?’ rather than ‘What do older people need?’ or even ‘What technologies could improve the lives of older people?’: answers to these latter questions might not include robots. One might well wonder how appropriate it is to have members of each group designing robots in each case. Not only do these dynamics risk the design of robots that fail to serve the needs of their intended user group, but they also invite questions about the right of the designers of robots to be exercising power over the lives of their users in this way.

Indeed, there is a danger that the design relationship is fundamentally authoritarian. Designers make choices that shape the experiences of, and the choices available to, users, and users have very limited capacity to influence these. In some applications of robots, users may be able to express opinions on the design by the choices they make as consumers. However, the market is a poor substitute for ethical and political deliberation, and the outcomes of markets often differ in a number of reasonably well-known ways from those that would emerge from democratic political discussions (Sen 1977). Moreover, in many cases the users of robots will not have any choice in whether to engage with the robot or not and will certainly not be responsible for deciding whether or not to buy it. In order to try to address, or at least reduce, the asymmetry in the relationship between the designers and users of robots, many engineers are now turning to ideas about user-centred, participatory, or value-centred design.

No matter who designs robots, or how, we will also need to ask how they will alter relations between people, and who will be empowered and disempowered as a result of these changes.6

One issue concerns access to, and control over, the information collected and generated by robots. Many robots, especially social robots, should be expected to generate and store a large amount of information about their interactions with users and thus about their users themselves. Access to this information will grant knowledge of, and some degree of power over, users. Debates about privacy, consent, and control over information will therefore be central to determining the ethical uses of robots (Calo 2012).

A key question in determining the implications of robots for the distribution of political power, which is also of broader ethical interest, is who—if anyone—will be responsible for the outcomes of the operations of robots. Holding someone responsible for something is an exercise of power, which attempts to shape the choices of the responsible party. For that matter, to have responsibility for something is, in most cases, to have the power to make choices about it.7 When robots rely on machine learning, it may seem that this opens a ‘responsibility gap’ such that it is no longer appropriate to hold the designers or operators of the robots responsible for the consequences of ‘its’ actions, which they could neither predict nor control (Matthias 2004; Sparrow 2007). While many people have this intuition, it turns out to be hard to support without attributing a form of moral agency to machines, which they are unlikely to have until they become full moral persons (Sparrow 2021). At the very least, legal responsibility for the consequences of the operations of robots may be assigned to either the designers or operators. It is also plausible to think that both the operators and the designers of robots share moral responsibility for the outcomes of their operations by virtue of knowingly exposing their users to the risks that the robot may go awry, even if—as may sometimes be the case—they do not know how likely this is or what form it might take (Noorman 2014).

Another question, which looms large in relation to many applications of robots, concerns what happens to those whose labours are no longer required because a robot can do their job better, or at least cheaper. Fears of technologically generated unemployment have long haunted discussions of robots and have re-emerged with a vengeance in the past decade (Brynjolfsson and McAfee 2014; Danaher 2019; Danaher, this volume; Ford 2015; Susskind and Susskind 2015). Clearly, robots—or things that should be recognized as robots—have already put many people out of work, on assembly lines, in laundries, and in printing, for instance. However, technological change has always led to changes in the nature of work, including the elimination of some jobs: the question is what happens to those people who used to do those jobs. Do they—or at least the same number of other people—find new work? Predicting the future is a mug’s game and philosophers have no special insight here. It is possible to find people, seemingly equally well qualified, predicting that robots will radically decrease the demand for human labour (Brynjolfsson and McAfee 2014; Danaher 2019; Ford 2015; Susskind and Susskind 2015) and that robots will simply change the nature of the work people do, with little impact on the overall rate of employment (Malone 2018: 273–281). Where philosophers can, perhaps, make some contribution is in adjudicating the justice of the various proposals that have been put forward to address the social and economic consequences of widespread technologically generated unemployment, should it occur. Thus, for instance, the suggestion that governments should respond to the rise of robots by introducing a universal basic income raises questions in political philosophy, about economic rights and distributive justice, and in ethics, about the role played by labour in a good human life, as much as it does in economics and social policy. As will be discussed further below, one of those questions concerns the justice of the designers and manufacturers of robots possessing or exercising the power to put tens of thousands of people out of work.

Resisting robots

Because they shape social relationships, the design of robots and the regulations that make them possible are important sites of political contestation. Robots encounter resistance—and rightly so.

One place where this resistance has been very pronounced is, again, in public concerns about ‘killer robots’. The prospect of autonomous weapon systems capable of choosing and attacking targets without direct human oversight has met with—I believe understandable—public hostility. This is despite the fact that it has proved remarkably hard to explain what precisely is wrong with sending a robot—rather than, for instance, using a bomb or cruise missile—to kill someone (Skerker et al. 2020; Sparrow 2016a). Nevertheless, there is, I believe, an emerging—and inevitably, appropriately, contested—body of opinion that insists that all human beings have a ‘right not to be killed by a robot’ (Asaro 2012; Human Rights Watch 2012). This argument, as well as a multiplicity of other arguments about the capacities and implications of autonomous weapon systems, have been taken up by the Campaign to Stop Killer Robots (2020). As a result of this campaign, and the earlier activities of the International Committee for Robot Arms Control, there are now ongoing arms control discussions about the possibility of international regulation, or even prohibition, of lethal autonomous weapons systems, in the United Nations Convention on Certain Conventional Weapons processes.

Similarly, feminist concerns about the implications of sex robots have resulted in a high-profile Campaign against Sex Robots. As surveyed above in the section ‘Robots and representation’, critics have argued that the way sex robots represent women is either inherently disrespectful or likely to have various pernicious consequences. Some authors have also worried that the development of robots will ultimately discourage people from seeking out and enjoying more meaningful relationships with other human beings (Sparrow and Sparrow 2006; Turkle 2011), a possibility that might be thought to be especially disturbing if the relationships being replaced are intimate ones (Gutiu 2016). Interestingly, one thing almost everybody agrees on is that the manufacture and sale of sex robots in the form of young children would be unethical.8 Whether it is possible to reconcile this intuition with the moral permissibility of the design and use of sex robots modelled on women remains to be determined.

There is also an emerging debate about the nature of the future made possible by the development of autonomous vehicles. Early discussions of driverless vehicles touted their capacity to produce environmental benefits by reducing the vehicle fleet (Fagnant and Kockelman 2015). Once cars become capable of driving themselves, it will make little sense to own a private vehicle. When one is not using one’s own car, it could be out generating an income by transporting other people for a fare. However, if one’s car is transporting other people most of the time, it makes just as much sense to outsource the expenses involved in maintaining it to a third party and pay for it only when one needs it. For these reasons, many pundits expect that the development of driverless vehicles will lead to the rise of a mobility as a service model, wherein a few providers offer access to fleets of driverless vehicles to consumers who purchase trips using their mobile phones, on the model of Lyfft or Uber (Burns 2013; Zimmer 2016). Unfortunately, it is now recognized that the advent of driverless vehicles may have some perverse, and environmentally destructive, consequences. Those vehicles that do exist will spend a much greater proportion of time on the roads, thus potentially increasing congestion (Cohen and Cavoli 2019). More importantly, it is likely to lead to an increase in the total kilometres travelled: because vehicles that would otherwise have been parked may remain on the road searching for fares; because the number of people for whom travel by car is an option will increase dramatically the moment one does not need to own one (or be able to drive); and, because people are likely to be willing to tolerate longer commutes if they can do something other than drive while they are en route (Harper et al. 2016). Thus, the environmental consequences of the widespread uptake of autonomous vehicles are potentially disastrous (Morrow III et al. 2014; Pernestål et al. 2020). An alternative future would, then, involve a massive reinvestment in public transport infrastructure and particularly trains, with fleets of shared autonomous minibuses being employed to solve the ‘last mile’ problem by transporting people from their starting point to the train station and from the train station to their final destination (Sparrow and Howard 2017).

Finally, although it is yet to arise to the level of a public controversy, there is an argument to be had about the use of robots in aged care settings. In particular, robots might be used to supplement—rather than replace—human care and to allow people to remain in their homes for longer. However, there are both economic and design reasons to fear that robots will instead lead to an increase in the institutionalization of older persons and a decrease in human contact, to the detriment of the welfare of older persons (Sparrow and Sparrow 2006). If robots are to make a positive contribution to aged care, then it will be vital to have a vigorous debate about the appropriate mechanisms to prevent them leading to an increase in the social isolation of the elderly (Sparrow 2016b).

Robots, revolution, and rights

How concerned we should be about the politics of robots, and especially the question of who gets to determine these, will depend on how large a role we think robots will play in the future. In this context, it is striking that many pundits proclaim that robotics and artificial intelligence (AI) are poised to bring about a technological revolution, which will radically reshape the social and economic fabric of modern societies. Indeed, a number of authors have argued that they constitute an existential threat to the human species (Barrat 2013; Bostrom 2014). For instance, famously, the ‘father of AI’, Marvin Minsky, is reported to have said, as early as 1970, ‘Once the computers get control, we might never get it back … if we’re lucky they might decide to keep us as pets’ (quoted in Darrach 1970). The abstract of Verner Vinge’s influential essay, ‘The Coming Technological Singularity’, included the ominous prediction that ‘Within thirty years, we will have the technological means to create superhuman intelligence. Shortly after, the human era will be ended’ (Vinge 1993). Bill Joy included robots as one of the reasons ‘Why the future doesn’t need us’ (Joy 2000). Less pessimistically, although only slightly less dramatically, any number of authors have predicted massive social and economic disruption due to robots (Brynjolfsson and McAfee 2014; Danaher 2019; Ford 2015; Susskind and Susskind 2015).

Whenever one hears technologists waxing lyrical about our digital future, heralding a ‘Fourth industrial revolution’, or warning of our impending demise at the hands of robots, one should consider how people would respond if they heard someone making the same claims about a political revolution. Imagine that you are watching the evening news, when the television goes on the fritz. A pirate television broadcast appears on the screen. In it, a bearded revolutionary holding an AK-47 says that his organization intends to bring about the same social and political changes that tech pundits predict will result from future developments in robotics. His group is, he announces, planning a revolution that will radically change the way people live over the next two decades. He and his comrades will put millions of people out of work. He will centralize political power in his own hands and in the hands of a few other people like him. They may even, he admits, have to risk killing us all in order to be able to bring about the benefits of their revolution. A quick Google search reveals that his organization is overwhelmingly made up of young men who have graduated from Stanford, Massachusetts Institute of Technology, or Carnegie Mellon. At no point does he mention elections or the possibility that people might balk at his plans.

How many people do you think would, on hearing such a broadcast, simply shrug? Most people would at least feel that they deserve a say in the plans of this group. Many would demand it. I can see no reason why our response to purported technological revolutions should be any different. If robots are going to reshape our lives, then it is vitally important that the principles according to which they are designed are determined democratically. Recognizing that robots have politics is the first step in the struggle to shape the politics of robots and, thus, the future.
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Notes

1.It is worth observing that drones are only partially robots according to the definition set out above. To the extent that they are remotely piloted, they are not robots. However, modern drones also have some capacity to carry out complex actions, such as travelling to waypoints, or flying figure-of-eights, autonomously, which means that it is not entirely inaccurate to think of them as robots. Certainly, the public and philosophical debate about the ethics of robotic warfare has included drones in its conception of robots.

2.Robots can be used to broadcast messages via loudspeakers but, as yet, have little capacity to replicate the affordances of face-to-face conversation. It is possible that some of these functionalities will be added to remotely operated ground vehicles in the future.

3.Note that there are other ways in which robots might involve deception. For instance, designers or manufacturers might explicitly advertise their robot as having capacities that it does not in fact have. Such deception in advertising is also unethical but is hardly confined to robots.

4.An obvious objection to this line of argument is that some artists, for instance, filmmakers and novelists, may spend more time, and put more thought into, producing their films or novels than any engineer puts into building a robot. It does, however, seem plausible that this argument might succeed in distinguishing sex robots from other forms of pornography.

5.Stephen Cave and Kanta Dihal (2020) argue that this is also true of AI more generally.

6.Of course, one group who will be empowered is precisely those who design robots.

7.‘In most cases’ because in some cases involving strict liability, people may be held responsible for matters over which they had no control.

8.Inevitably, some authors have defended the design and use of sex robots modelled on children (see, for instance, Moen and Sterri 2018). Given the legal restrictions on the production and ownership of even CGI-generated images of the sexual abuse of children, this argument seems highly unlikely to win the day with the broader public.
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CHAPTER 17

Ethical Issues with Artificial Ethics Assistants

Elizabeth O’Neill, Michal Klincewicz, and Michiel Kemmer

Introduction

Flora is in a restaurant, chatting with a group of friends, when the conversation turns to climate change, animal welfare, and diet. By the time the waiter asks her what she’d like for lunch, Flora finds herself at a loss, unsure what to order. The locally sourced roast beef? The chicken, likely from a factory farm? Salmon? The vegan quinoa? Usually, she orders whatever sounds most appetizing. But she’s just heard a lot of strongly held, conflicting views on what food choices are best for the environment and the well-being of animals. She’d like to do the right thing, and she cares about animals and the environment. However, she isn’t sure what option would be best. For one thing, she’s missing a lot of information that seems relevant for her decision. She wonders whether fish feel pain, how the chickens were treated, and which dish took the most resources to produce. She’d also like to know what the best arguments are for and against positions like vegetarianism. After listening to some of her friends, she’s even begun to question some of her deeper values and normative beliefs like her assumption that ecosystems have only instrumental value.

What to have for lunch is just one of the many ordinary purchasing and consumption decisions we face every day. In many of these situations, we are missing information that we think might be relevant, and we haven’t had a chance to fully think through the question, yet we have to make a choice. With the advent of big data and recent developments in artificial intelligence (AI) research, is there some way that computer systems could help us with this kind of decision?

Recently, a number of philosophers and computer scientists have proposed that technologies employing AI could be used to improve human moral reasoning and decision-making (Borenstein and Arkin 2016; Giubilini and Savulescu 2018; Klincewicz 2016; Savulescu and Maslen 2015; Formosa and Ryan 2021; Lara 2021; Sinnott-Armstrong and Skorburg 2021).1 We will focus on just one part of this AI-aided moral improvement question: the case of the individual who wants to improve their morality, where what constitutes an improvement is evaluated by the individual’s own values.2 We will refer to the technology of interest in this chapter as the ‘artificial ethics assistant’ (AEA)—an AI system that is designed and used with the aim of improving human moral cognition.3 We look primarily at the use of AEAs to influence purchasing and consumption decisions made by individuals; we set aside discussion of the many other possible uses of AI technologies to aid moral decision-making.4

If Flora were presented with an AEA, with the promise that it would help her make more moral consumer decisions, or perhaps more specifically, decisions that better align with her core moral values, would she have reason to use it? In comparison with other approaches to moral improvement, attempts to use AI technology to improve moral cognition make several potential ethical questions and problems salient. This chapter examines a selection of such problems. We begin by distinguishing three broad areas in which an individual might think their own moral reasoning and decision-making could be improved. We then sketch why one might think that AI tools could be used to support moral improvement in those areas. Finally, we discuss some of the ethical issues that AEAs might raise, looking in particular at three under-appreciated problems posed by the use of AI for moral self-improvement, namely, reliance on sensitive moral data, the inescapability of outside influences on AEAs, and AEA usage prompting the user to adopt beliefs and make decisions without adequate reasons.

Moral self-improvement

When considering the topic of artificial ethics advisors, there is an essential preliminary question to ask: what would it mean to improve one’s own moral reasoning and moral decision-making capacities?5 Given conflicting conceptions of morality, different people have ideas of moral improvement that diverge in substance—one person thinks moral improvement involves increasing compassion; another person thinks it involves increasing devotion to family or loyalty to the country.6 One can distinguish several aspects of moral cognition that an individual with nearly any set of values might believe could be improved.7 One may think:


(1) One’s actions, character, or other evaluable states or attributes8 fall short of one’s values and what one believes one ought to do. One admits one is sometimes hypocritical or that one suffers from weak self-discipline. For instance, even if Flora concluded that she ought to be a vegetarian, she may be so tempted by the thought of the delicious roast beef sandwich that she orders this option despite her moral belief.

(2) One sometimes misjudges or is uncertain about what the right thing to do is, given one’s values, in a particular situation. Pressure or lack of time can lead to logical errors or to a failure to consider all the information that one ordinarily believes is relevant. One might be missing information or one might have false beliefs about the non-normative features of a particular situation (perhaps Flora incorrectly thinks that the locally sourced beef has a smaller carbon footprint than imported salmon) or about relevant non-normative features of the world more generally (such as whether fish can suffer as much as farm animals). It could be due to thought patterns that one considers to be biased—Flora may tend to have more sympathy for cows than chickens yet view this tendency as a bias. Even if one is confident in one’s moral beliefs and values, there is room for things to go wrong when applying them to a particular case and forming a judgement about what to do.

(3) One may also be uncertain about some fundamental moral questions or one may recognize a possibility that one is mistaken in some of one’s core moral beliefs and values (or in one’s understanding of them).9 Individuals sometimes look back and think that they have been mistaken about what is right and wrong; people’s moral priorities sometimes shift over time. Listening to her friend describe the plight of factory farm animals, Flora might come to think that she has made a moral mistake in the past by weighting human welfare as so much more important than animal welfare.



If one sets out to improve one’s morality, then, one may do so with the aim of improving in any of these three areas—roughly, one may aim to align actions or character with moral judgements, aim to align moral judgements about particular cases with one’s core moral commitments, or aim to either improve or better understand one’s core moral commitments. There are many traditional tools for moral self-improvement that address aims (1)–(3). These include reflection, prayer and other religious practices, the study of texts, soliciting and following the advice of others, imitating people we admire, building up habits, structuring our environments to avoid temptations, and so on. More recently, philosophers have suggested the possibility of moral bioenhancement—the use of biomedical technologies, such as pharmacological, genetic, or neural interventions, for moral enhancement (Persson and Savulescu 2012). An AEA, if it performed as promised, would add a different kind of tool for moral self-improvement. At the same time, the use of AI for moral improvement poses a distinct set of potential ethical problems. In this chapter, we focus primarily on AEAs that could be used to advance aim 2, leaving discussion of the other aims for future work.

How could AI technology be used to improve moral cognition?

AI, interpreted broadly, is already being used to support reasoning and decision-making in a variety of contexts: for instance, to guide decisions about whether to admit patients into intensive care; to assist predictions about how likely a defendant is to re-offend; and to assist predictions about whether one investment or another is more likely to produce a profit (Phillips-Wren 2012). Furthermore, AI is used in e-commerce, where product rankings or chatbots help customers in making decisions. AI is also used as part of expert systems that automate decisions for pilots, doctors, and in other domains (Liebowitz 2019). Given these already existing systems, it is not implausible that the use of AI to supplement reasoning and decision-making will gradually encroach on more canonically moral domains in the near future. It is also possible that, as some philosophers have been advocating, efforts will be made to develop AI systems explicitly designed to support human moral capacities (see Whitby 2011).

Perhaps the most technologically feasible version of a personal AEA in the near term would be a recommender system that takes into account factors that the user considers moral. Recommender systems are at the heart of popular music streaming services, such as Spotify, and online shopping platforms, such as Amazon. One can easily imagine similar systems that generate purchasing or consumption recommendations in a process that incorporates information about users’ values.10 For instance, if one wants to avoid listening to White supremacist bands or to songs with misogynistic lyrics, one can imagine a music streaming recommendation system accommodating this preference.11

There are also a number of systems that provide users with information pertinent to advancing particular kinds of values within specific contexts, such as apps that supply information about restaurant options,12 household products,13 and clothing companies (Hansson 2017). And there are robo-advisor systems that make investment recommendations that take into account whether the user wants to avoid investing in particular industries such as in weapons or tobacco. However, no existing systems allow the user to personalize recommendations or information on the basis of moral values in a fine-grained way.

With regard to more advanced systems that could supply personalized ethics assistance, there are many technical questions about how the systems could acquire information about users’ values. Here are some possibilities:


• the user completes surveys in which they indicate what they take to be their priorities, which considerations they believe are morally relevant in particular situations (c.f. Sinnott-Armstrong and Skorburg 2021: 9–14), or what their moral judgements are about particular scenarios (Giubilini and Savulescu 2018: 174–175). One might think of these surveys as much more elaborate versions of the Moral Foundations Questionnaire (Graham et al. 2013) or the questions asked in the Moral Machine experiment (Awad et al. 2018), which uses thought experiments to find patterns underlying moral judgements;14

• the AI system asks the person specific questions to fill in gaps in the system’s model of the person’s moral views;

• the AI system observes the person’s choices and behaviour and infers desires, preferences, and values on the basis of them (Etzioni and Etzioni 2016);

• the AI system observes the person’s choices and behaviour together with the choices and behaviour of others and infers desires, preferences, and values on the basis of correlations at the population level (Giubilini and Savulescu 2018).

• the person gives the AI system feedback on its judgements and recommendations, for example, as in some forms of inverse reinforcement learning (Ng and Russell 2000; Hadfield-Menell et al. 2016) or reward modelling (Leike et al. 2018);



Some of these are quite futuristic; current efforts to do this sort of thing are very rudimentary. Nonetheless, it may eventually be possible to represent much of an individual’s moral world view outside of that person’s mind.

Suppose, then, that systems have been created that are capable of acquiring a picture of the user’s moral functioning and world view (or some subdomain within these) for the purpose of helping the user to improve their moral reasoning and decision-making. Such systems could conceivably influence an individual’s moral cognition in a number of ways. One distinction is between preparatory assistance, on the one hand, which is any influence on the user in advance of their consideration of the case or moral question of interest, and, on the other hand, on-the-spot content-specific assistance with particular moral questions or cases.15

At the preparatory stage of assistance, the AEA might play an advisory role or a training role. When giving on-the-spot assistance, during the duration of the user’s deliberation on a particular question, the system could play an advisory role or it could play a function facilitation role. In an advisory role, the AEA provides information and recommendations, offered for consideration within the user’s reasoning process. In advance, the advising AEA could give information about the process of moral reasoning, for instance, and recommendations on how to prepare to make better decisions when one faces a case or moral question; on the spot, the advising AEA could give information and recommendations specific to particular cases or particular moral questions such as about what to value. A trainer supplies training that permits the user to improve some moral capacity; this role is specific to preparatory assistance.16 Function facilitation occurs on the spot, over the course of one’s consideration of a particular moral question, when the system helps one exercise some capacity such as the detection of morally relevant features of a situation or generation of possible options for action.

Preparatory assistance: Advice and training

One type of preparatory assistance is procedural assistance, which aims to improve one’s moral deliberation processes (Paulo 2018).17 Schaefer and Savulescu (2019: 73) propose that increasing ‘logical competence, conceptual understanding, empirical competence, openness, empathy and bias’ would be a way to improve the quality of moral decisions of individuals no matter their antecedent values. Another potential target for procedural assistance would be affective perspective-taking—the ability to recognize or infer the emotional states of others (Klincewicz et al. 2018). Via advice and training, the system could also help one develop dispositions for reflection (Giubilini and Savulescu 2018: 179) or for engaging in various stoic practices (Klincewicz 2019). The AEA could also help train one’s own capacities for recognizing situations that (one believes) raise moral issues and for more quickly or reliably noticing features of a situation that one considers after reflection to be morally relevant (e.g. by training affective perspective-taking).

In addition to procedural assistance, an AEA might assist in advance of particular cases by helping us better understand our own moral views. For instance, the AI system might find patterns in our judgements about cases so as to identify the underlying norms and principles we subscribe to and the core values we are most concerned with. The advisor might also identify conflicts between an individual’s moral world view and their actions or identify apparent conflicts within an individual’s moral belief system. Making these things explicit may prompt reflection on whether these are the norms, principles, and values one wants to endorse. We call this the AEA’s moral psychologist function.

The AEA could also prompt the user to increase the completeness of their moral world view—for instance, by giving them new cases to consider, such as cases they might be likely to encounter in the future in our profession, so that the user thinks about them in advance with the idea that this puts the user in a better position to analyse and develop views about similar cases when they are encountered in reality. In addition, the AEA could simply provide facts that can become a part of background information relevant to future moral decision-making.

On-the-spot assistance: On-the-spot advice and facilitation

During the time when the individual is considering a particular moral question or case, the AEA could supply support by facilitating the functioning of component parts of one’s moral deliberation process. If the user has already formed a tentative moral judgement on a particular question, the AEA may weigh in with an assessment of whether the judgement is consistent with one’s deeper values and other commitments.18 Savulescu and Maslen’s proposed moral reasoning prompter would help the individual think through a moral decision by prompting the individual through some (personalizable and possibly adapting) reasoning procedure. They list some example questions for this process, such as ‘Would the act involve crossing a line you promised yourself or another you wouldn’t cross?’ and ‘Do you think you will feel shame or remorse if you go ahead with the act?’ (Savulescu and Maslen 2015: 87).19 With information about the principles or considerations underlying one’s judgements (or other people’s judgements), the AEA could help with the moral reasoning process by collecting and presenting to the user a range of arguments or considerations that might be offered for and against particular options for action. Lara and Deckers propose a ‘Socratic Assistant’, with which the user would ‘deliberate in dialogue’ to subject the user’s beliefs to ‘conditions of empirical, logical and ethical rigour’ (Lara and Deckers 2019: 8);20 Seville and Field suggest that AI systems could play a devil’s advocate role in moral reasoning (Seville and Field 2000). For Flora, who wants to decide whether to become a vegetarian or a vegan or continue eating meat, the AEA could provide arguments for each of these positions, generating them on the basis of her antecedent values. If Flora is a utilitarian, the AEA could provide utilitarian arguments for these diets.

An AEA could remind one of the facts or analogous cases that one usually considers relevant for a given kind of moral question but that one may fail to think about at the moment. It could draw one’s attention to features of the situation that one believes are relevant but that one does not always attend to or adequately consider. Suppose Flora is visiting her grandmother and wondering about whether to eat the grilled chicken that her grandmother has lovingly prepared: it might be helpful for the ethics adviser to remind Flora to think about how her grandmother may feel if she refuses the meal, given that on previous, similar occasions Flora has regretted failing to consider the cook’s feelings.

Another function that is relevant when the individual is in the midst of considering a case is that of the ‘moral environment monitor’ (Savulescu and Maslen 2015), which monitors general factors that cause the individual to reason better or worse. These might include things like stress level, sleep deprivation, hormone levels, possible influence by unwanted emotions, etc. On the spot, the system could alert the individual if they are making a decision in a less optimal condition—for example, so that the individual could postpone the decision or take steps to counteract the effects of the non-optimal environment. (If an AEA were to supply information about these patterns in advance of the individual considering the particular case or question, then it would be playing a preparatory role—for example, if it recommended that the user ensure that particular conditions are in place before making decisions. And, if the effect of the environment monitor over the long term was that the user learned when they were better at moral decision-making and adjusted their moral deliberation process accordingly, the result would be an enduring procedural enhancement.)

More directly, the AEA might supply advice on what means would fulfil one’s ends. Supposing Flora has decided to minimize the number of meat products she consumes, the AI system might assist her lunch decision by screening all the meal options based on whether they include meat. If Flora were thinking more long term, making a decision about where to live, she might be interested in which areas are most conducive to a vegetarian lifestyle; the system might then advise her in a way that allows her to change her social and environmental context so that it is easier to maintain her vegetarianism. Along these lines, Savulescu and Maslen propose the moral organizer (Savulescu and Maslen 2015: 86), which may identify ways in which the person could meet their goal or alert them to the fact that they have not yet met the goal—thus aiding them on the spot in the ongoing process of reasoning about how one can meet one’s goal.

More fundamentally, AEAs might provide advice—recommendations or information—meant to prompt changes to people’s ends or their interpretations of their ends—their core moral beliefs and values. For example, working from premises that the user already accepts or would be likely to accept if they considered them, the AI system could identify, for the user’s consideration, a range of arguments for and against possible core moral beliefs and values (Klincewicz 2016: 180; Lara and Deckers 2019: 9). The AI system might have gathered those arguments from other human beings (e.g. from philosophical texts) or it may have generated them itself. The arguments could proceed by appealing to non-moral values (e.g. epistemic values such as coherence) that the individual holds; or they could appeal to metaethical or conceptual arguments (e.g. an argument appealing to the nature of action or obligation).

What kind of arguments would work for this function would depend on what beliefs the user already has. For instance, one type of information potentially relevant for changing one’s ends would be information about the morality of others—their judgements about cases, their concepts, the types of considerations they believe to be relevant, the weight they put on different considerations, and so on. Depending on the question, one might be interested in the beliefs of people in one’s profession, one’s parents and friends, religious leaders, or the entire population. In the moral domain, the reason this information would be of interest is that the user may consider other people’s moral beliefs to be information that bears in some way on what they ought to believe (c.f. Chituc and Sinnott-Armstrong 2020: 273) or ought to take into account. To that end, the AEA could deliver Flora a compendium of commonly held moral beliefs about a vegetarian diet among people with whom she shares other moral views, for example.

In addition to offering direct advice on one’s ends, the AEA might facilitate one’s reasoning about one’s ends—for instance, the system could guide the user through the reasoning or discernment processes recommended by particular traditions. If the user believes that a particular approach to ethical reasoning and decision-making is right (e.g. Jewish tradition, or virtue ethics, or something else), the system could help guide the individual through reasoning and decision-making processes from those traditions to help them modify or reinterpret their core values.21

Ethical risks and problems

Given the wide variety of moral functions that could be handed off to an AEA, identifying all the potential ethical issues associated with the use of ostensible AEAs would require much more than one chapter. In addition, which ethical problems may arise depends substantially on what form AEAs might take. Here, we focus on three problems that are worth considering for a broad range of AEAs for moral self-improvement, all of which are tied to their use of AI: (a) the risks associated with AEA reliance on information about the user’s own moral psychology; (b) the risks associated with outside influences on AEAs and the possibility that an AEA will not accomplish its function; and (c) the risks associated with taking the AEA’s advice without having adequate reasons. After discussing these problems, we briefly discuss some of the problems that have come up in the literature on moral bioenhancement that also appear applicable to the AEA case.22

The sensitivity of moral data

Given the complexity of human moral reasoning and psychology, for an AEA to be effective it would likely require substantial information about the world, the cases the user encounters, and the user. In particular, in order to advise the user in a personalized way, an AEA would need moral data about that individual: information about the individual’s values and beliefs, and possibly even quite an in-depth model of that individual’s moral psychology. Information about an individual’s values (moral, political, personal, etc.), let alone information about the underlying patterns in a person’s moral psychology, which the individual is not even aware of themselves, can be highly sensitive (cf. Christen et al. 2015 on ‘morality mining’). Thus, one of the distinguishing ethical issues associated with AEAs, in contrast to other moral improvement interventions, is the risk introduced by its likely reliance on large quantities of detailed, sensitive moral data.

Each of the AEA’s various interactions with the individual’s moral data—elicitation, aggregation, storage, processing, creation (based on inferences from other data), possible sharing, and use—introduce risks for the user.23 Furthermore, the creation of AEA technology, long before it reaches the user, may require a process in which AI systems learn moral concepts and construct models of moral world views; such a process would itself likely require the collection and processing of moral data from many people. Then, during use, if the AEA system is updated based on information about others or if one of its functions is to provide the user information about the values and opinions of others, risks arise for all the individuals whose moral information is collected and transferred—such information may flow or be used in ways that violate rights or are otherwise problematic.24 Additional risks arise from the identification of patterns in moral views across individuals that enable further inferences, including inferences about groups and uninvolved individuals (on the issue of group privacy, see Floridi 2014; Taylor et al. 2016; Loi and Christen 2019; Veliz 2020, ch. 3; on privacy interdependencies, see Humbert et al. 2019 and Barocas and Levy 2020). The use of AEAs by some individuals could expose (probabilistic) information about non-users that enables predictions about non-users’ likely moral views or dispositions based on other available information about them. This opens the door for dangerous discrimination against both historically marginalized groups and previously unrecognized groups that become salient as a result of newly discovered moral psychological patterns (see Taylor 2016 on algorithmic groupings).

Why is moral data so sensitive? Information about the individual AEA user—which might include information about the user’s intentions, past actions, judgements about controversial cases, and so on—would be of great interest to many people, such as prospective employers, spouses, landlords, security services, loan providers, governments, etc. Imagine a landlord interested to know whether a prospective renter has little regard for property rights; a person interested in whether their fiancée secretly thinks that occasional cheating is not so bad; a parent concerned with whether a babysitter will be a bad influence. Such parties might even claim to have a legitimate interest in accessing this data under some circumstances. Morality is central to identity (Strohminger and Nichols 2014), and the topics that people tend to consider questions of morality are frequently high-stakes. Importantly, people tend to be less tolerant of those they disagree with on moral matters than of those they disagree with on other matters (Skitka et al. 2005; Wright et al. 2008). Individuals’ moral data would also be of great interest to people concerned with rule violations and punishment, such as divorce attorneys, law enforcement, juries, etc. In addition, any system that relies on valuable personal data runs a risk of leakages and attacks. We can imagine AEA user data being repurposed for a variety of illegal and malicious ends—moral data used for blackmail, exposing political dissidents, manipulating targets, etc.

Historically, information about individuals’ moral values has only been accessible to others in a piecemeal way, for example, via self-disclosure, rumour, behaviour, and other indirect indicators.25 We have laws and norms that regulate our interactions with such information—in many countries, for instance, closely related data, such as religious affiliation and voting record, is subject to various protections. Digitalizing moral data at the scale an AEA would require introduces substantial hazards—it would harvest some of the most significant information about individuals that there is. It is difficult to anticipate all the ways in which storehouses of presumed-reliable information about individuals’ moral world views might alter our social world. Think of friendships made untenable by one person’s repugnance at the moral views of the other, moral purity tests for employment, deeper polarization and segregation between groups on the basis of moral views, and moral inquisitions.

Some of the risks associated with moral data can perhaps be addressed by engineering solutions that prevent repurposing or hacking, other technological tools, new social norms, and legal instruments that regulate moral data and the development of purported AEAs. But pending substantial developments along these lines, for the sake of social functioning there is reason to be wary of highly personalized AEA, given their likely reliance on massive amounts of moral data.

The inescapability of outside influences on AEAs

A worry for any ostensible moral enhancement intervention is that it will fail to perform its purported function and, on top of that, that the user might not recognize the failure. Let us distinguish two possible characterizations of the AEA’s function. One is the individual value alignment function: the system helps the user better align their moral judgements and decisions with their core moral values (cf. Christian 2020; Boddington 2021). However, if the user’s core moral values are completely misguided, it could be that efforts to increase alignment will not result in moral improvement and may indeed result in moral worsening. Thus, there is another characterization of the AEA’s function to consider, which we will label the moral improvement function: the system helps the person improve their moral judgements and decisions, simpliciter. For a user whose core moral values are roughly on track, performing the individual value alignment function may have the result that the system also performs the moral improvement function. For the user whose values are completely misguided, the AEA would presumably need to influence the user’s core moral values (or their interpretation) if it is to fulfil the moral improvement function. Since the moral improvement function lies beyond the scope of this chapter, we are concerned here with the possible function failure of an intervention designed to perform individual value alignment and in particular with the low probability that the user would be able to assess whether the system will perform its purported function.

In practice, an AEA cannot be fully personalized: the values of others will invariably influence the design of the system in ways that no user could fully reconstruct (cf. Serafimova 2020). Although the system may take the user’s moral views as input, and though it could even be designed to change over time on the basis of the user’s input, the initial design of the system and its parts (unless the user were to design the entire system from scratch) comes from elsewhere. For an AEA to come into being, some set of individuals must design it, construct it, advertise it, etc. The creation and availability of such technology is influenced by economic and political structures as well as many other individuals’ interests and values; whatever advice or guidance the system provides the user will be partly determined by the choices of the designers of the system, the institution that built it, standards organizations, and others (Frank and Klincewicz 2016).

At minimum, the variety of ostensible AEAs that the interested user may encounter is constrained. As with any computer system, those options that do become available will be the product of a vast number of value-laden design decisions, many of which the user will not be aware of or able to inspect (Friedman and Nissenbaum 1996; Nissenbaum 2001). Among other things, there is the unavoidable challenge of the system needing to select some format in which to present options and information, given the existence of order effects and other presentation factors that affect reasoning. The result may be that the AEA systematically biases or restricts the scope of morally relevant actions that the user considers; it might ‘imprison us within a certain zone of agency’ (Danaher 2018: 18). There is also the possibility that the use of an AEA, though not intended (by designers or users) to change one’s core values, nonetheless does. Using an AEA could then be a ‘transformative experience’ (Paul 2014), producing a shift in one’s values.26 As many philosophers have observed, even ordinary technology can mediate values and change the values of its users without their awareness (Bergen and Verbeek 2021). The reverse problem is also a potential worry—that a user who interacts with the system will change less over time than they would have had they conducted their moral deliberation without the system; that the system will constrict the moral growth of the user.

In addition to unintended influence, there are critical concerns related to intentional bias, manipulation, paternalism, and social control. If such systems are created by people with an agenda or partisan interests, there will be incentives to design them in ways that nudge or otherwise influence users’ choices or even their core moral views. Hidden influence is a risk associated with decision support systems generally (Susser 2019) and would be especially pressing in a context in which the system is used with the aim of moral improvement.

There are serious reasons to doubt that a user could ever adequately confirm that an AEA is successfully accomplishing the individual value alignment function. This is so despite the fact that, for the most part, the user of the AEA system in the scenario we have imagined is an active rather than passive participant in the moral improvement process. In an active moral enhancement intervention, at least as discussed by Focquaert and Schermer (2015), the intervention requires conscious mental participation on the part of the subject. The AEA that we have considered intervenes by offering information and recommendations, which the user may accept or disregard; training, which presumably requires the user’s conscious participation; and function facilitation, which we will assume here occurs only with the user’s active involvement. The user has an idea of how the AEA is influencing them; and the user may cease using the AEA at any time. Nonetheless, even for the best-case scenario that we have sketched, in practice there remains a high probability that the system will promote values other than the user’s and that the user will not be able to identify the ways in which the design decisions or interference of others is exerting an influence on their moral reasoning. Among the causes of this epistemic difficulty is the complexity and opacity of the system, which we discuss in the next section. Thus, there is an ethical risk associated with the purported AEA failing to perform its individual value alignment function and causing the user whose moral convictions are mostly on track to morally worsen.

Moral advice without adequate reasons

One of the worries about moral bioenhancement is that, even if it changes some aspects of an individual’s morality for the better (whether their dispositions, actions, beliefs, or something else), if the user did not make that change on the basis of adequate reasons, that change may be less than praiseworthy or may not constitute a moral improvement overall. This kind of issue shows up in a particularly important form for the AEA, given that it would likely employ machine learning, which tends to be highly opaque (Burrell 2016; Goodman and Flaxman 2017; Arrieta et al. 2020). The problem arises most directly when the AEA acts as an advisor providing recommendations.

Suppose the AEA system were to recommend a course of action that would increase the alignment of the individual’s reasoning and decision-making with their core moral values. The user does this but lacks adequate reasons for the change (e.g. it may be that the user’s only reason in favour of the change is the fact that it is AEA-recommended). The user is unable to independently identify adequate reasons for their behaviour, and the AEA is not able to supply the user with adequate reasons in support of its recommendation. The result of this attempt to use an AEA for moral improvement would be that the user obtains beliefs and reaches decisions without being in possession of or being capable of formulating reasons for those beliefs and decisions. If, as a number of philosophers think, there is inherent or instrumental value in the human agent being in possession of or able to supply reasons for their judgements, actions, and so on, this is a problem.

For instance, Nickel (2001) argues that there is a ‘recognition requirement’ for moral action. On his view, to act in a moral way one must act on the basis of a recognition of what morality requires: ‘morality requires one to act from an understanding of moral claims, and therefore to have an understanding of moral claims that are relevant to action’ (257). Having a full understanding of a moral claim is ‘a matter of having a grasp of the relevant reasons bearing on action, or in other words, having a grasp of the justificatory basis of the claim’ (259). On this view, then, if an AEA cannot supply the user with adequate reasons for its recommendation, there is a risk that one will be left without an understanding of the moral claim so that, even if one acts on the basis of it, one’s action will not be moral.

Suppose that in the situation in which Flora is trying to decide whether to eat the meat dish her grandmother has prepared, the best action to take, given the circumstances, Flora’s core values, and so on, would be to eat the dish. If Flora takes this action solely on the basis of the AEA’s recommendation, without recognition of the morally relevant features of the situation (without recognizing, say, that she should be appreciative of her grandmother’s efforts or that accepting the dish would convey respect, etc.), then her action might not be a moral action. Furthermore, lacking a full understanding of the moral conclusion that she has obtained from the AEA puts Flora in a less than optimal position going forward; facing similar situations in the future, Flora will be no more capable of reasoning about what to do than she was before she consulted the AEA about how to respond to her grandmother.

There may be some circumstances in which it is permissible to defer to the moral testimony of another human being—perhaps in low-stakes circumstances, in situations in which one obtains advice about how to implement shared values, or when ‘we know that we’re unable to resolve a difficult moral issue and reasonably expect that others can do better’ (Mogensen 2017: 263). However, deferring to the advice of an AEA may be different—the AEA, or our relationship with it, may be missing some element on which our usual deference relationships depend. This could be so, for instance, if the permissibility of deference to human testimony rests on the fact that human beings can be held responsible for their testimony. The AEA might not be the sort of thing that can be punished or adequately held to account for its claims or recommendations (Floridi 2016; Nyholm 2018).

By contrast, if the AEA could help the user to acquire adequate reasons for making the change that the system recommends, the user would not be epistemically dependent on the AEA’s advice itself; the AEA might have played a critical causal role in facilitating the user’s acquisition of reasons (and user dependence on that facilitation could raise its own ethical problems), but the user’s beliefs or decisions would rest on the reasons that the user has acquired over the course of their interaction with the AEA.

What are the prospects that the AEA could not only advise but could also help the user acquire adequate reasons for accepting the AEA’s claim or following its recommendation? A natural place to start would be for the AEA to share information about what prompted its advice. Unfortunately, the computational processes of an AI system that could function as an AEA would invariably be complex, likely so complex that no human being would be capable of understanding them. Even for existing machine-learning systems, the factors that prompt the system to generate outputs are not easily translated into familiar human concepts, let alone moral concepts that might provide the building blocks for articulating reasons. Substantial efforts are currently underway to create explainable AI systems (see the discussion in, e.g. Mittelstadt et al. 2016; Goldenfein 2019; Martin 2019), but some are pessimistic about how far such techniques can take us (see, e.g. Rudin 2019).

In sum, one concern about AEAs that provide moral advice is that they may prompt the user to make changes—acquire beliefs, take actions, and so on—without adequate reasons. This may undermine the moral worth of the user’s actions. Although a user like Flora might have had noble motivation for using an AEA in the first place (namely, acting more morally), if she is left without reasons for the system’s recommendations, following its advice may leave her less morally worthy.

Additional problems

Many of the potential ethical problems associated with moral bioenhancement efforts may also be applicable for AEAs. One general issue has to do with the fact that using new technologies to interfere with a complex system like human moral tradition and practice risks causing significant bad consequences we cannot predict beforehand. Despite the flowering of empirical research on moral cognition in the past few decades, we still know only a fraction of what there is to know about how moral cognition works—including how hormones and other chemicals, situational factors, and so on, affect reasoning; and how moral world views develop and change. Furthermore, both the functioning and development of moral cognition depends crucially on one’s environment and one’s interactions with others. Supposing that we could successfully create AI systems that could perform the individual value alignment function, there are still numerous risks associated with use of such a computer system.

For instance, suppose we were using an AEA to reduce inconsistencies in our own moral belief systems—it may well be that some inconsistencies in one’s moral beliefs are useful somehow; maybe becoming more consistent would reduce flexibility, creativity, or other qualities that undergird well-functioning moral cognition. For instance, it could be that being as free as we currently are to fall short of our moral standards permits us to keep our standards high. If an AEA were to point out the inconsistencies in our actions and beliefs too frequently, we might respond in a potentially perverse way by lowering our standards. Giubilini and Savulescu (2018: 174) mention this issue, discussing the possibility that one might start out as a strict utilitarian, but in the face of the AI system’s recommended actions, such as donating half one’s income to charity, say, one might begin to think that strict utilitarianism is too demanding a theory. This weakening of standards might not constitute an improvement.

Another class of unintended consequence has to do with the potential for problematic dependence (Danaher 2018). One incarnation of this problem is the potential for moral deskilling (Vallor 2015). We would want to anticipate whether the use of AEAs would cause us to lose our own abilities to perform essential moral cognitive tasks. We would also want to know whether our own ability to perform that task is instrumentally valuable, such as for reasons of robustness, or intrinsically valuable. Similar concerns already exist in domains of human activity where the introduction of computing tools permanently changes people’s cognition. These unintended consequences that AEAs introduce may be difficult to undo. Of course, it is an empirical question whether AEAs would worsen our ability to independently perform whatever cognitive tasks they take over, but when it comes to moral decision-making, such a technology should not be unleashed until we have good evidence that it does not.

However, preparatory assistance, including procedural assistance, is less likely to raise this worry than some of the other assistance that the AEA might provide. Preparatory assistance aims to help us improve skills and obtain information (with the idea that the user retains that information for future use or develops judgements on the basis of that information that are available for future use).

We should also worry about effects such as general alienation from other people and a loss of the social aspects of moral practice—for instance, threats to moral collaboration and discussion due to greater reliance on technology during the process of moral reasoning and decision-making. Among other things, some people think that coming to an ethical agreement via direct social interaction is an intrinsically valuable part of human morality. Social groups are often distinguished by their moral values, and their cohesion often depends on norms that regulate and punish transgressions. The widespread use of personalized AEAs for moral self-improvement may effectively dampen the societal role of moral practice.

Depending on how we interact with AEAs—for example, which moral cognition tasks we outsource entirely, which we perform using AEAs as cognitive extensions (Hernández-Orallo and Vold 2019)—and how reliant we become on them, AEAs may threaten some core component of what we take to be human nature; this is a concern that some have also had about some forms of moral bioenhancement (Cohen 2006; Sandel 2004). There is a worry about whether these interventions would undermine our self-understanding as human beings, as some authors argue moral bioenhancement may do (Elliott 2014; Danaher 2019; Kraemer 2011), or undermine human dignity (Fukuyama 2003; Cohen 2006; Giubilini and Sanyal 2015). A closely related potential problem is the possibility that the AEA could undermine freedom of will or action or, more generally, freedom of mind: some have argued that pharmacological, genetic, or direct neural interventions would impose a limit on these capacities (Bublitz 2016: 94) and that these interventions interfere with our freedom to morally fall (Harris 2011; DeGrazia 2014; Pugh 2019). An AEA may similarly challenge this freedom, especially if such devices could cause permanent changes in our moral world view or ensure, in a way that circumvents our agency, that we always act in accordance with our values.

We may also have certain obligations related to moral reasoning that the use of an AEA would prevent us from discharging. For instance, there may be something morally wrong in Flora failing to spontaneously, independently consider the well-being of her grandmother when making a decision about whether to accept the food she offers. One may argue that this is ultimately a function that she is obliged to perform herself, without the prompting of a computer system.

Another recurring type of worry about enhancement interventions has to do with problems that arise if a substantial portion of the population uses the technology. In the context of moral cognition, widespread changes to our reasoning and decision-making process could produce homogenization at the group level, which might be a problem, for example, if it limits the potential for moral progress at the societal level (Schaefer 2015). For the personalized AEA that we have discussed, one might worry more about polarization and radicalization than homogenization, but the latter is also a risk, particularly if there are common patterns of influence in the way that AEAs affect users’ moral cognition.

Conclusion

In this chapter, we have analysed three of the risks raised by individual use of purported AEAs, each of which applies to a range of systems designed to provide personalized assistance for individual moral reasoning in the near term. We focused on the hazards associated with reliance on moral data, outside influence on the design of AEAs, and the possibility of the AEA user adopting beliefs and making decisions without sufficient reasons. Each of these is a problem that is difficult to avoid with AEAs. To provide specific, personalized, moral assistance with a broad enough scope to be interesting, an AI system presumably requires vast quantities of moral data. Likewise, at least some outside influence on the substance of AEA advice, via design decisions and other constraints, cannot be avoided. Finally, it remains to be seen to what extent the opacity of complex machine-learning systems can be overcome and to what extent such systems will be able to assist users in acquiring adequate reasons for beliefs and decisions influenced by the AI system. Thus, we consider these three problems to be rather serious obstacles for the hope that AI systems might be harnessed for the purpose of helping individuals who wish to improve their own moral functioning.
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Notes

1.Much of this discussion has been presented in terms of enhancement. In contrast with past debates about human enhancement, though, which are generally concerned with improving a trait beyond what is normal or typical for some population, the question of moral enhancement is at least sometimes treated as including any sort of moral improvement, even if it does not surpass the normal or typical (e.g. DeGrazia 2014). We are concerned with improvement broadly, not just enhancement in the narrow sense, so to make that explicit we will use the term ‘improvement’ rather than ‘enhancement’ (see also Klincewicz 2019).

 For additional discussion on the question of whether machines can aid human moral reasoning and decision-making, see Cave et al. (2019: 568); Boddington (2021).

2.We will not rely on a principled distinction between moral and non-moral values; we pragmatically count an individual’s value as a moral value if that individual considers it to be a moral value.

3.We use this term in place of Giubilini and Savulescu (2018)’s ‘artificial moral advisor’ first, to avoid ambiguity about whether the AI system itself is moral/ethical and, second, because we want to consider not only AI systems that give advice but also those that provide assistance in other ways. (See Danaher (2018) for discussion on the ethics of AI assistants generally.) Throughout the chapter, we use the terms ‘ethical’ and ‘moral’ interchangeably.

4.A few examples of other types of uses that we will not discuss are: moral decision-making as a group (e.g. at the family, company, or city level) and moral decision-making by individuals who are in special positions, such as politicians, doctors, or designers.

5.Many people have highlighted the importance of this question within debates on moral enhancement; see, e.g. Shook (2012), DeGrazia (2014); Beck (2015), Young (2018).

6.For some discussion on this problem for moral enhancement see, e.g. Paulo (2018); de Sio and van den Hoven (2018). Indeed, one of the biggest hazards associated with ostensible moral improvement via technology is the prospect of some people using such technologies to impose their values on others with different values. Numerous people have addressed various aspects of this important topic, including, e.g. Sparrow (2014) and Paulo and Bublitz (2019).

7.There are also other approaches one could take to carve up the types of ways one might seek to morally improve. For instance, Shook (2012) distinguishes five ways in which one might morally improve; DeGrazia (2014) distinguishes three ways—motivational improvement, improved insight, and behavioural improvement.

8.For instance, one’s intentions, motivations, and emotional reactions.

9.Some might dispute whether an agent can coherently or rationally believe that some unspecified subset of their own core moral beliefs and values might be wrong; this may raise an issue like the preface paradox. Nonetheless, (descriptively) at least some individuals have this belief.

10.Manolios et al. (2019) investigate the possibility that music recommendations might be based on personal values (see also Tang and Winoto 2016).

11.In reality, some internet services that use recommendation algorithms have attempted to remove content containing, for instance, hate speech (Hern 2018).

12.Giubilini and Savulescu (2018: 174) discuss an app, the Humane Eating Project, that promises to provide guidance on where to eat if one wants to avoid supporting animal cruelty.

13.For a number of years, the internet service GoodGuide supplied information about whether a product meets various standards, such as ‘Leaping Bunny Certified’, indicating lack of animal testing (O’Rourke and Ringer, 2016).

14.See also Conitzer et al. (2017); Freedman et al. (2020).

15.The distinction we are drawing between preparatory and on-the-spot assistance is a simplification: of course, people do not deliberate on a single moral question or case without interruption until they reach a conclusion. As a rough-and-ready distinction, however, it is useful.

16.Whether a given act of assistance is preparatory or on-the-spot is defined with reference to a particular moral question. In general, as one is considering a particular question, one cannot be trained to better deliberate about that particular question. (One might make an exception for a very lengthy period of deliberation over the course of which one’s deliberation capacities could improve.) Any given instance of deliberation can be part of one’s training in advance of future consideration of further cases.

17.See Schaefer and Savulescu (2017, 2019); see Paulo (2018) for discussion of procedural moral enhancement. Paulo (2018) argues that procedural moral enhancement amounts to moral epistemic enhancement.

18.For instance, Peterson (2017) suggests an approach to ethical reasoning that one could imagine a computer implementing to help an individual evaluate their own moral consistency. The method involves identifying principles that best explain paradigm moral cases, assessing moral similarity between cases, and ascertaining what principle to apply to a new case by assessing which paradigm case the new case most closely resembles, morally. Suppose that the AEA possesses a model of the human’s moral views, which represents the human’s moral views geometrically in a ‘moral space’ of principles and cases as Peterson’s describes. Suppose also that the system has learned to predict with some degree of reliability the human’s pairwise moral similarity judgements between new cases and paradigm cases. The AEA could then indicate to the human the presence of a possible inconsistency in the human’s view, in cases where the human’s judgement about a new case diverges from what the AEA predicted the human would judge, on the basis of the AEA’s prediction of the human’s pairwise moral similarity judgements between the new case and paradigm cases and the AEA’s knowledge of what principle is associated with each paradigm moral case.

19.For this intervention to be pertinent in the context of self-improvement, the user would have to consider these to be questions that are conducive to moral improvement or would need to believe more generally that the AEA’s prompting method is conducive to moral improvement.

20.They emphasize, though, that the ultimate aim of the system would be to help the user get better at doing this reasoning on their own. This system, then, would be providing on-the-spot assistance as well as preparatory assistance for future cases.

21.Another possibility is that the system guides the user through other (non-reasoning) kinds of processes that can change one’s ends or one’s understanding of one’s ends, such as meditation or life-transition traditions that involve hallucination-inducing drugs. (See Earp (2018) on the possible relevance of psychedelic interventions for moral enhancement).

22.Many potential ethical problems have already been identified for efforts to use technologies, particularly biomedical and genetic technology, for moral enhancement. For useful review, see Raus et al. (2014) and Specker et al. (2014).

23.Also see Milano et al. (2020) on privacy risks associated with recommender systems, and Kreitmair (2019: 158–159) on privacy worries related to direct-to-consumer neurotechnologies.

24.Federated learning (see, e.g. Yang et al. 2019) would be one strategy for reducing the transmission of specific information about individuals; it remains to be seen what form this might take and how much it would help in addressing the risks associated with sensitive moral data.

25.Already, digital technologies are changing this—for instance, some indication of values can be inferred using social media data, though such efforts are both patchy and noisy (Kosinski et al. 2013; Olteanu et al. 2019).

26.On this type of phenomenon, see Alfano et al. (2021)’s analysis of YouTube recommender systems as causing transformative experiences that may lead to radicalization.
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Chapter 18

The Challenge of Value Alignment

From Fairer Algorithms to AI Safety

Iason Gabriel and Vafa Ghazavi

Introduction

There has long been a view among observers of artificial intelligence (AI) research, often expressed in science fiction, that it poses a distinctive moral challenge. This idea has been articulated in a number of ways, ranging from the notion that AI might take a ‘treacherous turn’ and act in ways that are opposed to the interests of its human operators, to deeper questions about the impact of AI on our understanding of human identity, emotions, and relationships. Yet over the past decade, with the growth of more powerful and socially embedded AI technologies, discussion of these questions has become increasingly mainstream. Among topics that have commanded the most serious attention, the challenge of ‘value alignment’ stands out. It centres upon the question of how to ensure that AI systems are properly aligned with human values and how to guarantee that AI technology remains properly amenable to human control. In 1960, the mathematician and founder of cybernetics, Norbert Wiener, articulated a version of this challenge when he wrote that, ‘If we use, to achieve our purposes, a mechanical agency with whose operation we cannot efficiently interfere … we had better be quite sure that the purpose put into the machine is the purpose which we really desire’ (1960: 1358). More recently, the prominent AI researcher Stuart Russell has warned that we suffer from a failure of value alignment when we ‘perhaps inadvertently, imbue machines with objectives that are imperfectly aligned with our own’ (2019: 137).

This chapter explores the questions posed by AI and alignment with human values in more detail. It begins by looking at foundational questions about the relationship between technology and value. Far from existing in a vacuum, we note that there has long been interest in, and concern about, the potential of technology to ‘lock in’ different values and kinds of authority relationship. Moreover, recognition of this fact has often been accompanied by an understanding that it places a degree of responsibility on designers and recognition that we need specific methodologies to help align technology with visions of the social good that receive widespread endorsement. With this framework in place, the second part of the chapter looks at the question of AI technology in more detail. In particular, we ask: is there something special about AI that makes questions about value more complicated or acute? Here, we answer in the affirmative: while there are clear continuities with technologies that have come before, the combination of intelligence and autonomy demonstrated by modern AI systems gives rise to new challenges. This is true both from a normative perspective, given that we are able to encode a richer set of values in AI systems than in more simple artefacts, and also from a technological perspective—where greater scope of action and intelligence create new challenges from the perspective of alignment and control. The third part of this chapter looks at work being undertaken by technical AI researchers to address the challenge of alignment over the long run and at discussions taking place within that community. Finally, with this understanding in place, we return to earlier observations about the relationship between technology and value, and ask how this philosophical and sociological work might contribute to our understanding of AI alignment. In this context, we note that while most technical discussion of alignment focuses on one-person-one-agent scenarios, we also need to think seriously about social value alignment. This would involve aligning AI systems with a range of different voices and perspectives.

Technology and values

Although the challenge of value alignment has arisen first and foremost in discussion of AI systems, the notion that technology has a moral valence and moral consequences has a long intellectual lineage. From a philosophical vantage point, value generally refers to what ought to be promoted in the world, encompassing concepts such as autonomy, justice, care, well-being, and virtue. This normative conception of value has deep philosophical roots, and can be contrasted with instrumental value used to price goods in markets (Anderson 1993; Satz 2010). Outside philosophy, there is also considerable intellectual inquiry into the relationship between technology and values. In the context of technological design, a working definition of ‘value’ has been offered by Friedman and Hendry as ‘what is important to people in their lives, with a focus on ethics and morality’ (2019: 24). Moreover, the entire interdisciplinary field of science and technology studies (STS) builds upon the insight that values tend to be embedded in technologies, with ramifications for technologists and society, including through the impact on norms and ways of life. As Sheila Jasanoff puts it, ‘far from being independent of human desire and intention, [technologies] are subservient to social forces all the way through’ (2016: 18). Beyond this, technological artefacts have the potential to ‘lock in’ or manifest certain values in a variety of ways.

One famous example of this phenomenon can be found in Langdon Winner’s seminal article, ‘Do Artifacts Have Politics?’ (1980). In it, he cites the case of Robert Moses, whose twentieth-century designs for New York City contributed to deepening racial stratification by creating low-hanging bridges that limited public transport flows from poorer, predominantly non-White neighbourhoods to more affluent public spaces.1 Another example of ‘design with a purpose’ can be found in the city plans of Baron Haussman, who redesigned the streets of Paris after the events of the French revolution, so that it contained open boulevards that facilitated troop movement and suppressed the possibility of protest (Scott 1998 [2020]). In these ways, technical artefacts may have ‘political properties’ embodying specific forms of power and authority. Moreover, Winner suggests that there is a temptation, with the creation of powerful tools, for the ends to be adapted to the means (rather than the other way around) and for technologies to draw forth certain modes of social organization. In the context of discussions around AI, Yuval Harari has recently made a version of this argument, suggesting that the need for large datasets and computer power favours centralized forms of political authority and governance (2018).2

Viewed from a philosophical vantage point, it should also be clear that technology and value are intimately connected. Crucially, technological artefacts, whether in the form of transport systems, medical innovations, communications devices, energy facility design, or the development of home computers, shape and influence the choice architecture within which individual decisions are subsequently made. This fact is easily obscured by an agent-centric view of ethics. However, it should be clear, upon reflection, that new technologies make some outcomes more likely and some outcomes less likely to occur, that they create new possibilities, and that their creation will sometimes exclude certain possibilities from being realized altogether. In this sense, technology often has a profound effect on the states of affairs that we are able to access on an individual or collective basis, and on the states of affairs that we are likely to pursue. Thus, regardless of the metaethical stance we take, including our view about where value ultimately resides, no technology of scale will be ‘value neutral’ in the sense of leaving this balance of possible outcomes unaffected.3

This insight about what we term the ‘technology–value nexus’ has a number of important consequences. First, it suggests that technologists are themselves engaged in a world-making activity and that a level of responsibility necessarily attaches to the process of technical innovation and design. For even if Heidegger (1954 [2013]) is correct, and the cumulative growth of technology ultimately represents an ‘enframing’ or drawing forth of possibilities that are hard to fully foreshadow or understand, some measure of foresight is possible—creating the opportunity for responsible agency and direction in this domain. Second, in order to discharge this responsibility successfully, and guard against moral error, we need methods to ensure that the design of technology is congruent not only with the personal moral beliefs of designers or engineers, but also with a vision of flourishing that is widely endorsed and sensitive to the needs of different communities.4 Since the early 1990s, an approach known as ‘value-sensitive design’, which draws on fields such as anthropology, human–computer interaction, philosophy, and software engineering, has actively sought to bring values into technological processes (Friedman and Hendry 2019).5 Key methods for doing so include techniques such as stakeholder analysis and citizen consultation, both of which emphasize the importance of including the perspective of those who are significantly affected by technological innovation (Martin et al. 2020). Third, it suggests that technologists need to think seriously about these questions early on, including whether to develop certain technologies at all. It is almost always beneficial to exercise ethical foresight at this point, when there is greater latitude of choice and before various path-dependencies have set in.

Is AI special?

With this understanding in place, we can now ask whether AI is ‘special’ when considered from the standpoint of the technology–value nexus. Is AI just like the other technological artefacts we have mentioned, or does it differ in some important way? To make progress on this question, we start with a brief overview of what AI is, or has come to mean, at the present moment. Building upon this foundation, we then consider what unique properties AI systems might possess.

What is AI?

The term ‘artificial intelligence’ commonly refers both to a quality of computerized systems and to a set of techniques used to achieve this capability, most often machine learning (ML). ‘Intelligence’ can be understood in this context to refer to an agent’s ability to adapt and ‘achieve goals in a wide range of environments’ (Legg and Hutter 2007: 402). This instrumental conception of intelligence represents only one view drawn from a family of definitions one might endorse (Dignum 2019; Cave 2020). However, within the vocabulary of computer science, ‘artificial intelligence’ tends to refer primarily to models or agents that perceive their environment and make decisions that maximize the chance of achieving a goal. Indeed, Stuart Russell articulates this view clearly when he writes that ‘machines are intelligent to the extent that their actions can be expected to achieve their objectives’ (2019: 19).

In this context, ML refers to a family of statistical or algorithmic approaches that can be used to train a model so that it learns to perform intelligent actions—sometimes from scratch. The discipline of ML encompasses a variety of different approaches. One branch called ‘supervised learning’ focuses on training a model to identify and respond to patterns in labelled datasets. Supervised learning is at the heart of many real-world applications of AI, including automated image recognition, disease diagnosis, the development of financial trading strategies, and the creation of job recommendation systems. ‘Unsupervised learning’, by way of contrast, aims to uncover patterns in unlabelled data and to perform tasks, such as the discovery of fraudulent transactions, on that basis. When run on sufficiently powerful hardware, both techniques allow models to learn from experience without using explicit instructions. In this regard, ML systems differ from earlier ‘expert system’ models such as the Chess-playing computer Deep Blue, which relied upon an intricate set of hand-crafted rules and instructions to defeat the reigning Chess champion Garry Kasparov in 1996. Innovations in ML, the collection of vast datasets, and the growth of computing power have together fostered many recent AI breakthroughs.

Looking forward, one particularly promising approach for more advanced forms of AI is reinforcement learning (RL). RL agents usually contain four key elements: a policy which defines the agent’s way of behaving at a given time, a reward signal which defines its goal, a value function which estimates the long-term value of different states of affairs, and a model of the environment which allows the agent to make predictions about how the environment will respond to its decisions (Sutton and Barto 2018: 6–7). RL agents then learn what to do by trying to maximize a numerical reward signal that they receive from their environment. They do this by engaging in exploration and revising their policies along the way. Sophisticated RL agents have proved particularly adept at game-playing, mastering the ancient Chinese board game of Go (which had previously been thought to be computationally intractable because of the vast number of possible moves), as well as real-time computer strategy games such as Defence of the Ancients (DOTA) and StarCraft II.

The potential uniqueness of AI systems

Many of these innovations are impressive in their own right. However, when considered from the standpoint of the technology–value nexus, do they represent some fundamental departure from previous systems or a significant point of differentiation? In many ways, the answer is no. Concerns over injustice, safety, and unintended consequences exist for ML algorithms as they do for other technologies. Moreover, the central challenge discussed so far, which centres on the potential for technology to lock in or manifest a particular set of values, has clearly spilled over into the domain of ML, where it is usually discussed under the guise of ‘algorithmic bias’.

Recent analysis has identified numerous cases where algorithmic tools or models have come to reflect forms of bias that arise from the data they were trained on—or from the way that data was curated and labelled. In the case of natural language processing, algorithms learned to associate certain job types with gender stereotypes, leading to biased predictions that disadvantaged women. Historically compromised data has also led to racially biased recommendations in the context of the criminal justice system, both when it comes to parole recommendations and with predictive policing (Angwin et al. 2016; Lum and Isaac 2016). And there are many examples of ML systems performing worse for minorities or groups who sit at the intersection of different forms of disadvantage. In particular, automated facial analysis algorithms (Buolamwini and Gebru 2018) and health-care diagnostics (Obermeyer et al. 2019) have tended to perform poorly for women and non-White sections of the population. When these decision-making systems are used in socially important contexts such as the allocation of health care, education, or credit, they can compound disadvantage by obscuring its origin, extending its influence over time, and creating forms of automated discrimination that are difficult to address (Eubanks 2018). Moreover, in each case, there is a clear sense that the technologies are not aligned with key values such as the requirements of fairness, or with what we as a society want them to do. Thus, they embody what we might term ‘social value misalignment’. To address these shortcomings, there is now an active fairness, accountability, and transparency research community (Benjamin 2019; Selbst et al. 2019; Abebe et al. 2020).

At the same time, the fact that this is an emergent field of academic study testifies to the fact that these problems are often particularly acute for AI, and that, moreover, there are certain features of AI systems that make the task of social value alignment distinctive and particularly challenging. Indeed, the moral questions raised by AI alignment are not simply those that are intrinsic to the creation of large-scale technological systems or technologies that occupy public roles, functions, and places. Some of these unique challenges are to do with the complexity and opacity of the systems involved: once an algorithmic model has been trained, it can be hard to say why it decided upon the action or recommendation it arrived at. Others challenges are more precisely tied to the notion of machine intelligence and autonomy in decision-making—to the idea that AI systems can make decisions or choices that are more meaningful than those encountered by technologies in the past.

To see this clearly, we can start by noting that simple technological artefacts, such as hammers or pencils, are not able to respond to their environment, let alone make decisions. Against this backdrop, Daniel Dennett suggests that even the existence of a simple ‘switch’ that can be turned on and off by some environmental change marks a degree of freedom, which is ‘a level of interactivity that can be influenced and needs to be controlled’ (2003: 162). More complicated artefacts have additional degrees of freedom in cases where ‘there is an ensemble of possibilities of one kind or another, and which of these possibilities is actual at any time depends on whatever function or switch controls this degree of freedom’ (Dennett 2003: 162). As these switches or nodes proliferate, they form ‘larger switching networks, the degrees of freedom multiply dizzyingly, and issues of control grow complex and nonlinear’ (Dennett 2003: 162). For Dennett, these properties are evidenced by biological organisms of sufficient complexity, including humans. However, they are also found in the networks used by AI researchers to create models that learn from their environment and optimize for objectives. As a consequence of this design feature, artificial agents can learn new mappings between inputs and outputs, coming up with solutions (or failure modes) that sometimes surprise their human designers.

Partly as a consequence of this freedom, it is possible to ‘load’ a richer set of values into AI systems than with more simple artefacts. This can be seen, for example, in the case of self-driving cars that have to navigate the world successfully while managing complex trade-offs in emergency situations. It is also reflected by the fact that the behaviour of AI systems is best understood by adopting what Dennett terms ‘the intentional stance’ (1987; 2009). Whereas it is possible to understand the behaviour of simple artefacts either by reference to mechanical explanations or design principles, it is most useful to think of AI systems as rational agents that have goals and intentions.6 Moreover, whereas simple artefacts can ‘be seen to derive their meaning from their functional goals in our practices, and hence not to have any intrinsic meaning independent of our meaning’, AI systems have trajectories that ‘can unfold without any direct dependence on us, their creators, and whose discriminations give their internal states a sort of meaning to them that may be unknown and not in our service’ (Dennett 2009: 343). Indeed, as these systems make decisions previously reserved as the domain of human control, we are led to ask questions about where responsibility for these behaviours ultimately resides and how to ensure they are subject to meaningful control.

One answer to the first question has been provided by Floridi and Sanders, who argue that AI systems can also be ‘moral agents’ (2004). As with Dennett, the level of abstraction needed to analyse their behaviour plays a central role in the argument. Indeed, for these authors, the (a) interactivity, (b) autonomy, and (c) adaptability of AI systems make it possible for them to have this status (Floridi and Sanders 2004: 357–358). In this context, interactivity indicates that an agent and its environment can act upon each other. Autonomy ‘means that the agent is able to change state without direct response to interaction’, meaning ‘it can perform internal transitions to change its state’, which gives it ‘a certain degree of complexity and independence from its environment’ (Floridi and Sanders 2004: 357–358). Adaptability refers to the agent’s potential, through interactions, to change the ‘transition rules’ by which it changes state. Taken together, these properties mean that an agent can learn its own mode of operation based on experience, and could, according to Floridi and Sanders, be made accountable for moral action.

However, even without this strong claim about moral responsibility, it seems clear that AI models have agential properties that manifest to a higher degree than in non-AI systems. This insight has implications for the kind of normative questions we can meaningfully ask about AI. For example, we can ask: which principle of values should we encode in AI—and who has the right to make these decisions, given that we live in a pluralistic world that is full of competing conceptions of value (Gabriel 2020)? Can AI be made so that it is kind or compassionate? Can it demonstrate care for human beings and sentient life? In this case, the moral qualities of ‘compassion’ or ‘care’ refer not to a subset of decisions made within a defined action space, but rather to a standing disposition, to a set of counterfactual truths about what an agent would do across a variety of circumstances and contextual variations.7 Questions of this kind make little sense for simpler technologies. At most, we might ask whether a car, transport system, or simple computer program was designed in a way that demonstrated compassion or concern for users and non-users of the technology. But with AI systems, the locus of meaningful analysis shifts to the qualities of the agents themselves.

Technical approaches to value alignment

If the preceding analysis is correct, then the alignment of powerful AI systems requires interdisciplinary collaboration. We need a clearer understanding both of the goal of alignment and also of the technical means available to us for implementing solutions. In this regard, technical research can provide us with a more precise understanding of the challenges we face with AI and about the kind of answers that are useful. Meanwhile, from the philosophical community and the public, we need further direction and guidance about the goals of alignment and about the meaning of properly aligned AI. In the spirit of mutual endeavour, this section looks at technical aspects of the alignment challenge, including methodologies for achieving AI alignment, concrete problems encountered to date, and proposals about how to ensure that AI systems stay aligned even if their intelligence one day significantly exceeds our own.

Top-down and bottom-up approaches

When it comes to strategies for creating value-aligned AI, Wallach and Allen distinguish between ‘top-down’ and ‘bottom-up’ approaches (2009). Top-down approaches to alignment start by identifying an appropriate moral theory to align with and then designing algorithms that are capable of implementing it. With this approach, the designer explicitly sets an objective for the machine from the outset based on some moral principle or theory which they would like to operationalize. By way of contrast, bottom-up approaches do not require the specification of a full moral framework. Instead, they focus upon the creation of environments or feedback mechanisms that enable agents to learn from human behaviour and be rewarded for morally praiseworthy conduct. Each approach brings with it technical and normative challenges.

To start with, top-down approaches are based on the possibility that ethical principles or rules can be explicitly stated, that these principles can be expressed in computer code, and that following these principles constitutes ethical action (Wallach and Allen 2009: 83). The relevant ethical principles could derive from religious ideals, moral codes, culturally endorsed values, or philosophical systems (Allen et al. 2005: 150). This approach to alignment has also been explored in science fiction, with Isaac Asimov’s Three Laws of Robotics serving as a classic illustration. The rules he proposed (a) banned robots from injuring humans; (b) insisted they obey humans—except where this would violate (a); and (c) stipulated that a robot must protect its own existence—as long as this didn’t violate (a) or (b).

If it can be made to work, a top-down approach has certain advantages: the rules it relies upon could in principle be widely known and understood—and they could be designed to target undesirable behaviours (such as killing or stealing). However, as Asimov’s stories illustrate, rules can also come into conflict with each other, producing ‘computationally intractable situations unless there is some further principle or rule for resolving the conflict’ (Allen et al. 2005: 150). More importantly still, this approach appears to require us to identify and specify the correct moral framework for AI up front. If this is the case, then it forces us onto the horns of a dilemma: either we must proceed on the basis of our own personal moral beliefs (which could easily be mistaken) or we need to identify public principles for AI that are, in practice, difficult to come by. So far, variants of utilitarianism have tended to be the preferred option for engineers, given the apparent compatibility of the theory with optimization-based learning (Roff 2020; Russell 2019). Yet this trajectory is problematic if our ultimate goal is social value alignment (i.e. for the alignment of AI systems with values that are widely endorsed).

In the light of how hard it is to identify and encode appropriate moral goals, some researchers have instead pursued a ‘bottom-up’ approach to alignment that seeks to infer human preferences about values from observed behaviour or feedback. In fact, there is a specific branch of RL called inverse reinforcement learning (IRL) which appears well suited to the task. IRL systems do not directly specify the reward function that the agent aims to maximize. Rather, in these models, the reward function is treated as an unknown which must be ascertained by the artificial agent. More precisely, the agent is presented with datasets (including potentially very large ones), environments, or set of examples (such as the conduct of human experts), and focuses on ‘the problem of extracting a reward function given observed, optimal behaviour’ (Ng and Russell 2000: 663). The goal of the exercise is then to infer or understand human preferences through observation and to align with them, rather than pursuing an independently specified goal or outcomes.

However, the bottom-up approach to value alignment also encounters challenges. In certain respects it tends to be more opaque than in ML systems, where the reward is clearly specified. With IRL, even if the agent appears to be acting in a moral manner, it will be hard to know what precisely it has learned from the dataset or examples we have shown it. Moreover, important normative questions still need to be addressed (Gabriel 2020). As the fairness, accountability, and transparency research community has demonstrated, the salient question immediately becomes what data to train the system on, how to justify this choice, and how to ensure that what the model learns is free from unjustifiable bias.

One interesting data-point for bottom-up approaches comes from the ‘Moral Machine’ experiment which crowd-sourced the intuitions of millions of people about moral trade-offs encountered by autonomous vehicles (Awad et al. 2018). Ultimately, the result of the study was inconclusive, despite its scale. What it revealed was a set of noisy preferences in this area, some obvious tendencies (e.g. to value many lives over fewer lives), and some ethical variation across cultures, including a propensity to accord more ethical weight to the lives of higher-status individuals in poorer countries. The study therefore raises deep questions about the coherence of everyday moral beliefs and perspectives across populations, and also about the value of an empirical approach to value selection, given that certain views (e.g. those concerning social status) are widely endorsed but hard to justify from an ethical vantage point.

Concrete problems

In practice, AI systems that have been deployed in the world or in training environments have also encountered a number of difficulties that bear upon alignment. At their root sit a number of attributes that we have already mentioned: autonomy, intelligence, and powerful optimization-based learning. In particular, there is concern that the elements may combine in ways that lead the goal of an AI system, as established by its reward function, to diverge from its human operator’s true goal or intention (Christiano 2018; Leike et al. 2018). As ML systems become more powerful, there are at least four specific challenges that AI researchers need to overcome (Amodei et al. 2016; Everitt 2018).

The first challenge is reward hacking or reward corruption. This problem arises when an artificial agent manages to maximize the numerical reward it receives by finding unanticipated shortcuts or corrupting the feedback system (Ring and Orseau 2011; Everitt et al. 2021). One famous example of this occurred when an RL agent was trained to play the computer game CoastRunners. In this case, an agent that had been trained to maximize its score looped around and around in circles ad infinitum, crashing into obstacles, collecting points, and achieving a high score—all without finishing the race, which is what it was really meant to do (Clark and Amodei 2016). To address this challenge, researchers have considered a number of options. Everitt et al. (2017) propose two strategies for promoting aligned behaviour: engineers can provide the agent with richer data so that it avoids mistakes arising from ‘systemic sensory error’, and they can blunt some of the force of reward hacking when it stems from strong forms of optimization by focusing on a random sample of top-tier outcomes instead of a single, specific objective. Other important approaches include building agents that always entertain a degree of uncertainty about their true reward, something that creates an incentive to consult human operators and ensure that their current policy is still on track (Hadfield-Menell et al. 2016; Russell 2019).

The second challenge is that even if the agent aims for the right goal or outcome, it may simply take the most efficient path to that goal and not factor in negative side effects. To avoid this outcome, researchers have focused on ways to ensure that artificial agents are not significantly disruptive, when compared to a counterfactual baseline, and also that they demonstrate ‘conservatism’ in this regard by minimizing irreversible changes to the environment (Krakovna 2018; Turner et al. 2019). More advanced approaches aim to ensure that agents really understand the meaning of the instructions they are given—including assumptions about outcomes to avoid—by drawing upon contract theory (Hadfield-Menell and Hadfield 2018). The key here is to provide agents with access to ‘substantial amounts of external structure’ that supplements and fills in any gaps that are left by explicit statements of the goal.

Third, in order to learn successful policies, agents need to engage in a process of exploration where they try different things and receive feedback from the environment. As a consequence, we need to make sure that agents explore the world in a safe way and that they do not make costly mistakes while doing so. Often, it makes sense to train agents in simulation and allow them to make mistakes in a contained setting. However, an important element of alignment research centres upon testing agents and ensuring that they are able to perform well in the wild.

Finally, there is the challenge of how to assess and evaluate complex agent behaviour. We have already noted that algorithms are often opaque, leading some commentators to use the metaphor of a ‘black box’ (Pasquale 2015). These qualities are particularly challenging in social and legal contexts, where those affected are entitled to an explanation of why decisions were taken. However, a related problem also occurs at the micro-level when it comes to training and evaluating artificial agents. Usually, this process requires a lot of feedback that is costly to give, in terms of time and attention. As a consequence, designers may use more simple proxies to evaluate agent behaviour. For example, we might check only for visible dirt when evaluating the performance of a cleaning robot, rather than checking under surfaces or doing a full evaluation. However, these proxies then make it more likely that the agent will drift off track or engage in faulty behaviour. This challenge becomes more complicated still when we think about training and interacting with very advanced artificial agents.

Highly advanced AI

Looking forward, a number of theorists have suggested that AI systems are likely to become more powerful in the future. Stuart Russell describes the ‘ultimate goal’ of AI research as the discovery of a general-purpose ‘method that is applicable across all problem types and works effectively for large and difficult instances while making very few assumptions’ (2019: 46). Among experts working in this area, AI that matches or exceeds human-level intelligence across different domains is often referred to as ‘artificial general intelligence’ (AGI). This notion is closely related to—and sometimes equated with—the idea of ‘superintelligence’, which Nick Bostrom defines as ‘any intellect that greatly exceeds the cognitive performance of humans in virtually all domains of interest’ (2014 [2017]: 26).

Importantly, while the creation of superintelligence could, presumably, unlock great benefits for humanity, Bostrom has argued that it also poses an existential risk in cases where its objectives are not aligned with our own (Bostrom 2014 [2017]). Moreover, catastrophic outcomes need not be the result of malice on the part of the agent or its designers: rather, they could be a by-product of other tendencies or inclinations that such an agent might have. At the cornerstone of Bostrom’s argument sits the orthogonality thesis, which holds that any level of intelligence is compatible with any goal. If it is correct, then we should not expect there to be any correlation between how intelligent a machine is and how closely it is aligned with our values. More specifically, the capacity for instrumental rationality—that AI systems exemplify to a high degree—does not equate to alignment with certain substantive goals or outcomes. In this regard, Bostrom is at odds with Derek Parfit (2011) and Peter Singer (2011), who hope that substantive moral insight might result from the capacity for instrumental reason, and has more in common with David Hume, who held that instrumental rationality is compatible with any final end (1739–40 [2000]).

Moreover, both Bostrom and Russell defend a version of the instrumental convergence thesis, which predicts that AGI would display instrumental goals of self-improvement, self-preservation, and resource acquisition in pursuit of its goals, even if this is to the disadvantage of human beings. As Russell points out, ‘any entity that has a definite objective will automatically act as if it also has instrumental goals’ (2019: 141–142). One such instrumental goal is for the machine to stay switched on so it can fulfil other objectives (the ‘off-switch problem’); others might be acquiring money or pursuing ‘resource objectives’ such as computing power, algorithms, and knowledge, since these are ‘useful for achieving any overarching objective’ (Hadfield-Menell et al. 2017). The problem, Russell suggests, is that ‘the acquisition process will continue without limit’, thereby necessarily creating a conflict with human interests and needs (Russell 2019: 141–142). As with more prosaic examples of reward-hacking, Russell’s solution is to ensure that AGI is uncertain about its true objectives so that it exhibits ‘a kind of humility’, exemplified in behaviour such as deferring to humans and allowing itself to be switched off.

Finally, even if the previous two challenges can be surmounted there is still a challenge around the intelligibility and supervision of AGI. The central question here is how to provide scalable advice and direction to an entity whose capabilities, knowledge, and action space are, in certain respects, beyond our comprehension. Most approaches to this task aim to break down the normative evaluation of agent behaviour into smaller tasks, so that humans can then add up their evaluations and arrive at an overall judgement—even when artificial agents are pursuing complex goals on a vast scale. In this context, reward modelling is a set of techniques for supplementing RL with a learned reward function, trained with human oversight and monitoring (Leike et al. 2018). In ‘recursive reward modelling’, the artificial agent is specifically incentivized to help its human instructor better define goals for the AI to pursue, enabling more effective evaluation of the agent’s behaviour even as it scales up. Recursive reward modelling is an example of iterated amplification, an approach that trains the AI progressively by breaking down a task into simpler sub-tasks (Christiano et al. 2018). Finally, safety via debate is a modified version of iterated amplification which involves training systems that debate with each other, competing to provide true answers to human operators (Irving et al. 2018). Given a question or proposed action, two AI agents take turns making short statements, enabling a human judge to decide which gave the most useful information.

The fundamental relevance of value

We have now covered a significant amount of ground, from the technology–value nexus, to the properties of AI systems, to research into agents whose capabilities might one day significantly exceed our own. With this architecture in place, are there any new insights that we can draw upon for the purpose of AI alignment? In particular, can long-standing discussion of the relationship between technology, values, and society, help to illuminate this debate? We believe it can, both in terms of alignment’s ultimate goals and in terms of how these outcomes should be brought about.

Given the understanding of intelligence used in this domain, artificial agents will necessarily pursue some goal or objective. This then raises normative questions about what kind of goal or objective AI systems should be designed to pursue. Within the AI research community there are three prominent answers to the question, ‘Alignment with what?’ The first approach focuses on alignment with instructions, aiming to include as much safety or value-preserving information as possible in the orders that the AI system receives. Russell (2019) refers to this as the ‘standard model’. However, he points out that instructions may be understood very literally by agents that lack contextual understanding, and that this could have negative consequences—with the story of King Midas serving as an illustration. This risk has led some researchers to focus instead on creating agents that behave in accordance with the user’s true intentions. Indeed, this locus for alignment sits at the heart of the reward-modelling approach discussed earlier, and also lends weight to the notion of using contract theory to ensure that AI understands the implied meaning of terms (Hadfield-Menell and Hadfield 2018). A third approach, which is endorsed by Russell among others, aims to align artificial agents with human preferences, something that might be achieved using IRL.

However, viewed from the standpoint of the technology–value nexus, there is clear potential for a gap to open up between each of these loci for alignment and the values or states of affairs that a technology ultimately helps us to realize. After all, instructions, intentions, and preferences, can all be misinformed, irrational, or unethical, in which case their promotion by AI would lead to bad states of affairs. The aspiration to create agents that are aligned with values—which is to say, the full spectrum of things that we should promote or engage with—opens up a number of questions about how this could be done.

Additionally, alignment research has tended to focus on aligning AI with the instructions, intentions, or preferences, of a single human operator. In part because of the sizable technical challenges we have considered, discussion of alignment has tended to centre upon scenarios that are ‘one-to-one’ rather than ‘one-to-many’. As a consequence, less attention has been paid to the question of how these various elements can be integrated or made to work on a society-wide, or even global, basis. To the extent that these questions have arisen for more general AI systems, there have been two main kinds of proposal: one of which focuses on social choice theory (Prasad 2018; Baum 2020) and the other of which focuses on the possibility of ideal convergence between different perspectives and opinions (Yudkowsky 2004). The first approach has been studied extensively in the domain of welfare economics and voting systems. It looks at how to aggregate information from individual people into collective judgements. In the context of value alignment, Stuart Armstrong (2019) has argued that these approaches could be used to systematically synthesize different types of human preference (including basic preferences about the world and meta-preferences) into a utility function that would then guide agent behaviour. The second approach has been discussed by Eliezer Yudkowsky (2004), who suggests that AI could be designed to align with our ‘coherent extrapolated volition’. This goal represents an idealized version of what we would want ‘if we knew more, thought faster, were more the people we wished we were, and had grown up farther together’ (2004).

However, this focus on ‘one-to-one’ versions of alignment and emphasis on preference aggregation potentially elide important aspects of the alignment question. To start with, a fuller appreciation of the social consequences of technology, and the way in which it shapes our own choice architecture, points towards a need for richer and more democratic forms of AI alignment. To achieve what we have termed ‘social value alignment’ of the kind often advocated for by the fairness, accountability, and transparency community, AI systems ultimately need to embody principles that are widely endorsed by those who have their lives affected—and sometimes powerfully so—by these technologies.

Alignment with instructions and intentions, or the capability to understand human preferences, may still be an important stepping stone towards this goal. However, the richer ideal of social value alignment itself presses us to engage with a new set of challenges, including the challenge of moral uncertainty (i.e. the fact that we are often unsure what action or theory is morally right) and the challenge of moral pluralism (i.e. the fact that people ascribe to a variety of different reasonable views and perspectives). Taken together, these elements mean that we are unlikely to persuade everyone about the truth of a single moral theory using evidence and reason alone (Rawls 1993 [2005]). As a consequence, if we are to avoid a situation in which some people simply impose their views on others, then AI alignment necessarily has a social and political dimension: we need to collectively come up with principles or values that we agree are appropriate for this purpose (Gabriel 2020).

In practice, many public and private bodies have sought to come up with principles for AI systems. These ethics guidelines tend to converge around the values of ‘transparency, justice and fairness, non-maleficence, responsibility and privacy’ (Jobin et al. 2019). However, they have also led to a well-founded concern that the voices included in these processes are not truly representative of affected parties. Some researchers have argued, for instance, that high-level AI values statements tend to promote a ‘limited, technologically deterministic, expert-driven view’, setting the terms of debate in a way that makes ‘some conversations about ethical design possible while forestalling alternative visions’ (Greene et al. 2019: 2122). Indeed, the prominent AI researcher Shakir Mohamed has expressed concern that AI research is currently ‘localised’ and ‘[w]ithin restricted geographies and people’ (2018). He writes that, ‘We [AI researchers] rely on inherited thinking and sets of unquestioned values; we reinforce selective histories; we fail to consider our technology’s impacts and the possibility of alternative paths; we consider our work to be universally beneficial, needed and welcomed’ (2018).

Moving forward, these considerations point towards the need for a deepening conversation about the nature of AI alignment, including what it means for agents to be socially aligned in different contexts. If the technology comes to have increasingly global reach, then one aspiration might be to build alignment around principles that are subject to a ‘global overlapping consensus’ (Gabriel 2020). These principles would foreground commonalities between diverse systems of thought and could, in principle, be endorsed by the wide range of people who these technologies affect.8 However, consensus of this kind needs to be the result of deep and inclusive discussion if it is to have real value (Shahriari and Shahriari 2017). This is for two reasons. First, those affected have a right to contribute to discussions about technologies that have a profound effect on them. The legitimacy of the resulting principles depends upon antecedent recognition of the right to speak about and influence these matters. Second, regarding the epistemic value of the principles themselves, it is important to remember that no individual has a complete monopoly on the truth. In this regard, it is far more likely that J. S. Mill was correct when he suggested that everyone only has access to a part of it (Mill 1859 [2006]: 53). By creating an open and properly inclusive discourse around AI ethics, we create space for new considerations to come to light, something that should lead to a richer, more complete set of guidelines and principles over the long run.

Conclusion

This chapter has sought to situate questions around AI alignment within the wider discussion of the relationship between technology and value. We have suggested that the connection between technology and value is best understood through the impact technological artefacts have on our ability and inclination to access various states of affairs. We also argued that this relationship is potentially more complex and salient for AI than it is for simple technological artefacts, given that new agents or models embody greater degrees of freedom and can be loaded with thicker values than was true of objects in the past. Indeed, when it comes to the evaluation of AI systems, we look not only for guarantees that AI artefacts were designed in ways that demonstrate care or compassion, but also for AI systems to evidence these qualities themselves. This shift in the locus of evaluation reflects the fact that AI systems are often best understood from the ‘intentional stance’, a perspective that allows for the possibility that they have qualities of the relevant kind.

Looking forward, this combination of agency and intelligence gives rise to challenges that the technical AI community seeks to address. These matters are rightfully the focus of serious research efforts, given that the challenges could potentially scale to more powerful systems. At the same time, they should not overshadow the question of what values AI systems should ultimately be aligned with. Ultimately, we need to reach beyond alignment with a single human operator and think about what it means for AI technology to be socially value aligned. These questions are already being thought about and addressed by the fairness, accountability, and transparency community, creating a significant opportunity for feedback and mutual learning (Crawford and Calo, 2016; Corbett-Davies and Sharad, 2018). More generally, these observations highlight the importance of interdisciplinary approaches for value alignment efforts. As a relatively new area of moral and technical inquiry, there is an opportunity to harness different branches of knowledge as part of a broad and inclusive research agenda. They point also to the need for technologists and policy-makers to stay attuned to their social context and stakeholders, even as the AI systems they build become more capable. Considerations of fair process and epistemic virtue point towards the need for a properly inclusive discussion around the ethics of AI alignment.

Notes

1.This was also a problem in other cities in the United States. For example, the Interstate 20 in Atlanta was deliberately plotted, in the words of Mayor Bill Hartsfield, to serve as ‘the boundary between the white and Negro communities’. Black neighborhoods, he hoped, would be hemmed in on one side of the new expressway, while White neighborhoods on the other side of it would be ‘protected’ (Kruse 2019).

2.For a contrasting view, see Andrew Trask et al. (2020).

3.This claim holds true both for person-affecting and non-person-affecting theories of value (Parfit 1997).

4.Admittedly, this claim rests on a set of prevailing metaethical views which allow for the possibility of moral error. Certain forms of anti-foundational metaethics or error theory dispute this claim. Yet, a more interesting question still concerns what happens when society as a whole is in a state of error. What should we say about the design of technology then? Are there ways that entire societies can uncover moral blind spots and ensure that they do not carry over into the design of AI systems? These questions take us into the domain of what Allen Buchanan terms ‘social moral epistemology’ (2002). In his view, there are certain institutions and social practices that society may adopt that reduce the risk of systematic moral error.

5.Indeed, the discipline of value-sensitive design has engaged with AI from its beginnings (Friedman and Kahn 1992).

6.This then leads to the heavily disputed question of whether these artefacts can really be said to have goals and intentions. Dennet suggests that they can. Against this view, one might argue that these artefacts do not obviously have the quality of possessing ‘mind’. Both perspectives are compatible with the view we are advancing here.

7.This idea that the quality of compassion should be treated as a fixed disposition draws heavily upon the notion of a ‘virtue’ used in virtue ethics. As Rosalind Hursthouse writes on this point, ‘Given that the virtuous disposition is multi-track, no virtue ethicist would dream of making “the fundamental attribution error” and ascribing honesty or charity to someone on the basis of a single honest or charitable action or even a series of them’ (2006: 102).

8.The challenge of ensuring that different voices are properly heard has parallels in information ethics, which draws a distinction between a ‘mono-cultural view of ethics’ that claims exclusive validity, and a ‘transcultural ethics’ arising from intercultural dialogue (Capurro 2007). It also resonates with concerns raised by feminist epistemologists working on the philosophy of science, including the downplaying of certain cognitive styles and modes of knowledge, and the production of technologies that reinforce gender and other social hierarchies (Anderson 2015).
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Chapter 19

Digital Nudging

Exploring the Ethical Boundaries

Marcello Ienca and Effy Vayena

Nudging in the pre-digital world

The scientific usage of the word ‘nudge’ dates back to the late 1990s, when it was first introduced in the fields of cybernetics and cognitive science by scholars such as James Wilk and D.J. Stewart. In its original formulation, nudge was defined as a micro-targeted design geared towards a specific user group, regardless of the intended intervention’s scale (Wilk 1999; Stewart 2000). The notion of nudge was significantly expanded and further popularized in a homonymous book written by economist Richard Thaler and legal scholar Cass Sunstein in 2008. In this book, the two scholars defined a ‘nudge’ as ‘any aspect of the choice architecture that alters people’s behaviour in a predictable way without forbidding any options or significantly changing their economic incentives’ (Thaler and Sunstein 2009). As such, nudges differ from other interventions aimed at achieving behavioural change, such as mandates and bans via hard law or interventions which alter the economic incentives and disincentives (Sunstein 2014). Accordingly, nudging is the act of leveraging non-mandatory and non-financial interventions that steer people in particular directions. Proponents of nudging (sometimes also called nudge theory) argue that these interventions are cost-effective because they can promote a certain behavioural goal without thereby requiring the long process of passing new legislation or creating specific economic incentives (Sunstein 2015a).

Since its early formulations, nudging was considered a viable strategy to promote public health (Marteau et al. 2011). In fact, authors argued that nudges could be designed to predictably alter people’s lifestyle and health-related behaviour via non-mandatory modifications of their choice architecture (Sunstein 2014). In this manner, individually unhealthy or collectively harmful behaviours could be disincentivized and replaced with healthier and less harmful ones. For example, Sunstein listed the following public-health-orientated nudges: graphic warnings for cigarettes, nutrition facts panels on food, guides for healthy eating, and making healthy foods more visible and accessible in stores or dining halls (Sunstein 2014). What these seemingly diverse interventions have in common is their objective to predictably alter people’s lifestyle or health-related choices in order to reduce the prevalence of unhealthy behaviour (respectively, smoking and unhealthy diet) without mandates, bans, or modifications of economic incentives (e.g. taxing cigarettes or unhealthy foods). Internationally, policies aimed at ‘nudging smokers’ have proven effective in reducing smoking behaviour and associate morbidity (Sunstein 2015b). Various types of nudges have also been employed to reduce vaccine hesitancy and increase vaccine uptake. For example, social feedback interventions involving communication and moderate rewarding may increase individuals’ willingness to act in the group’s interest and thereby enhance vaccine uptake (Korn et al. 2018). Similar outcomes have also been pursued by changing the default mode of domain-specific vaccination, for example, influenza vaccination for health workers (Lehmann et al. 2016), from an opt-in to an opt-out model. Based on these kinds of findings, Giubilini and colleagues have argued that such default effect should be used to increase vaccination rates among children in schools and day-care facilities (Giubilini et al. 2019).

The successful use of nudges to improve health outcomes is not limited to patient health behaviour but also applies to the behaviour of health professionals. Caris et al. (2018) have shown that behavioural nudges, displayed as posters, can increase the use of alcohol-based hand rub and thereby improve hand hygiene in hospital wards (Caris et al. 2018), which is paramount in preventing health-care-associated infection. Similarly, Meeker et al. (2014) have shown that displaying poster-sized commitment letters in examination rooms (featuring clinician photographs and signatures stating their commitment to avoid inappropriate antibiotic prescribing) could reduce the inappropriate or unnecessary prescribing rate of antibiotics for acute respiratory infections (Meeker et al. 2014) and increase the rate of guideline-concordant prescribing.

Cognitive biases and the ethics of nudging

The use of nudges to steer behaviour, especially health behaviour, has sparked ethical controversy. The main reason for that stems from the fact that nudges are prima facie in conflict with two critical components of personal autonomy: informed consent and free will. Nudges, in fact, are typically administered without the explicit consent—sometimes even without the conscious awareness—of the actors involved. This conflicts with the duty to obtain an informed consent from research participants and patients, which is a critical ethical requirement in both biomedical research ethics and clinical care (Emanuel et al. 2000; Beauchamp and Childress 2001). Furthermore, nudges are inherently designed to restrict a person’s ability to choose between different courses of action unimpeded (Omoregie 2015) because they modify a person’s choice architecture in manners that obstacle certain courses of actions, while promoting others. Successful nudges influence free will by making certain choices harder to make and reduce thereby the probability of certain courses of action.

Due to this latter aspect, nudges are widely considered ‘paternalistic’ interventions because they influence people’s behaviour to make choices that are considered good for them, even when these choices are undesired by the individual actor (Cohen 2013). In some cases, nudges are purposively designed with the paternalistic aim of protecting people from themselves (e.g. nudging smokers). Proponents of nudge theory do not object to the paternalistic nature of nudging but argue that nudges belong to a distinct class of paternalistic interventions in which liberty and freedom of choice are preserved. Thaler and Sunstein have called this type of paternalism ‘libertarian paternalism’ (Thaler and Sunstein 2009). Compared to traditional paternalism, those who make use of nudges do not restrict the freedom and responsibilities of individual actors, even though they steer their behaviour in their supposed interested, because individual actors retain the possibility to act otherwise. For example, a nudge which involves displaying healthier food in more visible compartments does not eliminate a person’s freedom to buy a less healthy food, but simply makes that choice more difficult to make, hence less probable to happen. Compared to legally binding paternalistic prescriptions, such as making certain unhealthy substances (e.g. illicit drugs) illegal, nudges do not entirely eliminate freedom of choice but simply interfere with a person’s ability to make free and unimpeded decisions by introducing modifications of the choice architecture that make certain courses of action less likely than others.

Many authors, such as Vallgårda, consider this reply unsatisfying and regard libertarian paternalism as an oxymoron (Vallgårda 2012). However, nudge theorists object that a certain choice architecture pre-exists chronologically and ontologically before every choice, regardless of whether actors are aware of it or not. In other words, proponents of nudges argue that there is no such thing as an absolutely free choice because there is no such thing as an absolutely neutral choice architecture. Choice architectures, in contrast, are always predetermined by environmental, social, and other external factors. Nudges exploit the non-neutrality of choice architectures for the public good. To go back to our example, it is inevitable that some food item has to come first at the cafeteria. We can choose which one in multiple ways, for example: randomly, by prioritizing customers top-picked products based on previous purchase history, or by prioritizing the healthier option. According to nudge theorists, prioritizing the healthier option is the most effective and ethically sensible choice. In the clinical domain, an analogous example is McNeil and colleagues’ model of eliciting patient preferences via mode of information disclosure. In their example, a doctor who needs to secure a patient’s consent to an intervention considered in the patient’s best interest could present first the intervention’s success rates, as opposed to the complementary failure rates (McNeil et al. 1982). Also in this case, one of the two pieces of information has to come first. By choosing one of two equally precise modes of information, disclosure based on the patient’s expected health outcomes is considered more sensible compared to a random information disclosure strategy.

Although dominant in the ethics of nudging, the debate over the paternalistic versus non-paternalistic nature of nudges leaves open a deeper challenge. Even if we accept the inevitability of choice architectures and the greater degree of freedom enabled by nudges compared to mandatory regulation, one ethically crucial aspect remains overlooked. In randomly permuted choice architectures, no one is under anyone’s control. Nudges, in contrast, allow some actors to exert a certain degree of control of other actors’ choices and behaviour. Furthermore, compared to mandatory regulation, nudges appear more invisible, less easy to monitor (Wilkinson 2013), and potentially more likely to elude accountability. These two considerations shift ethical salience from the issue of paternalism to another, more subtle, autonomy-thwarting challenge: manipulation. This latter challenge arises from a twofold fact. First, nudges allow certain actors to exert some degree of invisible and hard-to-monitor control over other actors. Second, they do so by exploiting those actors’ cognitive weaknesses and flawed methods of reasoning. It has been noted, in fact, that the success of nudges highly depends on their ability to covertly target hardwired weaknesses of human perception and cognition, especially cognitive biases and decision heuristics (Cohen 2013; Wilkinson 2013).

Cognitive biases are a class of errors in information processing—sometimes also described as patterns of deviation from logical thought—that occur when people are perceiving, elaborating, and interpreting information in the world around them. Nudges can exploit several subclasses of cognitive biases, depending on the phase of the cognitive process at which they occur, especially memory biases, attribution biases, decision-making biases, and behavioural biases (see Table 19.1).

Based on this observation, authors have argued that the ‘exploitation of imperfections in human judgment and decision-making … [is] prima facie as threatening to liberty, broadly understood, as overt coercion’ (Hausman and Welch 2010). This is because such purposive exploitation of cognitive deficiencies is inherently manipulative (Wilkinson 2013) and exerts an influence on people’s behaviour ‘by illegitimately perpetuating bad reasoning’ (Cohen 2013) and fostering irrationality, even when it is done with a positive intent. Cohen has elegantly portrayed this problem by referring to the biblical injunction against ‘placing a stumbling block before the blind’ (Leviticus 19:14), namely, against the deliberate exploitation of someone’s weakness or vulnerability.

Considerations of this kind have added a new, fundamental component to the ethics of nudging. Nudges should be ethically assessed based not just on their paternalistic nature but also, and most importantly, based on their potential for manipulation. Susser, Roessler, and Nissenbaum define manipulation as ‘hidden or covert influence’ (Susser et al. 2019). According to this definition, it appears that although nudges could be less detrimental to freedom of choice compared to mandatory regulation (because they may be less restrictive of someone’s choice architecture compared to outright bans), they are inherently more manipulative. In fact, while mandatory regulation in liberal democracies operates publicly and transparently (laws are written, publicly promulgated, and auditable), nudges are covert, opaque, and difficult to audit. This observation has led authors to argue that manipulation, by default, ‘bypasses the exercise of autonomy’ (Blumenthal-Barby and Burroughs 2012).



Table 19.1 Examples of cognitive biases exploited by nudges




	Subclass
	Bias type
	Description
	Relevant nudges





	Memory bias
	Von Restorff effect
	When multiple homogeneous stimuli are presented, the stimulus that differs from the rest is more likely to be remembered
	Making one or more items visually stick out compared to other items



	Memory bias
	Primacy and recency effect
	Items near the end or at the beginning of a sequence are the easiest to recall; items in the middle are the least likely to be recalled
	Placing preferred items at the end or at the beginning of a sequence; placing undesired items in the middle of a sequence



	Memory bias
	Picture superiority effect
	Concepts learned by viewing pictures are more easily and frequently recalled than concepts that are learned in written form
	Using pictures, videos, and other visual techniques to induce compliance



	Decision-making bias
	Zero-sum bias
	A situation is incorrectly perceived to be like a zero-sum game
	Presenting the gains of a certain choice independently from the losses



	Decision-making bias
	Selection bias
	Tendency to notice something more when something else causes us to be more aware of it
	Eliciting stimuli that can increase someone’s awareness about a certain item



	Decision-making bias
	Bandwagon effect
	The tendency to do or believe things because many other people do or believe the same (herd behaviour)
	Creating fake social media accounts via bots that hold a certain view in order to induce real human users to hold that same view



	Attribution bias
	In-group bias
	The tendency for people to give preferential treatment to others they perceive to be members of their own groups
	Increasing empathy by prompting people to consider a certain moral problem as if a family member was involved







Digital nudging: introducing the concept

With the advent of the digital era, following especially the widespread penetration of smartphones and other personal digital devices, many nudges became digitized, that is, mediated, or even enabled, by digital systems.

Digital nudging is the umbrella term used to describe this broad socio-technical trend involving the delivery of nudges via digital tools. Digital nudging can be defined both in a narrow and in a broad sense. Digital nudging in the narrow sense is the ‘use of user-interface design elements to guide people’s behaviour in digital choice environments’ (Weinmann et al. 2016). In contrast, digital nudging in the broad sense involves the design and deployment of digital technology (not just user interfaces) to predictably alter people’s choices and behaviour in either a digital or physical (online or offline) choice environment. According to the narrow definition, both the intervention (i.e. the targeted alteration of the choice architecture) and the environment in which the actor behaves have to be in digital format. According to the broad definition, only the intervention is required to be in digital format and it may affect an actor’s behaviour even outside the digital or online environment. In this chapter, we focus on digital nudging in the broad sense, although some examples of narrow-sense digital nudges will be provided.

Many digital nudges resemble analogue ones to the extent that they are simple, well-intentioned, and designed to steer human decision-making towards healthier, safer, or otherwise publicly desirable behaviour. Narrow-sense nudges, for instance, have proven effective in steering people’s behaviour towards more privacy-conscious and secure online behaviour. For example, social media company Facebook used a popup dinosaur as a narrow-sense nudge to let their users know that they had not updated their privacy settings. This reportedly led more than three-quarters of users who saw the dinosaur to complete their privacy check-up (Renaud and Zimmermann 2018). With a similar privacy-enhancing objective, Grossklags et al. (2010) found that by providing certain ancillary information to users, they could impact their decisions to install anti-virus or use firewalls (Grossklags et al. 2010). Digital nudges in the broad sense attempt to leverage online technology to achieve positive outcomes that outlast online behaviour and extend to offline life. For example, wearable devices and associated applications such as Upright Pro and Lumo Lift Posture Activity Tracker are embedded with sensors capable of detecting bad posture and send a vibration each time users slouch. Another mobile app called Sobriety Counter helps users to stop drinking alcohol by employing motivational nudges such as estimating the money a user saves by abstaining from alcohol consumption (a practice also called teetotalism).

Some digital nudges, however, deviate from the analogue standard as they happen to be deployed without a clear positive intent in terms of public health, security, or other form of common good. Most importantly, some digital nudges could even operate against the end-user best interest. This possibility was anticipated by Thaler and Sunstain, who called these kind of interventions ‘evil nudges’ (Thaler and Sunstein 2009). Evil nudges can occur also in the analogue world. For example, supermarkets may display junk food at more visible locations than fruits and vegetables to improve their expected financial gains if junk foods are observed to generate a higher revenue for the vendor compared to healthier products. However, the digital domain facilitates the design and deployment of potentially manipulative and ethically questionable nudges. The reason for that stems from five distinctive features of digital nudges compared to analogue ones:


• artificial choice architecture;

• self-interest and lack of public vetting;

• data availability and ubiquity;

• system opacity;

• novel channels and scale of influence.



These features are described in the next section, with particular emphasis on their ethical salience. Finally, we provide an analysis of conceptual and normative tools that may be useful to navigate the ethical complexity of digital nudging and demarcate its ethical boundaries.

Distinctive features of digital nudging

In her book, The Age of Surveillance Capitalism (2019), Shoshana Zuboff warns against the use of information technology to steer what she calls ‘behaviour modification’, arguing that the pervasiveness of digital tools, and their centrality to the functioning of the modern information society, cause an unprecedented spectrum of manipulative risks. In a similar fashion, Susser, Roessler, and Nissenbaum argued that ‘information technology is uniquely suited to facilitating manipulative influences’ (Susser et al. 2019). In the following, we attempt to characterize five distinctive (although not exhaustive) features of digital environments, which increase the magnitude of ethical significance of digital nudges compared to analogue ones.

Artificial choice architecture

Compared to the analogue world, in the digital world, there is no such a thing as a human-independent choice architecture that is generated by random environmental and social factors. Digital spaces such as websites, search engines, mobile applications, etc., as well as their hardware counterparts, are always artificial and human-made, and hence inescapably reflect the design choices of certain human actors (e.g. the software developers). Human-made choice architectures exist, as we have seen in the supermarket example, also in the analogue world. However, in the digital world, they are inherently and inescapably artificial. In digital spaces, the context in which users make decisions is always pre-organized in a certain manner by some actors. In other words, there is no choice to be made between an engineered and a non-engineered choice architecture because digital technologies and online services are always engineered and predesigned. This inherent feature of digital technologies undermines Sunstein’s distinction between ‘spontaneous order’ and ‘conscious design’ (Sunstein 2015a) and makes the inevitability argument about choice architectures redundant. In Wilkinson’s words, there is no scenario where no one is under anyone else’s control (Wilkinson 2013). This implies that a certain risk of digital manipulation (also called ‘online manipulation’) is inherent in the use of digital tools. This risk is exacerbated by the fact that digital online content is typically personalized, that is, customized to a specific user or user-group. Depending on the degree of personalization, digital nudges may not only steer user behaviour in a certain direction but even undermine their ability to act otherwise.

Self-interest and lack of public vetting

While analogue nudges are largely designed and deployed by public actors such as governmental agencies for the promotion of the public good (e.g. public health), digital nudges are often developed by private actors who may be motivated by self-interest. One reason for that is that digital spaces (also called online spaces) only rarely qualify as public spaces, that is, publicly owned services that are accessible to all by default. The online ecosystem is heavily populated by private spaces, that is, privately owned services whose underlying interest and reason of existence is not promoting the collective good but achieving monetary gain (an attitude known in economics as ‘profit motive’) and competitive advantage over other actors. Mainstream microeconomic theory posits that pursuing profit and increasing net worth are indeed the ultimate goal of a business. Self-interest and profit motive are therefore more common among private than public actors. As the digital ecosystem is dominated by private actors, self-interest and private motive are more frequently associated with digital than analogue nudges. Furthermore, digital nudges are less publicly vetted than analogue ones.

Some popular online spaces, such as the social network Facebook, may appear prima facie public because they are accessible free of charge and without subscription fees to their users. Nonetheless, these spaces are owned by private corporations, subject to the company’s discretional terms of service (which, among other things, entail a transfer of intellectual property rights) and, most importantly, depend on advertising for revenue. Such dependency on advertising for revenue characterizes the business model of most dominant information technology companies, including Amazon, Google, Alibaba, and Tencent. In order to maximize their profit motive, companies like Meta have a competitive interest in indefinitely increasing the amount of time that its users spend on the platform. Accordingly, they have a competitive interest in delivering digital nudges to steer users towards compulsive and persistent engagement on the platform, even despite adverse consequences. Such compulsive engagement is typically pursued through digital nudges that enable repeated exposure to a rewarding or reinforcing stimulus and thereby persistently hack user attention. Psychologists consider such system of rewarding and reinforcing stimuli as potentially addictive, and list social media use as a potential gateway to behavioural addiction (Andreassen et al. 2012). Popular examples of digital nudges aimed at steering compulsive and persistent user behaviour on a digital platform for profit motive include:


• infinite scroll and auto refill: automatic loading in of new content, without requiring any specific action, prompt, or request from users. This nudge is implemented on digital platforms such as Facebook, Instagram, and Twitter;

• autoplay: automatic playing of music or video content without requiring any specific action, prompt, or request from users. This nudge is implemented on digital platforms such as Facebook, Instagram, and You Tube;

• badges: awards linked to engagement with the platform. This nudge is used on digital platforms such as Facebook and, most notably, Snapchat, where it is implemented in the form of the Snapstreak badges, which mark how long two users have exchanged daily interactions.



The aim of these three types of digital nudges is hijacking user attention in order to prolong their engagement on the platform and thereby maximize the company’s advertisement-induced revenue, even though such compulsive engagement may be detrimental to the user’s mental and physical well-being. As such, they steer user behaviour away from what is in the user’s best interest. This marks a second prominent difference between popular digital nudges and the classic, well-being-promoting analogue nudges described in the previous section. Furthermore, self-interested private actors, such as social media companies, have been observed to often elude public vetting and democratic accountability, which raises concerns about the public vetting and accountability of the digital nudges administered on their platforms (Zuboff 2019).

Data availability and ubiquity

Due to exponential increase in data volume and storage capacity, the digital world is now irrigated by an unprecedented quantity of data flows that can be further analysed computationally at high velocity. This characteristic, usually referred to as big data (Lynch 2008; Vayena and Blasimme 2017; Ienca et al. 2018b), determines that digital nudges can be designed based on more extensive and granular information about their targeted actors compared to analogue ones. Among other things, digital tools can now keep personal records of a person’s daily life—a phenomenon known as lifelogging—and increase the variety and comprehensiveness of datasets related to human activities. Due to growing technology adoption and lowering hardware costs (Lunney et al. 2016), digital quantification technologies such as this are now accessible to a large segment of the population. While the first generation of wearable devices and mobile tools could collect data and provide insights only related to a small portion of human physiology and physical activity, chiefly mobility (e.g. daily steps and physical position), novel applications can now record a broader variety of human activities and underlying processes, including processes related to a person’s mental or psychological domain, such as their preferences and choices (e.g. likes on Facebook or purchase history on Amazon). This increased availability of data does not regard only the quantity of data, but also their variety. In recent years, digital technologies for self-quantification have expanded not only in number but also in variety to include data sources that could previously be collected exclusively via medical devices such as podometrics, heartbeat rate, electroencephalography, autonomic function, sleep patterns, etc. (Dimitrov 2016; McLeod et al. 2016; Webster et al. 2017; Ienca et al. 2018a; Coates McCall et al. 2019). Further, smartphone-sensing and wearable-sensing methods have improved in quality and reliability, now permitting a fine-grained, continuous, and unobtrusive collection of psychologically and socially relevant data such as speaking rates in conversation, tone of utterances, frequency of social interactions, ambient conversations, responses to cognitive tasks, 3D navigation outcomes, sleep patterns, purchase preferences, etc. (Harari et al. 2016).

This increased availability of digitally collected information can be used to create more precise, user-tailored nudges based on a detailed account of their physiology, personality traits, beliefs, attitudes, preferences, and lifestyles. Further, this information can be used to prospectively segment a certain user population according to those characteristics (a process known as ‘psychographic segmentation’). This potential for customizing nudges to targeted users or to prospectively segmented groups marks a third important distinctive trait of digital nudges. While some degree of customization and psychographic segmentation can be achieved also in the context of analog nudges, the unprecedented quantity and variety of digital data clearly marks a different order of magnitude and entails a much greater potential for behavioural influence.

System opacity

As the digital ecosystem, especially the online world, is primarily populated by profit-motivated private actors, the way through which digital nudges are designed and administered is not always transparent but often covered under closed-source software or other intellectual property restrictions. In those systems, no universal access to, or universal redistribution of, the product’s design or blueprint is provided. This implies that end users are unable to review and modify the source code, design, or blueprint. A main consequence of this technical and legal regime is that end users who are targeted by digital nudges, such as content personalization or attention-hijacking plugins, do not have the ability to review the process through which they are being nudged. This risk is exacerbated by the increasing use of artificial intelligence (AI)-driven software in data analytics. While most digital nudges follow simple analytic logic (‘If user performs action X, they are likely to perform action Y’), an increasing amount of digital nudging is administered using machine learning algorithms, especially deep learning (LeCun et al. 2015). AI models are increasingly allowing us to derive insights about a person’s mental domain. For example, smartphone apps can be used to infer a person’s cognitive status from their responses to gamified cognitive tasks, such as 3D virtual navigation (Morgan 2016). Further, convolutional neural networks (CNNs)—a type of network architecture for deep learning—have proven effective to take in non-verbal cues from facial emotions and detect emotions from human facial images (Lawrence et al. 1997; Matsugu et al. 2003). This information can be used to deliver nudges based on a more detailed understanding of a person’s cognition and emotions, including their cognitive biases and emotional weaknesses. Due to their multilayered configuration, however, deep learning algorithms are often considered types of ‘black box AI’, that is, models whose inputs and operations are not visible nor explainable in logical or mechanistic format to the user or another interested party. Given their impenetrable and opaque nature, using such algorithms in digital nudging exacerbates the threat to transparency described above. Digital nudges are not just contingently invisible (e.g. undetected by a certain actor at a certain time) but ontologically invisible, as they cannot be explained by any human actor, not even their creators. This dual system opacity (closed source and black box) of digital tools exacerbates the threat to transparency caused by digital nudges compared to analogue ones.

Novel channels and scale of influence

Digital technologies do not simply enable a differently motivated, informationally greater, and less transparent basis for nudging, but also novel modes of behavioural influence. This is largely due to the intrusive, ubiquitous, and computationally complex nature of digital tools. As we have seen before, digital nudges can exploit users’ decision-making vulnerabilities to steer them into acting against their interests (or, at least, acting in the interests of the service provider). This mode of influence is increasingly enabled by the so-called dark patterns in user experience design, such as requiring automatically renewing paid subscriptions that begin after an initial free trial period. In parallel, microtargeting techniques for psychometric segmentation allow identification of end users prone to specific emotional or cognitive traits (Anon 2018; Ienca and Vayena 2018). Such techniques are often deployed for personalized advertising or political messaging, and are purposively designed to evade users’ psychological defence mechanisms, which makes the users vulnerable to manipulation (Patel et al. 2012; Fiske and Hauser 2014; Susser et al. 2019). As Yeung put it, these techniques can generate ‘highly personalised choice environment[s]’—decision-making contexts in which the vulnerabilities catalogued through pervasive digital surveillance are put to work in an effort to influence our choices (2017: 122). Online tools such as search engines have also been observed to elicit previously unknown cognitive biases such as the ‘Google effect’ or ‘digital amnesia’, namely, a memory bias involving a tendency to forget information that can be found readily online by using internet search engines (Sparrow et al. 2011). Self-learning algorithms, furthermore, can provide additional resources to purposively influence behaviour in ways that remain undetected by the user. This is particularly the case for AI algorithms embedded in systems that operate in close proximity to the human user such as smartphones, wearable devices, and brain–computer interfaces. Finally, consumer-available digital technologies can be used not only to ‘read’ information about a person but also to ‘write’ it, that is, to purposively influence a person’s mental states, behaviour, and their underlying processes either directly via mechanisms such as biofeedback and neuromodulation, or indirectly (Flöel 2014). Some of these systems incorporate AI components within a closed-loop architecture, which is often bioadaptive (or neuroadaptive if interfaced with the nervous system), that is, automatically adaptive to an estimate of the user’s body function or mindset (Zander et al. 2016). It has been observed that such intelligent systems can have a profound influence on a person’s autonomy and agency (Kellmeyer et al. 2016; Ienca and Andorno 2017), and even create uncertainty about whether a certain behaviour has been intended by the human user or induced by the technical components (Klaming and Haselager 2013; Clausen et al. 2017).

Finally, digital technologies can not only enable new modes of influence but do so in greater scale. For example, in 2014, Facebook conducted a colossal online psychosocial experiment with researchers at Cornell University on 689,003 unaware users, in which they provided experimental evidence of massive-scale emotional contagion through social networks. The study results showed that by algorithmically modifying the users’ newsfeeds, it is possible to induce changes in their emotions—a phenomenon that was labelled ‘emotional contagion’ (Kramer et al. 2014). In particular, when positive expressions were reduced on the newsfeed, users produced fewer positive posts and more negative posts. In contrast, when negative expressions were reduced on the newsfeed, the opposite pattern occurred. The possibility of using online data to algorithmically predict and influence human behaviour in a manner that circumvents users’ awareness of such influence has been further corroborated by the so-called ‘Cambridge Analytica’ scandal. Using an intermediary app, a data brokerage and political consulting firm called Cambridge Analytica was able to harvest large data volumes—over 87 million raw profiles—and use big data analytics to create psychographic profiles in order to subsequently target users with customized digital ads and other manipulative information. According to some observers, this massive data analytics tactic might have been used to purposively swing election campaigns around the world (Rathi 2019). This scandal spurred researchers to discuss the need to update data ethics standards (Anon 2018; Ienca and Vayena 2018). These examples show that manipulation in the digital world can occur not only through novel channels but also on a more massive scale. This is ethically challenging because it implies that many more people can be influenced via the same nudge, often with little oversight.

Defining the ethical boundaries of digital nudging

The analysis above indicates that the core ethical challenge of digital nudging is its expanded potential for autonomy-thwarting manipulation. Manipulation, as we have seen, is autonomy-thwarting because it exerts influence in a hidden or covert manner and purposively exploits people’s cognitive weakness and vulnerabilities. By exploiting cognitive biases and other psychological or informational vulnerabilities with greater intensity, precision, and opacity, digital nudges are ‘ideal vehicles for manipulation’ (Susser et al. 2019). This type of influence is non-rational (Wood 2014) because it does not involve logical reasoning, conscious reflection, persuasion, or rational decision-making. In contrast, it operates in a manner that exploits cognitive deficiencies and thereby circumvents people’s deliberative decision-making abilities.

For this reason, defining the ethical boundaries of digital nudging implies, first and foremost, drawing a demarcation line between rational and non-rational influence. It is worth noting, however, that the rational and the non-rational are not binary, all-or-nothing categories. They are best represented as continuously variable quantities that depend on the extent to which each digital nudge is capable of engaging with a user’s cognitive abilities, especially with their capacity for conscious perception, logical reasoning, and rational decision-making. Digital nudges that make themselves visible to a person’s cognitive defences and engage with a person’s cognitive capacities are, ceteris paribus, ethically preferable over those designed to be invisible to a person’s cognitive defences and to circumvent cognitive capacities.

Promoting rational over non-rational influence requires two complementary actions and moral obligations. One is exposing, mitigating, and in some cases eliminating, non-rational influence via technology-enabled manipulation. The specular action and corresponding moral obligation is enhancing personal autonomy and its conceptual characterization. Each of these two actions and obligations will be discussed in the following.

Exposing and mitigating non-rational influence

By definition, in order to mitigate the impact of behavioural influence through non-rational means, it is necessary to design a digital nudge in a manner that is detectable by and engages with human rationality. This can be done by implementing design requirements that mitigate the key feature of manipulation: its state of being covert or hidden. These design requirements may concern different features or phases of development of digital nudges, such as data collection, data processing, and post-administration monitoring of behavioural effects.

At the level of data collection, non-rational influence can be mitigated by employing transparent data collection practices, such as explicitly informing users that information is being collected from them, what kind of information is being collected, and for which purposes. The European Union’s General Data Protection Regulation (GDPR) states, at Articles 13 and 14, a number of requirements for data collection, such as disclosing the identity of the data controller, the purposes for which the data are being collected, the legitimate interest pursued by the controller, and whether the controller intends to transfer data to third parties. The GDPR also mandates (recital 58) that such information is disclosed to the data subject in a manner that can be detected and comprehended by a person’s cognitive abilities, which entails the following requirements: conciseness, ease of access, understandability, clarity, and simplicity of language. The same recital requires, when appropriate, to use visualization to increase comprehension. It is worth highlighting that human cognitive abilities are characterized by significant interpersonal variability. Therefore, strings of information that appear clear and understandable to one user may not be clear and understandable to another user. This is particularly relevant in the context of data collected from children or older adults with cognitive deficits, as these user groups are likely to experience greater difficulty when reading data use agreements. According to recital 58 of the GDPR, data collection from children merits specific protection. Such protections are particularly relevant for digital platforms such as Facebook and Instagram, as they allow minors between thirteen and eighteen to operate on the platform, and hence to be subject to personalized content, attention-hijacking practices, psychographic segmentation, and all other forms of non-rational influence.

At the level of data processing, non-rational influence can be mitigated by employing transparent data-processing practices, such as disclosing the system’s design and blueprint and making the source code open to free access and inspection. Whenever intellectual property restrictions are impossible to be lifted, established mechanisms for ex ante and post hoc inspection such as audits can increase the transparency of the data processing. Further, transparency can be enhanced via methods and techniques aimed at solving the black box problem (also called the ‘interpretability problem’) of AI. These methods and techniques are generally clustered under the umbrella term ‘explainable AI’ and involve machine learning models whose outputs can be understood by average human experts (Holzinger 2018). It is worth noting that in the context of both data collection and processing, minimizing non-rational influence does not always require full transparency. Disclosing disproportionate amounts of information, in fact, could overcome a person’s cognitive defences in an opposite way, by causing informational overload (Bawden and Robinson 2009). On the other hand, however, over-simplification could mislead users by hiding undesirable attributes of the system. In order to mitigate non-rational influence, digital nudges need to strike a trade-off between interpretability and completeness of an explanation.

Finally, non-rational influence can be mitigated by implementing tools and measures to monitor the behavioural effects of a digital nudge after it is administered. For example, Andreassen and colleagues have developed a scale to assess users’ addiction to Facebook. The scale was constructed based on previous standardized self-report scales and measures six core elements of addiction: salience, mood modification, tolerance, withdrawal, conflict, and relapse (Andreassen et al. 2012).

Enhancing autonomy in the digital world

Exposing and mitigating technology-enabled non-rational influence entails primarily actions that should be performed by technology developers and deployers (i.e. the nudgers) and the corresponding moral obligations of those actors. The complementary duty is preserving and promoting the rights of end users (i.e. those being nudged), in particular their autonomy. Susser, Roessler, and Nissenbaum have argued that the key challenge raised by digital nudging transcends the simple mitigation of online manipulation, but they require a discussion on ‘how to strengthen autonomy in the digital age’ (Susser et al. 2019). Doing so, however, requires a closer examination of the notion of personal autonomy in the digital ecosystem as well as of the predominant vehicles used for its preservation.

The notion of autonomy pertains to the right and ability of an individual to make decisions, engage with information, and choose courses of action in a manner that is meaningfully independent from external factors such as third-party influence, coercion, or environmental pressures (including those from the social environment). Autonomy as an ability presupposes the prerequisite of having a system of cognitive defences that allows people to filter the flow of information and make conscious and competent decisions about their own life. Autonomy as a right presupposes the prerequisite of having a system of procedures that enable people to exercise autonomy as an ability.

One of the most important procedures in place to ensure autonomy is consent. For example, O’Neill has argued that ‘the point of consent procedures is to limit deception and coercion [ … ]’; hence, they should be designed to give people ‘control over the amount of information they receive and opportunity to rescind consent already given’(O’Neill 2003). In the digital ecosystem, however, online service providers typically act in the opposite manner as they constrain end users’ control over the type and amount of information they receive and from which they collect. Based on this observation, Vayena, Mastroianni, and Kahn have argued that ‘conventional informed consent models are ill suited because they were not conceived in the context of the evolving applications and functionalities of social media that enable innovative research designs’ (Vayena et al. 2013). Other authors have attributed the same fate to other autonomy-preserving procedures such as the privacy notice—often nicknamed ‘notice-and-consent’—that is, the predominant tool for notifying individuals about information flows and data practices (Yeung 2017). Empirical evidence has corroborated these pessimistic stances, showing that such procedures are ignored by most online users, and hence appear unsuitable to enable a meaningful protection (Obar and Oeldorf-Hirsch 2016). Based on such evidence, a German court ruled in 2018 that there is no guarantee that people are sufficiently informed about Facebook’s privacy-related options before registering for the service, which can undermine informed consent (Fountoukakos et al. 2019; Srinivasan 2019).

Due to their potential influence at a non-rational or pre-rational level of information processing, digital nudges urge a reflection on personal autonomy at a more antecedent level than conventional procedures such as informed consent and privacy notices. In fact, these procedures require, by definition, a process of deliberate decision-making by the user based on their conscious and rational processing of information. As we have seen, digital nudges may, in contrast, operate below the threshold of rational deliberation by exploiting the cognitive weaknesses of the human mind. Therefore, in order to address the ethical challenge of digital nudges, especially their unprecedented potential for manipulation, one would require protections that do not presuppose the exercise of rational faculties but rather protect those faculties by default.

Three main proposals have been made, in recent years, to develop strengthened accounts of personal autonomy that entail a broader, chronologically antecedent and cognition-preserving form of protection from manipulation. These are: freedom of thought (Bublitz 2014; Lavazza 2018), mental integrity (Ienca and Andorno 2017; Lavazza 2018), and cognitive liberty (Sententia 2004; Bublitz 2014; Ienca and Andorno 2017; Wolpe 2017). These three notions will now be characterized.

Freedom of thought

The notion of freedom of thought goes back to the Ancient Greek and Judaeo-Christian tradition and has pervaded a significant portion of the history of philosophy and political doctrines through the work of, among others, Epicurus, Socrates, Plato, de Montaigne, Spinoza, Bruno, Locke, and Mill. Throughout this tradition, freedom of thought has often been characterized as a negative freedom from external influence or manipulation. For example. in the first epistle to the Corinthians, Paul of Tarsus wrote ‘For why should my freedom [eleutheria] be judged by another’s conscience?’ (Robertson and Plummer 1914). Sixteen centuries later, John Milton wrote ‘Thou canst not touch the freedom of my mind’ to express the capacity of one of his characters to protect her mental freedom from external manipulation (Milton 1858). Freedom of thought is usually considered the essential justification of other freedoms, such as freedom of choice, freedom of speech, freedom of press, and freedom of religion. In a US Supreme Court case from 1937 (Palko v. Connecticut, 302 U.S. 319), Justice Benjamin Cardozo reasoned that freedom of thought ‘is the matrix, the indispensable condition, of nearly every other form of freedom’. Besides permeating the history of ideas, the notion of freedom of thought has been progressively incorporated into international human rights law. Most notably, Article 19 of the Universal Declaration of Human Rights (drafted in 1948) and Article 9(1) of the European Convention on Human Rights (drafted in 1950) prescribe that ‘Everyone has the right to freedom of thought, conscience and religion; this right includes freedom to change his religion or belief and freedom, either alone or in community with others and in public or private, to manifest his religion or belief, in worship, teaching, practice and observance.’ Freedom of thought is guaranteed also under Article 10(1) of the Charter of Fundamental Rights of the European Union (drafted in 2000). Both conventions characterize freedom of thought in both a narrow and a broad sense.

Freedom of thought in the narrow sense involves the protection of human cognition, especially thinking and reasoning, from external manipulation. Freedom of thought in the broad sense encompasses a number of protections for all behavioural externalizations of human cognition such as speech, religion, and the press. While freedom of thought in the broad sense has been recurrently invoked in human history (typically in response to censorship and propaganda strategies rolled out by totalitarian governments such as Nazi Germany, Stalin’s Soviet Union, Pol Pot’s Cambodia, and Pinochet’s Chile), calls for protecting freedom of thought in the narrow sense are scant. Authors have speculated that the lack of such calls for the direct protection of the internal cognitive and affective domain may be due to the insufficient capacity of pre-digital technology to exert any significant direct manipulation of that domain (Ienca and Andorno 2017). However, as digital technology and AI increasingly expand the frequency, efficacy, and variety of manipulative activities, enforcing the protection of freedom of thought in the narrow sense may offer a suitable normative ground for enhancing autonomy and thereby preventing manipulation.

Mental integrity

The right to mental integrity is recognized under Article 3 of the European Union Charter of Fundamental Rights, which states that ‘everyone has the right to respect for his or her physical and mental integrity’. Ligthart, Meynen, and Douglas have recently conducted a meticulous doctrinal analysis and concluded that a right to mental integrity is recognized also by the Grand Chamber of the European Court of Human Rights (ECtHR), where it is associated with issues of mental health, reputation, and honour (Ligthart et al. 2021). In spite of its international recognition, however, mental integrity has so far eluded a unanimous definition. Ienca and Andorno defined it as the normative protection from ‘the unauthorized alteration of a person’s neural computation and potentially resulting in direct harm to the victim’ (Ienca and Andorno 2017).

Lavazza expanded this definition into ‘the individual’s mastery of his mental states and his brain data so that, without his consent, no one can read, spread, or alter such states and data in order to condition the individual in any way’ (Lavazza 2018). The problem with this latter definition, however, is its reliance on the mechanism of consent. As we have seen in the previous section, the conceptual justification and practical effectiveness of consent practices as autonomy-promoting mechanisms are significantly challenged in the context of digital nudges. The merit of Lavazza’s contribution, however, lies in its provision of a ‘technical principle for the protection of mental integrity’, which is described as ‘a functional limitation that should be incorporated into any devices capable of interfering with mental integrity’ (Lavazza 2018). While the analysis of Ienca and Andorno as well as Lavazza is primarily focused on invasive or non-invasive neurotechnologies, Ligthart, Meynen, and Douglas highlighted that mental integrity can be challenged also by persuasive technologies that do not interface someone’s neural domain.

Cognitive liberty

Strictly connected to freedom of thought and mental integrity is the notion of cognitive liberty, often also referred to as the ‘right to mental self-determination’, namely, the freedom of an individual to control their own cognitive processes. As such, cognitive liberty resembles the notion of freedom of thought. Not surprisingly, Sententia (2004) presented cognitive liberty as a conceptual extension of freedom of thought that ‘takes into account the power we now have, and increasingly will have to monitor and manipulate cognitive function’. Cognitive liberty is not a recognized right in any international human rights treaties but has gained strong ethical recognition in countries such as the United States and Switzerland (Ienca and Andorno 2017; Farahany 2019). Furthermore, it is recognized in international soft-law instruments such as the Organisation for Economic Co-operation and Development’s ‘Recommendation on Responsible Innovation in Neurotechnology’ (Organisation for Economic Co-operation and Development-Council 2019). Just like freedom of thought, it is argued to be the principle underlying a number of recognized rights. As argued elsewhere (Ienca and Andorno 2017), cognitive liberty is a multidimensional concept. Bublitz recognizes at least three ‘interrelated but not identical dimensions’ (Bublitz 2014: 251). These are: (a) the liberty to change one’s mind or to choose whether and by which means to change one’s mind; (b) the protection of interventions into other minds to protect mental integrity; and (c) the ethical and legal obligation to promoting cognitive liberty. These three dimensions configure cognitive liberty as a complex right which involves the prerequisites of both negative and positive liberties in Berlin’s sense (Berlin 1959): the negative liberty of making choices about one’s own cognitive domain in the absence of external obstacles, barriers, or prohibitions; the negative liberty of exercising one’s own right to mental integrity in the absence of constrains or violations from corporations, criminal agents, or the government; and finally, the positive liberty of having the possibility of acting in such a way as to take control of one’s mental life.

Conclusion

With the widespread adoption of digital technologies and their pervasive role in modern societies, nudges are being increasingly administered through digital technology. While the ethics of analogue nudging has been largely debated in public health ethics, the ethical implications of nudging via digital technology have often eluded systematic scrutiny. This chapter has explored and critically demarcated the ethical boundaries of digital nudging. By comparing digital nudges with analogue ones, we identified five distinctive (although not exhaustive) features of digital environments, which increase the magnitude of ethical significance of digital nudges compared to analogue ones. These are the human-made nature of any choice architecture in the digital space, the increased volume and variety of data available, the frequent self-interest of actors operating in the digital arena, the internal opacity of data processing systems, and the emergence of novel modes of behavioural influence. Based on this analysis, we concluded that digital nudges are characterized by an unprecedented potential for non-rational behavioural influence and manipulation. In fact, they can be effectively designed to circumvent a user’s cognitive abilities, especially their capacity for conscious perception, logical reasoning, and rational decision-making. In general terms, we argued that digital nudges that make themselves visible to a person’s cognitive defences and engage with a person’s cognitive capacities are, ceteris paribus, ethically preferable over those designed to be invisible to a person’s cognitive defences and to circumvent cognitive capacities. However, promoting rational over non-rational influence requires two complementary actions and moral obligations. One is exposing and mitigating non-rational influence via technology-enabled manipulation. The specular action and moral obligation is enhancing personal autonomy and its conceptual characterization. For this reason, in the concluding section of this manuscript, we reviewed a number of procedural mechanisms that could be implemented to detect and mitigate non-rational influence and manipulation, as well as three normative principles that could enhance personal autonomy in the digital ecosystem, namely, freedom of thought, mental integrity, and cognitive liberty.
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CHAPTER 20

Interpretability and Transparency in Artificial Intelligence

Brent Mittelstadt

Introduction

Artificial intelligence (AI) challenges our notions of accountability in both familiar and new ways. Systems we are increasingly entrusting with life-changing decisions and recommendations (e.g. employment, parole, and creditworthiness) have their foundation in our technological past but are now digital, distributed, and often imperceptible. When important decisions are taken which affect the livelihood and well-being of people, one expects that their rationale or reasons can be understood.

Compared to human and organizational decision-making, AI poses a unique challenge in this regard. The internal state of a trained machine learning model can consist of millions of features connected in a complex web of dependent behaviours. Conveying this internal state and dependencies in a humanly comprehensible way is extremely challenging (Burrell 2016; Lipton 2016). How AI systems make decisions may thus be too complex for human beings to thoroughly understand their full decision-making criteria or rationale. Despite the difficulty of explaining the ‘black box’ of AI, transparency remains one of the most common principles cited in AI ethics frameworks produced internationally by public–private partnerships, AI companies, civil society organizations, and governments (Jobin et al. 2019).

Given these constraints and the importance attached to understanding how AI works (Mittelstadt et al. 2019), it is reasonable to ask how the functionality and behaviour of AI systems can be explained in a meaningful and useful way. This chapter aims to answer precisely this question. The chapter proceeds in six parts. Key terminology, concepts, and motivations behind AI interpretability and transparency are first discussed. Next, two sets of methods are examined: interpretability methods designed to explain and approximate AI functionality and behaviour and transparency frameworks meant to help assess and provide information about the development, governance, and potential impact of training datasets, models, and specific applications. The chapter then turns to prior work on explanations in the philosophy of science and what this work can reveal about how to evaluate the utility and quality of different approaches to interpretability and transparency. Finally, the chapter closes with a discussion of open challenges currently facing AI interpretability and transparency.

Background

To survey interpretability and transparency in AI, it is essential to distinguish, as far as possible, a set of closely related and overlapping terms. Broadly agreed definitions and boundaries for terms such as ‘interpretability’, ‘transparency’, ‘explanation’, and ‘explainability’ do not yet exist in the field. As a result, the conventions adopted here may not be universal and may contradict other work.

Nonetheless, we can begin to unpack the topic of explaining AI by examining the different types of questions we may ask about AI systems to make them understandable.

How does an AI system or model function? How was a specific output produced by an AI system?

These are questions of interpretability. Questions of interpretability address the internal functionality or external behaviour of an AI system (see below for further explanation of this distinction). A fully interpretable model is one which is human comprehensible, meaning that a human can understand the full set of causes of a given output (Lisboa 2013; Miller 2019). Poorly interpretable models ‘are opaque in the sense that if one is a recipient of the output of the algorithm (the classification decision), rarely does one have any concrete sense of how or why a particular classification has been arrived at from inputs’ (Burrell 2016: 1). Interpretability can also be defined in terms of the predictability of the model; a model is interpretable if a well-informed person could consistently predict its outputs and behaviours (Kim et al. 2016). Questions of model behaviour narrowly address how a particular output or behaviour of the model occurred.1 However, model behaviour can also be broadly interpreted to include effects on reliant institutions and users and their AI-influenced decisions; for example, how a physician’s diagnosis was influenced by an expert system’s recommendation, are also relevant (High Level Expert Group on Artificial Intelligence 2019: 18).

How was an AI system designed and tested? How is it governed?

These are questions of transparency. Unlike interpretability, transparency does not address the functionality or behaviour of the AI system itself but rather the processes involved in its design, development, testing, deployment, and regulation. Transparency principally requires information about the institutions and people that create and use AI systems as well as the regulatory and governance structures that control both the institutions and systems. Here, interpretability play a supplementary but supportive role. Interpretable models or explanations of specific decisions taken by a system may, for example, be needed for regulators to effectively audit AI and ensure that regulatory requirements are being met in each context of use.

What information is required to investigate the behaviour of AI systems?

This is a question of traceability. To audit the behaviour of AI systems, certain evidence is needed, which can include ‘data sets and the processes that yield the AI system’s decision, including those of data gathering and data labelling as well as the algorithms used’ (High Level Expert Group on Artificial Intelligence 2019: 18). This data needs to be consistently recorded as the system operates for effective governance to be feasible. Traceability is thus a fundamental requirement for post hoc auditing and explanations of model behaviour; without the right data, explanations cannot be computed after a model has produced a decision or other output (Mittelstadt et al. 2016). Traceability is, however, outside of the scope of this chapter, which is limited to surveying the landscape of methods for AI interpretability and transparency.

The value of interpretability and transparency

As these questions indicate, interpretability and transparency can be valued for many reasons in AI. Interpretability is not a universal necessity in AI. In low-risk scenarios in which errors have little to no impact or in which predictive performance is the sole concern, knowing how a model functions or a particular decision was reached may be irrelevant to the problem being solved. However, in many cases, it may be insufficient to merely receive a reliable prediction; rather, understanding how the prediction was made may also be necessary to reliably solve the problem at hand (Doshi-Velez and Kim 2017; Molnar 2020).

In philosophy of science, ‘understanding’ is treated as an intrinsic good of explanation (Lipton 2001). Understanding how a model functions can be inherently valuable for the sake of scientific discovery, human curiosity, and meaning-making (Molnar 2020). These intrinsic goods can be distinguished from the instrumental value of interpretability and transparency in AI as they support goods such as: (a) implementing accountability and auditing mechanisms; (b) complying with relevant legislation and enabling users to exercise legal rights (Doshi-Velez and Kim 2017; Wachter et al. 2017); (c) debugging and refining models (Kulesza et al. 2015); (d) detecting bias and dangerous behaviours; (e) assessing the societal impact of AI (Mittelstadt et al. 2016; Wachter et al. 2020); (f) encouraging user trust (Citron and Pasquale 2014; Ribeiro et al. 2016; Zarsky 2013); and (g) supporting human workers and institutions to work more effectively with AI systems (Rudin 2019a; Samek et al. 2017). Of course, these instrumental goods need to be balanced in practice against the alleged risks of opening systems to public scrutiny, including risks to intellectual property and commercial secrets, potential gaming of decision-making systems, and exploitation of user trust with deceptive or false explanations (Burrell 2016; Mittelstadt et al. 2019; Wachter et al. 2018).

In a recent report, the UK Information Commissioner’s Office and Alan Turing Institute distinguish between six categories of explanations of AI systems (Information Commissioner’s Office, The Alan Turing Institute 2020: 20) according to what is being explained. Specifically, explanations can address (a) the rationale for a decision; (b) the responsibility for the system’s development, management, usage, and user redress; and (c) what and how data has been used to reach a decision; as well as steps taken to consider (d) fairness; (e) safety and performance; and (f) the social impact of the decision-making process. This taxonomy speaks to common interests underlying requests for explanations of AI models and decisions. Data explanations, for example, can provide details on the data used to train a model, including its source, collection method, assessments of its quality and gaps, and methods used to clean and standardize the data. Impact explanations can provide individuals with information regarding the potential impact of a system on their interests and opportunities, which can inform their decision to ‘use’ the system or provide a starting point for investigating the impact of the system across relevant populations (Mittelstadt 2016; Sandvig et al. 2014). These types of explanations can likewise be highly valuable for researchers working with machine learning to evaluate the epistemological validity, robustness, and limitations of models and systems (Franzke et al. 2020: 36–46; Mittelstadt et al. 2019). Standardized forms of disclosure (see the section ‘Evaluating the quality of explanations’) can provide consistency across such explanations.

There are thus many motivators for making AI more understandable. As these different goods suggest, interpretability and transparency can serve many different stakeholders and interests. Explanations can be offered to expert developers, professionals working in tandem with a system (Berendt and Preibusch 2017), and to individuals or groups affected by a system’s outputs (Mantelero 2016; Mittelstadt 2017; Wachter and Mittelstadt 2019). Understanding the different potential goods and risks of interpretability, as well as the needs and interests of relevant stakeholders, is essential to ensure a good match between the methods chosen and local contextual requirements (see section ‘Evaluating the quality of explanations’).

Interpretability

Several concepts are common across the questions and goods that motivate interpretability in AI. Interpretability methods seek to explain the functionality or behaviour of the ‘black box’ machine learning models that are a key component of AI decision-making systems. Functionality and behaviour are both elements of interpretability. The distinction is effectively one between model processing and its outputs; functionality refers to the internal calculations or analysis performed by or within the model, whereas behaviour refers to its outputs, which are visible to users and affected parties. Viewing outputs does not strictly require comprehension of the method that produced them, although the latter could certainly help develop a richer understanding of the significance and meaning of the outputs.

Trained machine learning models are ‘black boxes’ when they are not comprehensible to human observers because their internals and rationale are unknown or inaccessible to the observer or known but uninterpretable due to their complexity (Guidotti et al. 2018; Information Commissioner’s Office, The Alan Turing Institute 2020). Interpretability in the narrow sense used here refers to the capacity to understand the functionality and meaning of a given phenomenon, in this case a trained machine learning model and its outputs, and to explain it in human understandable terms (Doshi-Velez and Kim 2017). We will return to broader accounts of interpretability and explanation as philosophical concepts later in the chapter (see section ‘Philosophy of explanations’).

‘Explanation’ is likewise a key concept in interpretability. Generically, explanations in AI relate ‘the feature values of an instance to its model prediction in a humanly understandable way’ (Molnar 2020: 31). This rough definition hides significant nuance. The term captures a multitude of ways of exchanging information about a phenomenon, in this case the functionality of a model or the rationale and criteria for a decision, to different stakeholders (Lipton 2016; Miller 2019). Unfortunately, in the literature surveyed in this chapter, it is often deployed in a conceptually ambiguous manner. Terminological confusion is thus common in the field (Mittelstadt et al. 2019).

To understand how ‘explanation’ is used in the field of interpretable AI, two key distinctions are relevant. First, methods can be distinguished in terms of what it is they seek to explain. Explanations of model functionality address the general logic the model follows in producing outputs from input data. Explanations of model behaviour, in contrast, seek to explain how or why a particular behaviour exhibited by the model occurred, for example, how or why a particular output was produced from a particular input. Explanations of model functionality aim to explain what is going on inside the model, whereas explanations of model behaviour aim to explain what led to a specific behaviour or output by referencing essential attributes or influencers on that behaviour. It is not strictly necessary to understand the full set of relationships, dependencies, and weights of features within the model to explain model behaviour.

Second, interpretability methods can be distinguished in how they conceptualize ‘explanation’. Many methods conceptualize explanations as approximation models, which are a type of simpler, human interpretable model that is created to reliably approximate the functionality of a more complex black box model. The approximation model itself is often and confusingly referred to as an explanation of the black box model. This approach contrasts with the treatment of ‘explanation’ in philosophy of science and epistemology, in which the term typically refers to explanatory statements that explain the causes of a given phenomenon (Mittelstadt et al. 2019).

The usage of ‘explanation’ in this fashion can be confusing. Approximation models are best thought of as tools from which explanatory statements about the original model can be derived (Mittelstadt et al. 2019). Explanatory statements themselves can be textual, quantitative, or visual, and report on several aspects of the model and its behaviours. Molnar (2020: 25–26) proposes the following taxonomy of the types of outputs produced by interpretability methods:


• feature summary statistic: methods that return summary statistics indicating the strength of single features (e.g. feature importance) or groups of features (e.g. pairwise interaction strength);

• feature summary visualization: methods where summary statistics can also be visualized rather than listed quantitatively in a table. Visual outputs are preferable when reporting the partial dependence of a feature;

• model internals: methods where various aspects of the internals of a model can be reported, such as the learned weights of features, the learned structure of decision trees, or the visualization of feature detectors learned in convolutional neural networks;

• data point: methods were data points that help interpret a model can be reported, especially when working with textual or visual data. These data points can either exist in the model or be newly created to explain a particular output of the model. To be interpretable, any reported data points should ideally themselves be interpretable;

• intrinsically interpretable model: as discussed above, methods where globally or locally interpretable approximation models can be created to explain black box models. These models can then be further explained using any of the aforementioned methods and output types.



Further distinctions help to classify different types of explanations and interpretability methods. A basic distinction in interpretability can be drawn between global and local interpretability. This distinction refers to the scope of the model or outputs a given interpretability or explanatory method aims to make human comprehensible. Global methods aim to explain the functionality of a model as a whole or across a particular set of outputs in terms of the significance of features, their dependencies or interactions, and their effect on outputs. In contrast, local methods can address, for example, the influence of specific areas of the input space or specific variables on one or more specific outputs of the model.

Models can be globally interpretable at a holistic or modular level (Molnar 2020). Holistic global interpretability refers to models which are comprehensible to a human observer in the sense that the observer can follow the entire logic or functional steps taken by the model which lead to all possible outcomes of the model (Guidotti et al. 2018). It should be possible for a single person to comprehend holistically interpretable models in their entirety (Lipton 2016). An observer would have ‘a holistic view of its features and each of the learned components such as weights, other parameters, and structures’ (Molnar 2020: 27).

Given the limitations of human comprehension and short-term memory, global holistic interpretability is currently only practically achievable on relatively simple models with few features, interactions, rules, or strong linearity and monotonicity (Guidotti et al. 2018). For more complex models, global interpretability at a modular level may be feasible. This type of interpretability involves understanding a particular characteristic or segment of the model, for example, the weights in a linear model or the splits and leaf node predictions in a decision tree (Molnar 2020).

With regards to local interpretability, a single output can be considered interpretable if the steps that led to it can be explained. Local interpretability does not strictly require that the entire series of steps be explained; rather, it can be sufficient to explain one or more aspects of the model that led to the output, such as a critically influential feature value (Molnar 2020; Wachter et al. 2018). A group of outputs is considered locally interpretable if the same methods to produce explanations of individual outputs can be applied to the group. Groups can also be explained by methods that produce global interpretability at a modular level (Molnar 2020).

A further important distinction drawn in the literature concerns how and when interpretability is achieved in practice. Interpretability can be achieved by affecting the design and restricting the complexity of a model or by applying methods to analyse and explain the model after it has been trained (and deployed). Respectively, these can be referred to as intrinsic interpretability and post hoc interpretability (Lipton 2016; Molnar 2020; Montavon et al. 2018) or reverse engineering (Guidotti et al. 2018). Intrinsic interpretability can be further specified according to its target, which, according to Lipton (2016) and Lepri et al. (2017) can be a mechanistic understanding of the functioning of the model (‘simulatability’), individual components (‘decomposability’), or the training algorithm (‘algorithmic transparency’).

Interpretability methods

Development of methods for interpreting black box machine learning models has accelerated rapidly in recent years. While a full survey of methods remains beyond the scope of this chapter, the following taxonomy proposed by Guidotti et al. (2018) classifies methods according to the type of interpretability problem being solved:


• model explanation methods: these methods create a simpler, globally interpretable approximation model that acts as a global explanation of the black box model. These simplified models approximate the true criteria used to make decisions. Good approximations will reliably ‘mimic the behavior of the black box’ while remaining understandable to a target audience (Guidotti et al. 2018: 13). Such methods include ‘single-tree approximations’ which approximate the performance of the black box model in a single decision tree (Craven and Shavlik 1995; Krishnan et al. 1999), ‘rule extraction’ methods which create human comprehensible decision rules that mimic the performance of the black box model (Andrews et al. 1995; Craven and Shavlik 1994), and varied global model-agnostic methods (Henelius et al. 2014; Lou et al. 2012, 2013);

• outcome explanation methods: these methods create a locally interpretable approximation model that can ‘explain the prediction of the black box in understandable terms for humans for a specific instance or record’ (Guidotti et al., 2018: 26). These methods do not need to be globally interpretable but rather only need to reliably explain ‘the prediction on a specific input instance’ (Guidotti et al. 2018: 13). Local approximations are accurate representations only of a specific domain or ‘slice’ of a model. As a result, there is necessarily a trade-off between the insightfulness of the approximated model, the simplicity of the presented function, and the size of the domain for which it is valid (Bastani et al. 2017; Lakkaraju et al. 2017). Such methods include saliency masks, which visually highlight areas of importance to an image classifier for a particular input class (Fong and Vedaldi 2017; Selvaraju et al. 2016), and varied local model-agnostic methods (Poulin et al. 2006; Ribeiro et al. 2016; Turner 2016);

• model inspection methods: these methods create a ‘representation (visual or textual) for understanding some specific property of the black box model or of its predictions’, such as the model’s sensitivity to changes in the value of particular features or the components of the model that most influence one or more specific decisions (Guidotti et al. 2018: 14). As with outcome explanation methods, model inspection problems do not strictly require a globally interpretable approximation to be created. Such methods include sensitivity analysis (Baehrens et al. 2010; Datta et al. 2016; Saltelli 2002), partial dependence plots (Adler et al. 2018; Hooker 2004; Krause et al. 2016), individual conditional expectation plots (Goldstein et al. 2015), activation maximization (Nguyen et al. 2016; Yosinski et al. 2015), and tree visualization (Thiagarajan et al. 2016).

• transparent box design methods: these methods produce a model that is locally or globally interpretable. This is not an approximation of a black box model but rather an original model (Guidotti et al. 2018). Rudin has influentially advocated for bypassing the problem of explanations by using interpretable models unless a significant and important loss in accuracy by failing to use a black box model can be demonstrated (Rudin 2019b). Methods commonly considered to be interpretable by design, given appropriate constraints on dimensionality or depth, include linear regression, logistic regression, regularized regression, and decision trees (Guidotti et al. 2018; Information Commissioner’s Office, The Alan Turing Institute 2020; Molnar 2020). Other methods include rule extraction (Lakkaraju et al. 2016; Wang and Rudin 2015; Yin and Han 2003) and prototype and criticism selection (Bien and Tibshirani 2011; Fong and Vedaldi 2017; Kim et al. 2014).



This taxonomy does not capture the full range of interpretability methods. A class of methods not fully captured include what Lipton (Lipton 2016: 97) refers to as ‘post-hoc interpretations’ of specific behaviour. These include some of the methods classified as outcome explanation methods, such as visualizations (Simonyan et al. 2013; Tamagnini et al. 2017) and local model-agnostic explanations (Fong and Vedaldi 2017; Ribeiro et al. 2016), but also methods that create user friendly verbal explanations, including case-based explanations (Caruana et al. 1999; Kim et al. 2014), natural language explanations (McAuley and Leskovec 2013), and counterfactual explanations (Wachter et al. 2018). Case-based explanation methods for non-case-based machine learning involve using the trained model as a distance metric to determine which cases in the training data set are most similar to the case or decision to be explained. Natural language explanations consist of text or visual aids describing the relationship between features of an input (e.g. words in a document) and the model’s output (e.g. the classification of the document). Counterfactual explanations describe a dependency on external facts that led to a particular outcome or decision and a ‘close possible world’ in which a different, preferred outcome would have occurred (Wachter et al. 2018).

Interpretability methods can also be categorized according to their portability. Molnar (2020) distinguishes model-specific from model-agnostic methods, the latter of which can be applied to any type of machine learning model. Examples include dependence plots, feature interaction (Friedman and Popescu 2008; Greenwell et al. 2018; Hooker 2004), feature importance (Fisher et al. 2019), and local surrogates (Ribeiro et al. 2016). Example-based methods, which explain instances of the data set rather than groups of features or the model holistically, are also typically model-agnostic (Molnar 2020: 233). Examples include counterfactual explanations (Russell 2019; Wachter et al. 2018), adversarial examples (Goodfellow et al. 2014; Szegedy et al. 2013), prototypes and criticisms (Kim et al. 2016), influential instances (Koh and Liang 2017; Lundberg and Lee 2017), and case-based explanations (Caruana et al. 1999; Kim et al. 2014).

Transparency

A related but distinct topic often addressed in tandem with algorithmic interpretability is that of algorithmic transparency and accountability. Whereas interpretability has a narrow focus of explaining the functionality or behaviour of an AI system or trained machine learning model, transparency and accountability have a broad focus on explaining the institutional and regulatory environment in which such systems are developed, deployed, and governed. In other words, interpretability is about understanding the system itself, whereas transparency and accountability are about understanding the people and organizations responsible for developing, using, and regulating it. Interpretability is often thought to be a key component of algorithmic transparency and accountability.

Given its broad aims, many approaches could conceivably be considered forms of algorithmic transparency and accountability. For our purposes, two broad categories can be distinguished: standardized documentation for training data sets and models, and impact assessments.

Standardized documentation

Standardized documentation refers to any method that prescribes a consistent form of disclosure about how AI systems and models are created, trained, and deployed in different decision-making contexts, services, and organizations. Many proposals for universal and sector-specific standards have been advanced in recent years, but none have yet been broadly adopted or tested.

Despite this, standardization initiatives frequently have common points of departure. The motivation for standardization in AI can be traced to comparable standards adopted in many industries describing the provenance, safety, and performance testing carried out on a product prior to release (Arnold et al. 2019). In this context, many initiatives are motivated by the usage, sharing, and aggregation of diverse data sets in AI, which runs the risk of introducing and reinforcing biases across different contexts of use (Bender and Friedman 2018; Gebru et al. 2018; Holland et al. 2018; Yang et al. 2018).

Data set documentation methods aim to help potential users of a data set to assess its appropriateness and limitations for training models for specific types of tasks. To do so, they generally require information about how the data sets are created and composed, including a list of features and sources of the data as well as information about how the data was collected, cleaned, and distributed (Gebru et al. 2018). Some approaches include disclosures and standardized statistical tests concerning ethical and legal considerations (Holland et al. 2018), including biases, known proxies for sensitive features (e.g. ethnicity, gender), and gaps in the data. Documenting such characteristics can help identify where problematic biases could be learned and reinforced by machine learning systems trained on the data which would otherwise remain unknown to developers and analysts (Gebru et al. 2018; Holland et al. 2018). As a secondary effect, standardized data set documentation may also drive better data collection practices (Holland et al. 2018) as well as consideration of contextual and methodological biases more generally.

Comparable initiatives exist for trained machine learning models. ‘Model reporting’ documentation is designed to accompany trained models when being deployed in contexts that differ from the training environment. For example, the ‘model cards for model reporting’ initiative calls for documentation describing various performance characteristics and intended contexts of use, including how performance changes when applied to different cultural, demographic, phenotypic, and intersectional (i.e. defined by multiple relevant attributes) groups (Mitchell et al. 2019). User-facing model documentation has also been proposed to enhance user trust and adoption. For example, ‘FactSheets’ have been proposed that would require a standardized declaration of conformity from AI suppliers addressing the purpose, performance, safety, security, and provenance of models in a user-friendly manner (Arnold et al. 2019). To complement data set and model documentation and pre-deployment testing standards, toolkits have also been created to help identify and correct for biases in deployed models and AI systems (Bellamy et al. 2018).

Self-assessment frameworks

A second category of algorithmic transparency initiatives have created various self-assessment tools to help organizations evaluate AI systems at the point of procurement and deployment. These tools pose a series of questions to be answered by organizations in the procurement and deployment phase of AI. This approach builds on established types of legally required organizational disclosures in areas such as data protection, privacy, and environmental law (Article 29 Data Protection Working Party 2017; Mantelero 2018; Reisman et al. 2018). To date, self-assessment frameworks have largely been limited to public sector procurement of AI but in principle could be applied in the private sector as well.

‘Algorithmic Impact Assessments’ (AIA) are a prominent example of self-assessment frameworks (Reisman et al. 2018). The AIA developed by the AI Now Institute, for example, requires public agencies to consider four key elements prior to procurement: (a) potential impact on fairness, justice, bias, and similar concerns; (b) review processes for external researchers to track the system’s impact over time; (c) public disclosure of the agencies’ definition of ‘automated decision system’, current and proposed systems, and any completed self-assessments; and (d) solicitation of concerns and questions from the public. AI Now has also called on governments to establish enhanced due process mechanisms to support individual and community redress (Reisman et al. 2018). The AIA framework has since been implemented and adapted by the Canadian government to govern procurement of automated decision-making systems across the public sector (Government of Canada 2020). The European Commission has also recently developed a ‘Trustworthy AI Assessment List’ that is operationally similar to an AIA (High Level Expert Group on Artificial Intelligence 2019). The list poses a series of questions on topics such as fundamental rights; human agency and oversight; technical robustness; and safety, diversity, and accountability.

Philosophy of explanations

Examining prior work on AI interpretability and transparency in the context of prior work on explanations in the philosophy of science can be useful to identify the field’s major trends, gaps, key open questions, and potentially their answers. Explanations of scientific and everyday phenomena have long been studied in the philosophy of science. Explanations, and more broadly epistemology, causality, and justification, have been the focus of philosophy for millennia, making a complete overview of the field unfeasible. What follows is a brief overview of key distinctions and terminology relevant to surveying interpretability and transparency in AI.

While much variation and debate can be observed in prior work (Ruben 2004; Salmon 2006), an explanation of a given phenomenon is usually said to consist of two parts:


• the explanadum or a sentence describing the phenomenon to be explained (Hempel and Oppenheim 1948: 136–137). The phenomenon can be of any level of specificity from a particular fact or event, such as a particular decision produced by a model, to general scientific laws or holistic descriptions of a model;

• the explanans or the sentences which are thought to explain the phenomenon (Hempel and Oppenheim 1948: 136–137). Depending upon the type of explanation, audience, and specific questions asked, the explanans can be as simple as a single sentence or as complex as a full causal model.



In the philosophy of science, much work is dedicated to theories of scientific explanation. According to this tradition, ‘explanatory knowledge is knowledge of the causal mechanisms, and mechanisms of other types perhaps, that produce the phenomena with which we are concerned’ (Salmon 2006: 128). A related notion, causal explanation, refers to a type of explanation of an event that provides ‘some information about its causal history’ (Lewis 1986: 217–218). Within this tradition, a complete or scientific explanation would consist of a set of explanans describing the full causal history of a phenomenon (Hempel 1965; Ruben 2004; Salmon 2006). This type of scientific explanation will involve general scientific relationships or universal laws and can be considered an idealized form of explanation of the sort pursued but rarely obtained through scientific investigation (Hempel 1965).

As this definition of an ideal scientific explanation suggests, explanations can be classified in terms of their completeness or the degree to which the entire causal chain and necessity of an event can be explained (Ruben 2004). Completeness can be used to distinguish scientific and everyday explanations (Miller 2019) or full and partial causal explanations (Ruben 2004), each of which addresses the causes of an event but to different degrees of completeness. Everyday explanations of the type typically requested in daily life address ‘why particular facts (events, properties, decisions, etc.) occurred’ rather than general scientific relationships (Miller 2019: 3).

The terminology is not, however, consistent across theories of explanation. As Ruben (2004: 19) notes:


Different theories disagree about what counts as a full explanation. Some will hold that explanations, as given in the ordinary way, are full explanations in their own right; others (like Hempel) will argue that full explanations are only those which meet some ideal, rarely if ever achieved in practice. A partial explanation is simply a full explanation (whatever that is) with some part of it left out. On any theory of explanation, we sometimes do not say all that we should say if we were explaining in full. Sometimes we assume that the audience is in possession of facts which do not stand in need of repetition. At other times, our ignorance does not allow us to fill some of the explanatory gaps that we admit occur. In such cases, in which we omit information for pragmatic or epistemic reasons, we give partial explanations.



Most of the methods discussed in this chapter can be considered partial or everyday explanations. These methods report a selection of the total set of causes of a phenomenon or create a simplified approximation of a more complex phenomenon to make it humanly comprehensible. Both examples are partial because they do not report the full set of causes of a phenomenon, for example, the full causal chain of collecting and cleaning training and test data or the causes of the phenomena reported in this data.

Full or scientific explanations can nonetheless serve as an idealized endpoint for global interpretability in AI. If a user asks how a model was trained, a good explanation would resemble a full causal explanation, only limited to the internals of the model (e.g. feature values and interdependencies) and training algorithm rather than universal laws. Similarly, global explanations of model functionality will necessarily contain causal information concerning, for example, dependencies between features. Scientific explanations traditionally conceived are also relevant to the need for interpretable machine learning models in research, especially on causality and inference (Pearl 2019; Schölkopf 2019).

Recent decades have seen an increase in the attention paid to theories of contrastive explanations and counterfactual causality (Kment 2006; Lewis 1973; Pearl 2000; Woodward and Zalta 2003). Contrastive theories suggest that causal explanations inevitably involve appeal to a counterfactual case, be it a cause or an event, which did not occur. Woodward (2005: 6) describes these types of explanations as answers to ‘what-if-things-had-been-different’ questions. A canonical example is provided by Lipton (1990: 256):


To explain why P rather than Q, we must cite a causal difference between P and not-Q, consisting of a cause of P and the absence of a corresponding event in the history of not-Q.



Contrastive theories of explanation are, of course, not without criticism. Ruben (2004), for example, has suggested that, even if causal explanations are inevitably contrastive in nature (which he doubts), this feature can be accommodated by traditional theories of explanation. Regardless of one’s position on this debate, contrastive explanations remain interesting for AI because they address a particular event or case and would thus appear to be simpler to create than global explanations of model functionality (Mittelstadt et al. 2019; Wachter et al. 2018).

Other types of explanations beyond scientific explanations exist which are relevant to interpretability in AI. As Hempel writes, ‘explaining the rules of a contest, explaining the meaning of a cuneiform inscription or of a complex legal clause or of a passage in a symbolist poem, explaining how to bake a Sacher torte or how to repair a radio’ are all uses of the term ‘explain’ which do not involve causal, scientific explanations (Hempel 1965: 412–413). In these cases, explanations can be given that do not have a clear dependence on universal or scientific laws.

These observations are relevant to the question of interpretability in AI insofar as it indicates that ‘explanation’ is not a singular concept but rather a catch-all for many different types of interlocutory acts. A person impacted by an AI system (e.g. a criminal risk scoring system) could ask why they were classified as high risk but equally how the model was trained, on which data, and why its usage (and design) is morally or legally justified. Work on interpretability in AI, as well as regulatory interest in the subject, similarly reflects that explanations of AI are being requested in connection to a particular entity, be it a specific decision, event, trained model, or application (Mittelstadt et al. 2019). The explanations requested are thus not full scientific explanations as they need not appeal to general relationships or scientific laws but rather, at most, to causal relationships between the set of variables in a given model (Woodward 1997). Rather, what is being requested are everyday explanations either of how a trained model functions in general or of how it behaved in a particular case.

For the purposes of this chapter, I will primarily discuss methods for producing explanations in AI systems that answer functional questions, such as how a model functions globally and locally, or how a particular classification was reached. Such explanations, while primarily technical answers to ‘Why?’ questions (e.g. why I was classified as ‘high risk’), simultaneously provide essential information to answer related questions concerning the accuracy, reliability, safety, fairness, bias, and other aspects of the system.

A further distinction can be drawn between explanation as a process or act and explanation as a product of that act. This linguistic feature is known as process–product ambiguity. In philosophy of science, much work has been dedicated to explanation as both a product and a process and their dependency (if any) (Hempel 1965; Ruben 2004). As a product, the question being asked is essentially ‘What information has to be conveyed in order to have explained something?’ Explanations as products can be classified and described according to the type of information they convey (Ruben 2004). As a process, the act of explaining and the intention of the explainer are thought to influence the information conveyed by an explanation (Achinstein 1983). The explanation as a product is thus ‘an ordered pair, in part consisting of a proposition, but also including an explaining act type’ (Ruben 2004: 8).

The process and product accounts of explanation are incompatible (Ruben 2004); however, for the purposes of this chapter, an answer to the process–product ambiguity is not needed. Rather, the distinction reveals that in designing explanations and explanatory methods for AI, attention must be given not only to what information the explanation contains but also to how this information is conveyed to its audience. This distinction between the what and how of explanations in AI is key to evaluating the relative utility of the methods discussed above and the quality of different types of explanations.

Evaluating the quality of explanations

Prior philosophy work on explanations provides a robust foundation to explore how the quality of different types of explanations and approximations of AI functionality or behaviour can be evaluated. Within the philosophy of science, explanatory pragmatists suggest that ‘explanation is an interest-relative notion … explanation has to be partly a pragmatic concept’ (Putnam 1978: 41). In other words, the requirements for a full explanation will vary according to the needs and interests of the audience.

This approach is a departure from causal theorists, who draw a clear distinction between the ideal of a full explanation and the pragmatics of giving a good explanation. The former is a question of the information the explanatory product must contain, while the latter is a question of how parts of that information, or a partial explanation, is crafted and communicated to an audience according to their particular interests and requirements. According to Ruben (2004: 22),


… how we select from the full list of explanatory relevant features in order to obtain the ones required in a particular (partial) explanation we may offer is a pragmatic and audience-variant question. A partial explanation is one that omits certain relevant factors; a full explanation is one that includes all relevant factors … A partial explanation may be good relative to one set of circumstances, but bad relative to another, in which interests, beliefs, or whatever differ.



The question is thus whether, as in the deductive-nomological approach (Salmon 2006), the ideal of a full explanation exists independently of the concept of a good explanation. The imagined ‘ideal explanatory text’ provides a benchmark for complete scientific explanations (Salmon 2006). For explanatory pragmatists, this distinction collapses. Once collapsed, context becomes an essential determinant of a good explanation. Whereas traditionalists conceive of the concept of explanation as ‘a relation like description: a relation between a theory and a fact’, pragmatists view it as ‘a three-term relation between theory, fact, and context’ (Fraassen 1980: 156).

According to pragmatists, good explanations exceed merely correct explanations by being aligned with the needs, interests, and expertise of the agents requesting the explanation (Achinstein 2010; Lewis 1986). It follows that a universal ideal of a best possible explanation of any given phenomenon does not exist; while an ideal correct explanation is possible, what makes an explanation good (or ‘the best’) is dependent upon the context and audience to which it is given (Achinstein 2010).

Regardless of one’s position as a traditionalist or pragmatist, a distinction can be drawn between the truth or correctness of an explanation and how successful that explanation is at communicating relevant information to a given audience (Ruben 2004). Achinstein (2010) describes this as the distinction between correct explanations and good explanations. A full scientific explanation can be correct insofar as the causes it attributes to a phenomenon are truthful or valid and yet be a bad explanation when evaluated as an act of communication, for example, because the information conveyed is so complex as to be incomprehensible to the recipient. Similarly, an explanation may also be considered inadequate not because the information communicated is false but because it is incomplete or inadequate to answer the question posed or the needs of a specific audience (Lewis 1986; Putnam 1978).

Compared to the distinctions drawn above, this is a subtle but important difference. In evaluating an explanation in AI, we can distinguish quality in terms of causal validity, or its truthfulness and completeness, and quality in terms of meaningfulness or how effective it is at conveying a relevant set of information to a given audience. This distinction holds across both traditional and pragmatic schools of thought, which differ only on whether the meaningfulness of an explanation should be considered a quality of the explanation itself (as pragmatists do) or a quality of the act of selecting and communicating the explanation (as traditionalists do). For the purpose of this chapter, selecting a particular school of thought is unnecessary so long as the distinction between causal validity and meaningfulness is recognized.

Characteristics of ‘good’ explanatory products

Building on this distinction between validity and meaningfulness, many characteristics have been proposed in the field of AI interpretability to evaluate the quality of explanations and approximations. Following the preceding discussion (see the section ‘Philosophy of explanations’), a further distinction can be drawn between the quality of the explanans itself and the quality of the process by which the explanans is communicated to the explainee. What follows is an overview of characteristics for producing and communicating high-quality explanations that have been proposed in literature on AI interpretability as well as empirical work describing how humans give and receive explanations in psychology and cognitive science (Miller 2019). We begin with characteristics to evaluate the quality of explanatory products.

Contrastive

Based on a representative review of empirical evidence in psychology and cognitive science, Miller (2019: 3) argues that good everyday explanations are contrastive insofar as explanations are ‘sought in response to particular counterfactual cases … That is, people do not ask why event P happened, but rather why event P happened instead of some event Q.’ Based on the reviewed evidence, Miller found that people psychologically prefer contrastive explanations. Further, this preference cannot be reduced solely to the relative simplicity of contrastive explanations against full causal explanations (Miller 2019: 28). In AI, best practices for computing contrastive explanations will be specific to context, application, or user because a comparison point or preferred alternative outcome must be identified (Molnar 2020; Wachter et al. 2018).

Abnormality

‘Normal’ behaviour is thought to be ‘more explainable than abnormal behaviour’ (Miller 2019: 41). The perceived abnormality of an event has thus been found to drive the preference for contrastive explanations in practice that can explain why a normal or expected event did not occur (Gregor and Benbasat 1999; Hilton and Slugoski 1986; McClure et al. 2003; Molnar 2020; Samland and Waldmann 2014). Many characteristics of AI behaviour can set it apart as abnormal. Lim and Dey (2009), for example, found a positive relationship between the perceived ‘inappropriateness’ of application behaviour and user requests for contrastive explanations. Violation of ethical and social norms can likewise set an event apart as abnormal (Hilton 1996). The practical importance of abnormality for good everyday explanations suggests that explanations of AI behaviour should describe input features that are ‘abnormal in any sense (like a rare category of a categorical feature)’ if they influenced the behaviour or outcome in question (Molnar 2020: 32).

Selectivity

Full scientific explanations are rarely if ever realized in practice. Multiple correct but incomplete explanations are normally possible that list different causes for the explanadum. A given cause may be incomplete insofar as it is not the sole cause of the event but may nonetheless convey useful information to the explainee (Ylikoski 2013). As Miller (2019: 3) argues, ‘Explanations are selected—people rarely, if ever, expect an explanation that consists of an actual and complete cause of an event. Humans are adept at selecting one or two causes from a sometimes infinite number of causes to be the explanation.’ Selection involves choosing the most relevant set of causes for a given phenomenon and disregarding other less relevant but valid causes on the basis of local requirements. Selection is necessary to reduce long causal chains to a cognitively manageable size (Hilton 1996).

For AI explanations, selection means choosing key features or evidence to be emphasized in an explanation or user interface based, for example, on their relative weight or influence on a given prediction or output (Biran and McKeown 2014; Poulin et al. 2006) and the explainee’s subjective interests and expectations (see the section ‘Characteristics of ‘good’ explanatory processes’). To facilitate selection of relevant explanans from the overall possible set of valid explanans, good explanations should clearly communicate the degree of importance or influence of a given feature or set of features on the instance or outcome being explained (Molnar 2020).

Complexity and sparsity

The need for selectivity in explaining AI behaviours to meet local requirements points to the need to conceptualize and measure the relative complexity of different possible valid explanations (Achinstein 1983; Miller 2019). Many metrics exist to evaluate explanation complexity relative to a target model or set of outputs. Complexity can be defined in relation to a model’s size, such as the number and length of rules, features, or branches in a decision tree (Deng 2019; Guidotti et al. 2018; Rudin 2019b), or in terms of the linearity and monotonicity of the relationships between variables (Guidotti et al. 2018). Alternatively, complexity can be defined according to sparsity or the number of explanatory statements given to explain a black box model or specific output as well as the number of features and interactions addressed in these statements.

In AI, sparse explanations or approximation models are those which have low dimensionality or address a small number of features and interactions. Good sparse explanations are those which include a cognitively manageable set of highly relevant causes or statements according to the explainee’s interests and expertise (Molnar 2020; Russell 2019). Methods such as case-based explanations and counterfactual explanations that provide a sparse explanation of changes necessary to reach a different, preferred outcome can bypass the difficult challenge of explaining the internal state of trained models to a significant extent (Caruana et al. 1999; Wachter et al. 2018). Approximation methods can also help but must grapple with a three-way trade-off between the approximation’s fidelity, comprehensibility, and domain size (see the section ‘Interpretability’).

Novelty and truthfulness

A set of closely related characteristics common to theories of explanation concerns the novelty and truthfulness of the explanans. Good explanations should be novel, meaning they do not merely repeat information about the explanadum that is already known by the explainee but rather provide new, unknown information that helps explain the explanadum (Molnar 2020; Salmon 2006). To be informative, explanations should not be entirely reducible to presuppositions or beliefs that the recipient of the explanation already holds (Hesslow 1988). In AI, novelty can be measured, for example, in the extent to which an explanation reflects whether the instance being explained ‘comes from a “new” region far removed from the distribution of training data’ (Molnar 2020: 28).

Good explanations should likewise be truthful, meaning the statements contained in the explanans should be accurate or correct. In AI explanations, the dependencies between variables described or the causes attributed to an outcome should be correct (Molnar 2020; Russell 2019). Simply put, the more accurate the explanation, the better it is at enhancing the explainee’s understanding of the explanadum. In practice, accuracy can be measured, for example, in terms of the performance of the explanation in predicting future behaviours based on unseen input data (Molnar 2020).

Representativeness, fidelity, consistency, and stability

A final set of characteristics addresses the intra-model and inter-explanation performance of an explanation or approximation. For explanations of more than a single output or group of outputs, representativeness is a key characteristic. Global or local approximations can be evaluated in terms of their representativeness of outputs or instances in the model reliably explained by the approximation (Molnar 2020). As a rule of thumb, the quality of an approximation increases based on the number of instances or outputs of the model it can reliably and accurately explain.

Fidelity is closely related to representativeness insofar as the latter is implicitly linked to the accuracy of the explanation over multiple insurances. Fidelity refers to the performance of the approximation against the black box model; approximations with high fidelity will approximate the performance of the black box model as closely as possible, including accurate predictions as well as errors.

The consistency of the approximation is also relevant in this context, which can be measured in terms of performance of the approximation across different black box models that have been trained on the same data to perform the same task. Stability performs a similar role to consistency. They differ in that stability is concerned with comparing the performance of explanations for ‘similar instances for a fixed model’. Stable explanations will not substantially change when explaining a set of instances that only have slight variation in feature values (Molnar 2020).

Characteristics of ‘good’ explanatory processes

Following the distinction between causal validity and meaningfulness, the quality of explanations is dependent not solely on the content of the explanation but also on how this content is tailored to the explainee and communicated in practice. Many factors of good explanatory processes, such as the appropriate complexity and scope of explanations provided, are dependent on the context in which an AI system is used. The following characteristics of good explanatory processes have been proposed in the literature.

Interactivity and usability

Giving an explanation is a social communicative act based on interaction and information exchange between one or more explainers and explainees (Slugoski et al. 1993). Information exchange occurs through dialogue, visual representation, or other means (Hilton 1990). In AI, giving an explanation should be viewed not as a one-way exchange of information but rather as an interactive process involving a mix of human and AI agents.

Further, explanations are iterative insofar as they must be selected and evaluated on the basis of shared presuppositions and beliefs. Iteration may be required to communicate effectively or clarify points of confusion on the path towards a mutually understood explanation. While a given output can have many causes or important features, explainees will often only be interested in a small subset of these that are relevant to a specific question or contrastive case. It is the task of the explainer to select explanans from this subset of all possible causes or features. The chosen explanans may not satisfy the requirements of the explainee, requiring subsequent questioning and the generation of a new, more relevant explanans (Miller 2019: 4).

The quality of explanatory processes in AI can therefore be evaluated in terms of the quality of the interaction and iteration between explainee and explainer. Forms of explanation that are interactive and can help the explainee interrogate the model to accomplish specific tasks of interest are seen as better than explanations which consist of standardized or fixed content (Guidotti et al. 2018: 7). Explanations of AI functionality or behaviour can be given both by human workers tasked with explaining the system to affected parties and potentially by the AI system itself, for example, through an interpretability interface (Kayande et al. 2009; Martens and Provost 2013; Mittelstadt et al. 2019; Wexler et al. 2019).

Local relevance

As the preceding characteristics indicate, good explanations should be tailored towards the relative interests of the explainee (Miller 2019; Molnar 2020). They should answer, or help to answer, questions of interest to their audience (Miller 2019; Slugoski et al. 1993). Software engineers, regulators, deploying institutions, end-users, and other people request explanations for different reasons and seek answers to different questions (Miller 2019; Mittelstadt et al. 2019). Explanations that are not tailored to answer the specific question(s) being asked may fail to communicate relevant information to their audience.

Local comprehensibility

For explanations to succeed in communicating relevant information to the explainee, they must also be comprehensible to their recipient. Local comprehensibility refers to the degree to which explanations communicate information at a scope and level of complexity that matches the audience’s expertise (Molnar 2020). Explanations that include all factors that led to a particular prediction or behaviour can be correct and complete explanations and yet incomprehensible, depending on their audience. For example, complete explanations may be useful for purposes of debugging a system or to meet legal requirements (Molnar 2020: 35) but useless to a user trying to understand which factors of their financial history most influenced the outcome of their loan application (Wachter et al. 2018).

Local comprehensibility and relevance are intrinsically linked. Software engineers, for example, may prefer more accurate but opaque models or more complete but complex explanations to help debug and refine their system, whereas end-users interested in the key reasons for a given decision may prefer explanations that are simpler or narrower in scope (Mittelstadt et al. 2019; Wachter et al. 2018). Urgency is similarly important; time-sensitive requests can necessitate simpler but incomplete explanations (Guidotti et al. 2018).

Overall, good explanatory processes in AI should be sensitive to the reason an explanation is being requested as well as the motivation and local needs of the explainee. In this regard, standardized forms of disclosure, including many of the transparency frameworks describe above (see the section ‘Transparency’), can fail as good explanations if they are not adapted for different audiences.

Open challenges in AI interpretability and transparency

As the preceding discussion indicates, there are many open questions when it comes to designing effective products and processes to explain the functionality and behaviour of AI systems. To conclude, I consider three key open challenges facing the field of AI interpretability and transparency concerning the development of common standards for (a) ‘good’ explanations; (b) deterring deception through explanations; and (c) consistent and practically useful transparency frameworks.

Common standards for ‘good’ explanations

As discussed in this chapter, many methods have been developed to explain how autonomous systems function both generally and for specific decisions. However, while many approaches exist, the adoption of common standards for ‘good’ explanations that enhance the useability of autonomous systems remain nascent. To define such standards, we need to understand what makes an explanation informative and effective in practice. Empirical research into the local effectiveness and acceptability of different interpretability and transparency methods for different types of AI applications is urgently needed.

To date, a majority of work on AI interpretability has addressed methods for creating global and local approximations of black box models. While useful for purposes of testing and debugging black box models, the utility of these approaches for explaining model behaviour are less clear (Ribeiro et al. 2016; Selvaraju et al. 2016; Simonyan et al. 2013). In particular, it is unclear how useful such simplified human comprehensible approximations are for non-experts. Local approximations in particular ‘can produce widely varying estimates of the importance of variables even in simple scenarios such as the single variable case, making it extremely difficult to reason about how a function varies as the inputs change’ (Wachter et al. 2018: 851). Conveying these limitations in a consistent and reliable way to experts and non-experts alike remains nascent, which raises questions over their utility for answering questions about specific model behaviour.

It is in this context that Box’s maxim, ‘All models are wrong, but some are useful’ (Box 1979) is illuminating. Treating local approximations as explanations of model behaviour would suggest that they provide reliable knowledge of how a complex model functions, but this has yet to be proven in practice across different types of AI applications and interpretability methods. For approximation models to be trusted, explainees must understand the domain over which the approximation is ‘reliable and accurate, where it breaks down, and where its behaviour is uncertain’ (Hesse 1965; Mittelstadt et al. 2019: 3). Without this information, approximations will be at best poorly comprehensible and at worst misleading because they are often inaccurate or unreliable outside a specific domain or set of instances (Mittelstadt et al. 2019).

Local approximations face difficulties with generalizability, arbitrariness in choice of domain, and the potential to mislead recipients unless the domain and epistemic limitations of the approximation are known (Mittelstadt et al. 2019). Standards for ‘good’ approximations are thus urgently needed that require information regarding their limitations to be clearly documented and communicated when an approximation is offered as an explanation of a black box model. To date, little work has been done on testing and validating approximations in real-world scenarios; going forward, this critical gap in AI interpretability needs to be closed.

Deception in explanations

The relative lack of research and methods to test and evaluate the veracity, objectivity, and overall quality of explanations and approximation models is concerning as even an accurate explanation can be used to inform or handcrafted to mislead (Lakkaraju and Bastani 2019). Features or causes can be intentionally selected in explanations to convey information according to the controller’s preferences and to hide potentially worrying factors. For example, a single explanation of law school admissions could highlight the classifier’s dependency on ethnicity, entrance exam results, or grade point average over several years (Russell 2019).

The type of explanation provided can influence the explainee’s opinion on the importance of features in an output or classification (Lombrozo 2009; Poulin et al. 2006). By explicitly shaping the choice of domain and the choice of approximation, it is possible to distort how the importance of variables are reported, to alter whether they are claimed to positively or negatively influence decisions, or to eliminate the correlation between them. This selectiveness grants systems controllers the power to alter people’s beliefs about the reasons for a system’s behaviour and to instil undue confidence in the system’s performance and trustworthiness. Understanding how and why a particular explanation was chosen by the explainer is particularly important for the selection of contrastive cases for contrastive explanations.

The act of giving an explanation is not neutral (Mittelstadt et al. 2019). Some scholars, for example, have suggested that explanation-giving is not primarily directed to the truth but aims at persuasion (Mercier and Sperber 2011). Agents seeking to be perceived as trustworthy have an incentive not merely to explain their behaviour as accurately as possible but also to provide explanations that persuade other agents to perceive them as trustworthy. This incentive is seemingly at odds with the push to adopt AI systems for the sake of accuracy or efficiency. Suboptimal but simpler actions can improve transparency and communication between institutions, users, and end-users but can make systems and institutions less trustworthy and degrade the resiliency of the trust relationship if end-users experience poor outcomes (Glikson and Woolley 2020). Promoting interpretability or transparency can create incentives for systems to prefer actions for which there are easier or simpler explanations but which may not be optimal for the user (Mercier and Sperber 2011).

There is a clear and immediate risk of malicious actors using explanations not to inform but to mislead. Ethically or legally significant influences on a decision (e.g. sensitive features such as ethnicity) could be hidden from explainees interested in the legality of university admissions. Explainees can be subtly nudged by the choice of explanans to adopt a preferred belief or take a preferred action of the explainer, for example, not contesting admissions outcomes on the grounds of discrimination. Solutions to mitigate the risk of deception via explanation are urgently needed if AI interpretability and transparency are to make AI systems more accountable and trustworthy.

The effectiveness of self-assessment transparency frameworks

Self-assessment frameworks are intended to enhance the traceability of AI systems by improving organizational accountability, helping to identify potential ethically problematic impacts, and providing a starting point for redress for affected individuals and communities. If successful, each of these effects could enhance public trust and acceptance of AI systems.

However, while recognizing their potential utility, self-assessment frameworks have a number of inherent weaknesses. To be effective, self-assessment must be timely, transparent, honest, and critical. Organizations must invest the resources necessary to train staff to critically assess internal procurement procedures and the (potential) external impact of the system. Critical analysis requires an organizational culture that rewards honest assessment. Even if staff are well trained and rewarded for their honesty, further investment is needed to make self-assessment more than a ‘one off’ occurrence. The impact of AI systems cannot be perfectly predicted prior to deployment; unexpected and novel effects can emerge over time that, by definition, can only be captured through iterative self-assessment (Mittelstadt et al. 2016). To assess impact over time, internal procedures must be established to record system behaviour longitudinally. Sustaining the quality of such procedures over time has historically proven difficult, with comparable self-assessment frameworks in other domains effectively becoming empty ‘checklists’ over time (Manders-Huits and Zimmer 2009; Mittelstadt 2019; Põder and Lukki 2011). Assuming these elements are in place, decisions must still be made about what, when, and how to involve external researchers and the public in the assessment process and how to publicly disclose results. Self-assessments that are perceived as incomplete, dishonest, inaccessible, or otherwise faulty will not have their intended effect on public trust.2

In short, self-assessment frameworks are not guaranteed to be effective without significant organizational commitment to staff training, organizational culture, sustainable and critical assessment procedures, public and researcher involvement, and open disclosure of results. These requirements cannot be guaranteed by developing universal guidelines or procedures for self-assessment because the potential impact of AI systems varies greatly according to context and application type (High Level Expert Group on Artificial Intelligence 2019; Mittelstadt 2019).

Conclusion

This chapter has reviewed the key concepts, approaches, difficulties, literature, and overall state of the art in interpretability and transparency in AI. Numerous methods to provide explanations, approximations, and standardized disclosures for the development, functionality, or behaviour of AI systems have been reviewed. To evaluate the quality of emergent approaches in the field, lessons can be learned from prior work on explanations in the philosophy of science. Explanations as products can be evaluated in terms of their contrastiveness, abnormality, selectivity, complexity and sparsity, novelty and accuracy, representativeness, fidelity, and consistency. Likewise, the act of giving an explanation can be critiqued in terms of its interactivity and usability and its relevance and comprehensibility to local stakeholders.

These characteristics of explanations as products and processes point towards a clear conclusion: interpretability and transparency in AI cannot possibly be achieved through a ‘one-size-fits-all’ approach. Different audiences, models, behaviours, and use cases will demand different forms of explanations. And yet, despite this diversity of products and methods, common ground exists to evaluate the quality of explanations in AI.

Critical open challenges, of course, remain. Consistent frameworks to evaluate explanations of AI must first be widely adopted for common standards of ‘good’ explanations to be enforceable through ethical or regulatory means. Likewise, vigilance is required to ensure that explanations and transparency mechanisms are used honestly and accurately and never to deceive or mislead. If AI systems are to deliver on their promise of more accurate, efficient, and accountable decision-making, solving these challenges and implementing common standards for interpretability and transparency is essential.

Author’s note

Sections of this chapter are adapted from: Mittelstadt, B., Russell, C., and Wachter, S. (2019), ‘Explaining Explanations in AI’, Proceedings of the Conference on Fairness, Accountability, and Transparency—FAT* ’19, 279–288, doi: https://doi.org/10.1145/3287560.3287574. This work has been supported by research funding provided by the British Academy grant no. PF\170151, Luminate Group, and the Miami Foundation.

Notes

1.The degree to which the reasons for specific model behaviours can be explained is sometimes referred to as the explainability of a model. Here, it is treated as one component of interpretability alongside intrinsic model comprehensibility.

2.Lessons can be learned from comparable legal instruments. For example, ‘data protection impact assessments’ as required by Article 35 of the EU General Data Protection Regulation are functionally similar to the self-assessment frameworks discussed above but do not require full public disclosure of results.
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Part V

Justice and Fairness


CHAPTER 21

Algorithmic Bias and Access to Opportunities

Lisa Herzog

Introduction

For a few years, ‘racist’ and ‘sexist’ algorithms have been making headlines. For example, Google showed advertisements for board-level jobs more frequently to men than to women (Kim 2017: 864), while Amazon had to scrap a hiring algorithm it had been working on because it was biased against women (Dastin 2018), and Apple was publicly criticized for offering women lower credit card limits on its new Apple Card, which triggered formal investigations (AI Now 2019: 45–46). In 2016, a report by the investigative journalism organization ProPublica uncovered that an algorithm for predicting the recidivism of criminal offenders had differential error rates for Black and White offenders (Angwin et al. 2016). Two books in particular discussed a number of unsettling case studies of how algorithms could wreak havoc on the lives of those who were submitted to them: Cathy O’Neil’s Weapons of Math Destruction (2016) and Virginia Eubanks’s Automating Inequality (2017). They report on teachers who were fired because of obscure algorithmic evaluation systems, families who did not receive insurance because they lived in the wrong neighbourhood, and at-risk-children who were not taken out of dangerous social environments because of glitches in the youth services’ computerized risk prediction systems (on welfare automation, see also Lecher 2018).

The topic of this chapter is algorithmic systems that decide about access to important human goods and opportunities.1 The use of such algorithms is becoming more and more widespread, and they already play a role in many potentially life-altering decisions such as credit, housing, college admission, or parole.2 Like search engines and social media platforms, they are becoming part of the infrastructure of our societies (for the infrastructure perspective, see Plantin et al. 2018). We are usually not aware of how these mechanisms work: they operate in the background, but they shape the options available to us (Eubanks 2017: 5). For example, estimates for the prevalence of algorithmic pre-screening of applicants in hiring processes in the United States range from 55 to 72 per cent,3 not to mention monitoring at work (Kim 2017). Recent investigations by the Washington Post found that at least forty-four public and private universities used cookies to track future applicants when they were surfing on their website, trying to estimate their likelihood of accepting an offer (MacMillan and Anderson 2019). Many public authorities, such as welfare services for the homeless, use algorithmic systems to facilitate screening and allocation (see, e.g. Eubanks 2017: ch. 3, on a system in Los Angeles county).

There are various reasons to be worried about this development. One, which I will here bracket, is privacy.4 A second one, which is also too complex to discuss in the scope of this chapter, is the job losses that often follow the introduction of such systems.5 What I will focus on, instead, is a perspective of structural justice. These algorithmic systems are introduced into societies that are deeply unjust, marred by inequities with regard to race, gender, and class. The distribution of income and wealth, which goes hand in hand with various forms of power, is highly unequal and arguably deeply unjust. And it is into these ‘old systems of power and privilege’ (Eubanks 2017: 177) that the new algorithmic technologies are embedded. One of the greatest risks is that they perpetuate, and maybe even enlarge, unjust inequalities, benefitting those who are already privileged and further disadvantaging those who are already disadvantaged. When thinking about algorithmic systems that decide about access to opportunities, it is vital to keep social contexts and their manifold inequities in mind. Forms of algorithmic bias that might appear mere theoretical problems or minor inconveniences in more just circumstances can have drastic consequences when the background against which the algorithms operate is so far from ideal.

In the next section, I describe some of the technical bases of algorithmic bias, followed by a discussion of how to evaluate such biases. I draw on the perspective of structural (in)justice, as developed by Iris Marion Young (2011) and others for approaching the problem, and focus in particular on the so-called ‘Matthew effects’ (Merton 1968), named after a line in the gospel according to Matthew: ‘For to every one who has will more be given, and he will have abundance; but from him who has not, even what he has will be taken away’ (Matthew 25, 29, RSV). Matthew effects are particularly problematic, from a perspective of structural justice, because they reinforce existing inequalities and make it ever harder to move towards a more just society. I then discuss some proposals for solutions, including some positive potentials of algorithmic decision-making, and respond to one central objection, namely that many algorithms are owned by private firms that should neither be regulated nor forced to reveal their business secrets. Instead of yielding to this objection, we need to realize that the problem of algorithmic bias forces us to rethink, with new urgency, the line between a ‘private’ and ‘public’ understanding of business firms, especially when it comes to the provision of basic human goods. I conclude by emphasizing the need for political and social action: if algorithms have a decisive impact on what opportunities and goods individuals have access to, they cannot be left to market forces alone.

Algorithmic bias

When algorithms were first introduced into decision-making systems such as college admission or hiring processes, they came with a promise of change for the better. Human beings, who made such decisions before, are well known to be biased in various ways; for example, they give a preference to taller candidates, although there is no proof that they are any better than shorter candidates (Peck 2013). Thus, not only would algorithms be faster and more cost-efficient, they would also lead to a higher quality of decision-making. And better decision-making seems something that is good for everyone: for those who are rightly admitted to the position they seek to access, but also for those who are unsuited and who are rejected and are thereby spared the troubles that usually follow suit when someone fails to fulfil the requirements of a position.

Unfortunately, the way in which algorithmic decision-making systems work is far more complex.6 The problem, in a nutshell, is the following: these systems usually rely on past data in order to make their predictions for new candidates.7 And they thus rely on a crucial methodological assumption: that the patterns of the past will repeat themselves (O’Neil 2016: 38). To take a simple example: if a workforce is 80 per cent male and 20 per cent non-male, an algorithm—at least one that has not been adapted to correct for this—is likely to project a similar distribution into the future. Importantly, this holds even if the variables for gender are removed, as is standardly done in order to avoid charges of discrimination (Barocas and Selbst 2016; Kim 2017). Usually, there are other variables that are correlated with gender (for this example, one might think about hobbies, but there can also be non-obvious correlations, e.g. a higher likelihood of using certain words in self-descriptions). The algorithm will discover these patterns and treat new applications that contain such datapoints accordingly (see also Ito 2019). It will see non-male candidates as less typical for the workforce and reject them with greater likelihood. Such algorithms replicate the old problem of statistical discrimination (Phelps 1972; Arrow 1973): if there is incomplete information about the productivity of applicants, and there are different subgroups in society that historically have had different levels of average productivity, then group membership might be taken as an indicator of higher or lower productivity, even though it may not be true for individual applicants.

One might suggest that in such a case (80 per cent male employees in the existing data pool), one could simply create a new data set on which to train the algorithm: one in which the gender distribution is 50–50. But there are fewer non-male entries in this data set, which implies that the quality of the prediction is likely to be lower for that group. In other words, there will be a differential error rate. This is a general problem of statistical analyses for groups with different distributions of the outcome variables (see Borsboom et al. 2008). This become clear in the debate about unequal error rates for Blacks and Whites in recidivism prediction algorithms that followed the 2016 ProPublica study (Angwin et al. 2016; Angwin and Larson 2016; see also Schmidt and Stephens 2019: 138–139). A number of scientists addressed the problem and agreed that here one runs into a dilemma: different notions of fairness are mathematically incompatible (see, in particular, Kleinberg et al. 2016; on related results, see Hardt et al. 2016 and Chouldechova 2016; see also Corbett-Davies et al. 2017 and Corbett-Davies and Goel 2018 for discussions). If, for example, one aims for equal percentages of different groups in the general population and in the categories the algorithm groups them into (a concept called ‘statistical parity’ and often understood as a paradigmatic expression of fairness; see, e.g. Kleinberg et al. 2016: 3), then the likelihood of being categorized in the wrong way will not be the same across groups; that is, they are exposed to differential risks of being wrongly treated, which also seems unfair. As an illustration, take murders, most of which are committed by men (96 per cent worldwide). A murderer-finding algorithm that is accurate will necessarily identify more men than women as high risk, which also means that more men will suffer from false positives (being falsely accused of murder). If both women and men were set to be identified as high-risk at the same rate, the algorithm would be much less accurate for women (Fry 2018: 78).

In addition to these limitations that are based on fundamental laws of statistics, however, there are various problems that are more mundane, and can yet have an impact on the prediction quality and fairness of algorithms. Take, first, the input data: there can be more record errors for some groups than for others because, for instance, women change their family name more often than men when they get married or because Hispanic individuals have two family names, so that a system might confuse individuals (Kim 2017: 886). Also, when data are collected there might be disparities between groups. As Barocas and Selbst (2016: 685) note, historically disadvantaged groups are often ‘less involved in the formal economy and its data-generating activities’, which could lead to less data being available about them. A second realm of problems concerns the construction of the algorithms (if they are structured and not completely self-learning), and the selection of features or criteria (Barocas and Selbst 2016: 688–690).

At least as important is, third, the definition of the outcome variables. Often, it is not immediately clear how to operationalize them; for example, ‘the definition of a good employee is not a given’ (Barocas and Selbst 2016: 679). Instead, the standard strategy is to use certain variables as proxies. But these might embody patterns of past discrimination. A recent study by Obermeyer et al. (2019) provides a vivid illustration of this problem. They analysed an algorithm that was widely used for predicting medical risks of patients, drawing on a data set with over 50,000 patients. They found a particular form of racial bias: Black patients who received the same risk score were ‘considerably sicker’ than White patients. Had this disparity been corrected, the percentage of Black patients for whom the algorithm recommended additional help would have risen from 17.7 per cent to 46.5 per cent (Obermeyer et al. 2019: 450). The reason, the researchers found, was that the variable that the algorithm was supposed to predict was a proxy for future medical needs: future health costs. This may seem like a reasonable proxy, but it turned out to be biased, because Whites had higher health costs than Blacks (on average, the difference was $1801 per year) (Obermeyer et al. 2019: 449). This difference might be caused by differential socio-economic backgrounds, or perhaps by experiences of discrimination or other factors directly linked to race (Obermeyer et al. 2019: 451). Because their health-care costs were, on average, lower, Blacks appeared less in need of medical support—an effect that was, fortunately, not directly translated into unequal access to support because many patients with a medium score were sent to their doctors, and the latter corrected to some degree for the bias (Obermeyer et al. 2019: 451). But the researchers also found that they could in fact improve the algorithm, a point to which I will come back below.

A defender of algorithms might reply, however, that we need to be fair ourselves, in our evaluations of the algorithms. In particular, we need to compare them to human decision-making, which is marred by many forms of biases,8 which can interact in complex ways, and can lead to decisions that are anything but fair. To the best of my knowledge, there are no systematic empirical studies that would compare human and algorithmic decision-making in specific contexts. But there are some general observations that we can make about the comparison between human and algorithmic biases in decision-making processes.

First, while human biases are well known and relatively well understood, algorithms come with the ‘aura of truth, objectivity, and accuracy’ (Boyd and Crawford 2012: 663, quoted in Wong 2019: 2). They have been constructed by experts and they use a mathematical language that suggests rigour and neutrality. As such, it is likely that many individuals will find it much harder to challenge algorithmic decisions (see also Eubanks 2017: 142; Castro 2019: 409). At the same time, algorithms might be used as an excuse for problematic decisions. As Bartlett (2018) puts it polemically, in the context of politics: ‘ “It was the algorithm,” will, I expect, become the politicians’ favourite non-apology apology.’ And although it is certainly not impossible to hold algorithms or those who use them to account (more on this below), this is a far more complex task than holding an individual human being or a committee accountable.

Second, there are interesting questions concerning the relative opacity of decision-making by humans or algorithms. The defenders of algorithms often hold that while we cannot look into the minds of human decision-makers, who might themselves be unaware of their biases, we can, in principle, look into the algorithms and the way they process data sets. In the case of systems that involve artificial intelligence, assessing the algorithms may require some complex reconstructive work, but we can, at least under certain conditions, open up the ‘black box’ and reproduce the ways in which biases are introduced, which can help us to understand and mitigate mechanisms of discrimination. Algorithms could then be a ‘potential positive force for equity’ (Kleinberg et al. 2019). Counterfactual scenarios can be used to try out the algorithmic system, and the choice of specific notions of fairness can be made explicit and justified (Kleinberg et al. 2019: 116).

While I do not want to deny this potential, I agree with Eubanks when she warns against a view that downplays the capacity of human beings to explain their decisions (2017: 168). If we give up the idea that humans can explain their decisions, while machines are, allegedly, transparent, the underlying view of human nature might become a self-fulfilling prophecy. Humans can have empathy with each other, and they have a unique ability to spot unusual things and to develop new perspectives (Herzog, forthcoming). The strengths of humans, in contrast to artificial intelligence, should not be underestimated out of enthusiasm for the latter.

However, I do not understand this warning as a complete rejection of algorithmic decisions, but as a call for a carefully designed interaction between algorithms and humans that never blindly trusts the algorithms. In fact, in one of her case studies, Eubanks herself delivers a fascinating example of how human capacities can be needed for an algorithmic system to work at all: in order to gather all the necessary data points about a homeless person, to allocate housing to him or her, an empathetic social worker is needed first: someone who can build a relation of trust and learn enough about the case to enter the person’s data into the system (2017: 107). This observation does not, by itself, answer the question of whether this algorithmic decision-system can be justified, or how it compares to a human-only system, but it points to an important fact: there are capacities that algorithms, for all the talk about ‘artificial intelligence’, simply do not have—at least, not thus far. Often, what matters is a productive collaboration of human workers and algorithmic systems, taking into account the broader features of the situation, beyond the technical details of the algorithm. But this needs to be done without the assumption, natural as it may appear to us, that the algorithms are always the more objective or less biased decision-makers.

Evaluating algorithmic bias—the perspective of structural justice

To understand the role of algorithmic decision-making processes from a perspective of justice, it is helpful to draw on sociologically informed approaches that can grasp the complex, interrelated ways in which individuals can experience injustice. I here draw on Iris Marion Young’s perspective of structural (in)justice (especially her 2011 book, Responsibility for Justice). Against theorists of justice that focus on individual responsibility for one’s life, she emphasizes the importance of social positions that give individuals different starting points in life. When one starts out from a disadvantaged position, even high levels of individual responsibility may not get one very far in improving one’s fate because the hurdles one faces are so much greater than those that a child from a middle-class family faces. To understand how such structures arise, one needs to take into account both formal and informal institutions and pay particular attention to the role of unintended consequences (2011: 52–70).9 Against this background, Young understands structural injustice as follows:


Structural injustice, then, exists when social processes put large groups of persons under systematic threat of domination or deprivation of the means to develop and exercise their capacities, at the same time that these processes enable others to dominate or to have a wide range of opportunities for developing and exercising capacities available to them.

(Young 2011: 52)



Note that this approach does not assume that income, wealth, or opportunities would have to be completely equalized; it is compatible with different substantive theories of justice that would admit different degrees of inequality (though hardly as much inequality as we currently see in many societies). What matters, from the perspective of structural justice, are inequalities that cut to the core of individuals’ ability to lead their own lives and that often put them in positions of dependence vis-à-vis more privileged individuals. Often, this happens along lines of gender or race.

While Young’s account is somewhat vague and needs to be fleshed out for different social domains (Claassen and Herzog 2019), it offers a useful perspective on how algorithms can contribute to injustice: replace ‘social’ by ‘algorithmic’, and you get a definition of what could be called ‘algorithmic structural injustice’, as a subform of structural injustice. What Young reminds us is that it is the interplay of various factors that often leads to such injustices, and hence addressing ‘algorithmic structural injustice’ on its own would be insufficient to address the larger questions of structural injustice.

In structurally unjust societies, human decision-makers, but also algorithms, are faced with the challenge of statistical discrimination and with the impossibility of simultaneously satisfying various definitions of fairness, as discussed above. For these reasons, but also for understanding possible mistakes in algorithmic systems, algorithmic decision-making needs to be understood as embedded in the social contexts in which it takes place. In fact, algorithmic analyses can be a great tool for the diagnosis of patterns of inequality between different groups and subgroups, which can be very helpful for understanding the underlying social mechanisms—but that is different from letting them decide (see also Kim 2017: 872; on the possibility of using algorithms for causal analysis, see also Barabas et al. 2018).

As numerous commentators have pointed out, algorithms are applied more often to disadvantaged groups, for example, those from lower socio-economic backgrounds, which, in many countries, also tends to be people from ethnic minorities. In contrast, privileged individuals—who tend to be White, male, and economically well off—often can afford, and receive, individualized treatment by human beings (e.g. O’Neil 2016: 7–8).10 This often also means that they receive a justification for the decisions that apply to them, for example, a rejection of a loan application. Such a justification might be fabricated, to be sure, but at least there is an attempt to show a modicum of respect. Those whose applications are processed by algorithms usually do not receive any justification,11 which makes it much more difficult to challenge the decision. Furthermore, these individuals have no possibility of understanding what they would have to do to be more successful at the next application (see also Schmidt and Stephens 2019: 135–136). If the algorithm produces a result that seems widely off the mark, it is often difficult for disadvantaged individuals to challenge it, both because of the perception of automated systems as ‘objective’, as discussed above, and because there often are no human interlocutors to whom they could turn.

Many of these problems come together when algorithmic systems are used for administrating public welfare systems. What is at stake here is the access to essential goods and services, and errors in the system can be a matter of greatest importance for individuals’ lives.12 Eubanks speaks of a ‘digital poorhouse’, which ‘is framed as a way to rationalize and streamline benefits, but the real goal is what it has always been: to profile, police, and punish the poor’ (2017: 38, see also ch. 5). She discusses various examples in which all problems and errors—which might be unavoidable when new systems are introduced—were shifted onto the recipients, in the sense that they had to take care of wrong records and fight for the reversal of wrongful decisions that cut their benefits. These are extreme cases, many of which were taken to court. But the sense of frustration, and often existential threat, when faced with negative decisions by algorithms, without any explanation, is more widespread. Buranyi (2018), for example, reports cases of elderly job seekers who were not familiar with computers and did not at all understand the online application processes for jobs; they were only ever able to navigate the application systems with the help of younger family members or social workers.

Among the groups who are exposed to algorithmic decision-making, there can be further inequalities that arise through the ways in which different groups are affected by the algorithmic system (e.g. by differential error rates). As Castro (2019) suggests, such situations need to be evaluated against a broader context that looks at the benefits and burdens that different groups in society carry. For example, if equal outcomes are chosen as a standard of fairness, that implies a higher error rate for Black people, which imposes ‘a cost on certain groups’—and in this case, on a group that is already disadvantaged because it is ‘disproportionately costly to be black in America’ (Castro 2019: 417). Thus, Black people can rightly reject a decision-making system that imposes ‘yet another cost’ on them (Castro 2019; 418).13 But such judgements about relative costs need to be made for specific contexts, with one big question being how coarse-grained or fine-grained the relevant categories are designed.

What is particularly dangerous, and hence important to understand and prevent, are mechanisms through which individuals who are already disadvantaged suffer more disadvantages, while others, who are already privileged, benefit. Merton (1968) introduced the term ‘Matthew effects’ for such scenarios, applying it first to the sociology of science, but it can also be observed in many other fields. Algorithmic decision-making can create such Matthew effects when there are feedback loops between data sets, decisions, and algorithmic systems that create self-reinforcing mechanisms. These feedback loops can take various forms. First, they can cause behavioural effects: if decision-making systems disadvantage certain groups, they might ‘stop trying’, for instance, by no longer making an effort to acquire the credentials that would qualify them for certain positions (Kim 2017: 895–896). This behavioural reaction is similar to other mechanisms that stop certain individuals from trying to be a part of the system (e.g. for stereotype threats, see Steele 1997). Another behavioural effect is that privileged groups may be better able than underprivileged ones to second-guess the decision-making systems and to optimize their CVs accordingly (O’Neil 2016: 114). Again, this is not too different from the strategies privileged individuals use to gain advantages vis-à-vis human decision-makers.

A second version of such a feedback loop occurs in systems that only get feedback from a subset of the sample they deal with. For example, hiring systems can track how well the candidates that have been chosen as employees do their jobs, but they cannot track how successful the rejected candidates are in other jobs. False positives (unqualified candidates that got hired) can be detected, but false negatives (qualified candidates that did not get hired) disappear from the dataset. Such asymmetry is likely to skew the whole decision-making system, but it is particularly consequential for individuals for whom getting a job would actually contribute to qualifying them for the job. Discussing the case of a candidate who apparently got rejected by an automated hiring system because of previous mental health issues, O’Neil writes: ‘Red-lighting people with certain mental health issues prevents them from having a normal job and leading a normal life, further isolating them. This is exactly what the Americans with Disabilities Act is supposed to prevent’ (2016: 112).

Third, there is also a measurement version of the feedback mechanism, which occurs when there are more, or more fine-grained, data points about one group than about another.14 This problem has frequently been discussed with regard to racial targeting in police work (see, e.g. O’Neil 2016: 25; Bartlett 2018; Ito 2019). In many US constituencies, non-Whites have far more police encounters than Whites because their communities are more heavily policed, even though the large majority of community members is completely innocent. This phenomenon is directly relevant when police encounters are included in data sets, but it is also indirectly relevant because it influences the likelihood of crime detection. A recidivism algorithm is supposed to predict crimes, but the data it works with can only contain detected crimes—and the relation between these two variables might differ between groups. The number of detected crimes might be higher for non-Whites than for Whites, not because the number of crimes differs for the two groups but because the rate of detection is higher for Blacks. If higher detected crime rates then lead to more police presence in these communities, this becomes a self-reinforcing loop, and it also has implications for recidivism scores.

All these issues would be problematic—and worth addressing—even if they occurred on their own, in the different social spheres in which algorithmic decision-making is used. But they are intertwined, and there can be spillovers from one field to another, which can further drive advantaged and disadvantaged groups apart. You want to get a loan? You need a job. You want to get a job? You need a college degree. Many algorithms use data from one sphere of life when making decisions about something else. As O’Neil (2016: 147) reports, for example, almost 50 per cent of US employers take a job seeker’s credit score into account. Hence, the impact of algorithmic bias on individuals’ lives can go far beyond one single decision, and prevent, or at least delay, their access to various other opportunities; for example, a biased algorithm in the access to credit can also impact on their access to jobs. Those most at risk here are those who might be discriminated along different dimensions; non-White women might be discriminated against as a non-White in one area, as a woman in another, and as a non-White woman in a third.

All these problems need to be carefully addressed when algorithmic decision-making systems are introduced into structurally unjust societies in order not to add to existing injustices. Many forms of algorithmic decision-making systems introduced thus far have unjustly disadvantaged those who were already in structurally unjust positions and had to struggle with far more obstacles than most in more privileged positions. This is not to say that algorithms could never be a force for good—but it takes great care, and an awareness of potential pitfalls, to use them without running into such problems.15 In the next section, I discuss some solutions that have been proposed for managing such situations.

Suggested solutions

When it comes to solutions, one can distinguish between the purely technical level and more far-ranging approaches, and, of course, these can also go hand in hand. In the past few years, a number of initiatives such as ‘discrimination-aware data mining’ (DADM) and ‘fairness, accountability and transparency in machine learning’ (FATML) have emerged, which address the technical level. Their members raise awareness about problems of bias and explore how computer programmes can be designed with as little bias as possible. As the example of the health prediction algorithm analysed by Obermeyer et al. shows, a crucial step can be the choice of the variable that the system is supposed to predict (label biases). The researchers experimented with different variables (e.g. number of chronic illnesses, avoidable health costs) and created a new output variable that reduced the bias against Blacks by 84 per cent compared to the previous version (Obermeyer et al. 2019: 452).

It may not always be possible to use less biased output variables, however, simply because they may not be available. Data scientists can nonetheless try to use various techniques that would reduce bias. Schmidt and Stephens suggest, as a general approach, to start from existing models and then to ‘search for alternative models that are less discriminatory than that baseline model, yet similarly predictive’ (2019: 140). One strategy, for example, is adversarial debiasing (Schmidt and Stephens 2019: 142; see also Xu 2019, both referring to Zhang et al. 2018). Here, one trains the artificial intelligence that learns to predict the outcomes to prevent another, adversary artificial intelligence from guessing the protected variables on the basis of the outcomes. Another strategy is the dynamic upsampling of training data (Xu 2019; similarly Cofone 2019: 1423). Here, the artificial intelligence learns which input data come from underrepresented groups and gives them more weight during the training phase.16

These and other approaches can help minimize bias and aim to create algorithmic fairness, but as many commentators emphasize, relying on technical solutions alone would be short-sighted. As Xu points out:


algorithmic fairness cannot be the end of the story. Even the best technology serves as a means to an end, and in a world that is the product of centuries of structural inequality, oppression, and exploitation, the question of ‘whose end’ tends not to yield surprising answers. Just because an algorithm is fair does not mean it is used fairly.

(Xu 2019)



Similar arguments are put forward in AI Now (2018a: 8). Wong (2019) is therefore right to hold that algorithmic fairness is not a technical, but a political matter, and needs to be treated as such. For what ultimately matters is to understand and address the structural injustices that give rise to various forms of unequal patterns in the data sets—and this cannot be done by the optimization of algorithmic tools alone. It requires multidimensional, multidisciplinary approaches in which those who will be subjected to algorithmic decisions, or their representatives, also have a voice.

The use of algorithmic systems that decide about access to opportunities and important human goods in structurally unjust societies requires that they are embedded in carefully designed institutional structures that prevent the unjust perpetuation of disadvantages. In recent years, there have been numerous calls for creating such structures (e.g. AI Now 2017, 2018a, 2018b, 2019; Citron and Pasquale 2014; Sandvig et al. 2014; Sample 2017; Brauneis and Goodman 2017; Mitchell et al. 2019; Partnership on AI (2019); see also Rosenblat et al. 2014; Binns 2018; Wong 2019; or Martin 2019, who also discusses the accountability of companies). AI Now, for example, suggests a framework for an ‘Algorithmic Impact Assessment’ (AI Now 2018b). While there are some differences between these proposals, the general thrust is clear: there is an urgent need for accountability whenever individuals are exposed to algorithmic decision-making systems.

Such accountability requires more than transparency (Ananny and Crawford 2018), which is often difficult anyway (more on this in the section on ‘The private firm objection’ below). Accountability requires clear mechanisms for correcting wrong decisions and implementing changes whenever correctable flaws have been discovered. Some authors have suggested licensing and audit requirements for algorithms (e.g. Citron and Pasquale 2014: 21), but this can never be enough because when the data sets are updated once the algorithm is in use, new problems might arise. Careful, ongoing monitoring is needed, which must also include the possibility for individuals to appeal decisions, both in order to do justice to individual cases, but also in order to better understand whether (and if so, why) the system might have come to erroneous conclusions. Particular attention needs to be paid to effects on the members of less privileged groups; these groups might be less likely than other social groups to challenge decisions and hence great care needs to be taken not to disadvantage them in the first place (e.g. Richardson et al. 2019: 23). Part of the quick ‘gut check’ that Eubanks proposes is to ask, ‘Would the tool be tolerated if it was targeted at non-poor people?’ (2017: 211).

The burden of proof that something might have gone wrong should not be placed on individuals being judged by algorithms, but rather on those who implement the system. As O’Neill notes, currently there is often an imbalance: ‘The human victims of [algorithms] [ … ] are held to a far higher standard of evidence than the algorithms themselves’ (2016: 10). One way in which this one-sidedness in favour of the algorithm can be overcome is to allow for interactive modelling, such that individuals can play around with the algorithm and see how different inputs change the output (Citron and Pasquale 2014: 28–29), but this does not work for all constellations. Given that many algorithmic systems that are currently in use do not offer such possibilities, one short-term strategy that governments could implement would be to create an ombudsperson that individuals can turn to when they suspect algorithmic discrimination (see also Sample 2017, quoting proposals by Floridi; similarly AI Now 2018b: 5). But even the best ombudsperson can only work effectively if he or she has access to algorithms and data, and the right to demand changes from the companies or public authorities that use the algorithmic systems.

More broadly speaking, it is crucial to create awareness in the data scientist community and in the broader public. Initiatives such as DADM and FATML are very important in this respect. Ideally, all university courses in data science or artificial intelligence should contain ethics modules, in which some case studies are discussed, to give data scientists a sense of what can be at stake when the systems they construct are implemented in real life. Data scientists need to understand the limits of their own knowledge (O’Neil 2016: 215) and acknowledge the knowledge of those in the respective field, for example, health care or social work.17 As Obermeyer et al. (2019: 452) note in their discussion of how they could reduce racial bias in a health-care algorithm, it is particularly important to have a good grasp of the main questions being addressed when new labels are produced. Algorithmic design should be a collaborative, interdisciplinary endeavour in which the voices of different groups, with different competences and perspectives, are heard. Such inclusion can also help to ensure that the interrelations with other forms of injustice, which Young’s ‘structural justice’ perspective emphasizes, are taken into account. Given the various forms of injustice in our societies, sometimes it may simply not be appropriate to use algorithms because these interrelations are so complex that each case deserves an individualized approach.18

Finally, and to end on a somewhat more positive note: data scientists and the institutions that rely on algorithmic decision-making systems should be encouraged to explore where there are potential ‘anti-Matthew-effects’ in the use of these tools. As Kleinberg et al. emphasize, various forms of bias, both cognitive and structural, can be discovered by drawing on data (2019: 872; see also Barabas et al. 2018). Instead of letting algorithms make decisions, they can be used for understanding in more detail what the barriers and challenges for minority groups are, which can then be the basis for mitigation strategies, algorithmic or otherwise. In addition, there might be possibilities for using algorithms for overcoming traditional barriers. Peck (2013) reports the case of programmers who were recruited by algorithms based on their activities in online programming forums, which led to the hiring of more people without a college degree. Educational background is a variable which, in structurally unjust societies, tends to be distributed rather unfairly—and if algorithmic analyses show that it is actually not correlated to the ability of individuals to do certain jobs, this can be a boon for social justice.

The private firm objection

Such suggestions, however, are often met with a seemingly weighty objection: many of the entities that use algorithms that decide about access to important human goods are private firms. To be sure, they may sometimes have an interest in developing fair algorithms, for instance, when it comes to finding the most qualified employees, without regard for gender or race (Kim 2017: 893). But in other cases, they might well be satisfied with a moderately functional system, despite the fact that it discriminates against certain groups. While it seems clear that state institutions are bound to treat citizens fairly, does the same also hold for private firms? Might there be different standards for public institutions and private firms (as suggested by Binns 2018: 551)? Commentators from a business-friendly camp might in fact hold that there are no standards at all, and that firms should be allowed to use whatever decision-making systems they like.

But in most legal systems, discrimination on the basis of gender or race is illegal for public but also for private institutions, and rightly so. The opposite of discrimination, affirmative action in favour of underrepresented groups, is often allowed (see, e.g. Menand 2020 for an account of recent US legislation). The challenge is how to apply the existing legal tools to the new reality of algorithmic decision-making (see Barocas and Selbst 2016; Kim 2017; Cofone 2019). There is also the problem of adducing the relevant evidence: how can a member of a protected group be sufficiently sure that she has been discriminated against to even think about initiating investigations?19 This is an area in which non-governmental organizations (NGOs), civil rights groups, unions, and other support structures are likely to be crucial for making sure that existing laws are enforced by courts.

How to know when discrimination has happened is related to a problem that can be understood as a weaker version of the private firm objection: business secrecy. At the moment, many algorithms and data sets are the business secrets of private firms, which makes it very difficult for outsiders to understand even the basic architecture of these systems. The justification for algorithmic secrecy is not only the standard one that competitors might copy the systems if firms were forced to make them public. In addition, there is the problem of the systems potentially being gamed by ill-intending agents who understand how the algorithms work (e.g. O’Neil 2016: 8; Sandvig et al. 2014: 9).20 But in order to create accountability, algorithms and data sets do not have to be made accessible to everyone; it is sufficient to make them accessible to a small group of competent experts who can diagnose and evaluate any possible biases. Pasquale calls this approach ‘qualified transparency’, and suggests the formation of an Internet Intermediary Regulatory Council (2010: 168–169) for that purpose.

Thus, instead of yielding to the private firm objection, the widespread use of algorithms is an opportunity for rethinking the scope given to private firms, within a framework of public laws. This is particularly important when it comes to the provision of basic goods that are central for individuals’ ability to lead their lives without a ‘systematic threat of domination or deprivation of the means to develop and exercise their capacities’ (Young 2011: 52). For some services, such as access to a bank account, and maybe also to basic forms of credit, it might in fact be the best solution to have public providers that take on all individuals without any algorithmic checks (see Baradaran 2015). But this proposal should not be understood as letting private firms off the hook. While they may have a legitimate interest in making a certain amount of profit, firms are, ultimately, meant to serve the public good (see, e.g. Ciepley 2013 or Mayer 2013 for discussions). Public regulation is meant to ensure this is so when it does not happen by market forces alone. It is not desirable that competition between firms runs along the dimension of ‘who is best able to exploit structural injustices through algorithms’. Instead, firms should compete for developing and using algorithms that are both efficient and fair. In the current situation, this task may fall mostly to NGOs and social entrepreneurs, but better regulation could make sure that all private firms in this area are orientated towards this goal.

Conclusion

In this chapter, I have discussed the problems of algorithmic bias in structurally unjust societies, with a focus on algorithmic decision-making systems that provide access to important opportunities and goods, such as housing, credit, or jobs. I have discussed some of the challenges of creating fair algorithms, and emphasized that solutions often need to be broader than the focus on the technical level alone. Particular attention needs to be paid to the risk of self-reinforcing mechanisms, so-called Matthew effects, which privilege those who are already better off and perpetuate, or even amplify, the disadvantages of others. I have summarized some proposals for creating more accountability, and responded to the objection that private firms have no responsibility with regard to the avoidance of algorithmic discrimination.

Fortunately, attention to this topic has already reached the political realm. Scholars are discussing how to apply anti-discrimination rules to algorithmic decisions (e.g. Barocas and Selbst 2016; Kim 2017), and we can probably expect more, and highly visible, legal processes in the near future. The European Union’s General Data Protection Regulation (GDPR) contains some rights to challenge purely algorithmic decisions; critics hold, however, that as soon as there is minimal human involvement, the clause doesn’t apply any longer (Sample 2017). In the United States, the Algorithmic Accountability Act was introduced in the US Senate in 2019. Many commentators have welcomed it, but it is considered not sufficiently robust by experts, especially when it comes to enforcement, public impact, and duties of transparency (Kaminsky and Selbst 2019). New York City had a task force that was supposed to shed light on its use of algorithmic systems, possible problems of bias, and strategies to mitigate them, but it did not even manage to create full transparency about which algorithmic systems the City actually uses (cf. Powles 2017; see also the shadow report for the AI Now Institute by Richardson et al. 2019). More work is urgently needed, not only by politicians, but also by NGOs, consumer protection agencies, and other civil society organizations.

As Barocas and Selbst (2016: 714–716) note, one problem for reformers is how to ‘identify the “correct” baseline historical data to avoid reproducing past prejudice’. This cannot be done in a one-size-fits-all solution, but requires attention to detail and to the specific social contexts in which algorithmic systems are being used. Another point, which I have bracketed in this chapter, but which needs to be brought back in whenever strategies are discussed, is the—potentially unequal—impact on privacy. While an understanding of the technical side is certainly crucial, developing fair, accountable, and sustainable solutions also require input from other fields such as social work, medicine, or law. The debate about algorithmic fairness is a welcome opportunity to rethink not only the role of private companies in society, but also our understanding of fairness. And it is an opportunity to address not only algorithmic bias, but also the broader, structural injustices in our societies that algorithmic decision-making processes often make so painfully visible.
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Notes

1.Most of these systems also use artificial intelligence, in the sense of machine-learning algorithms that look for patterns in data. Below, I discuss some of the technical features in more detail.

2.By focusing on access (who gets something?) this chapter takes a different approach from Chapter 24, by Lippert-Rasmussen and Munch, on price discrimination. Some concerns (e.g. objectionable forms of discrimination) are obviously relevant for both.

3.Dastin (2018) reports that in 2017, 55 per cent of US human resource managers predicted that AI would become ‘a regular part of their work’ in the next five years; O’Neil mentions an estimate that ‘such tests now are used on 60 to 70 percent of prospective workers’ (2016: 108) and also quotes the value of 72 per cent from a different source (2016: 113). Buranyi (2018) quotes estimates of a US$3 billion market for ‘pre-hire assessment’.

4.For discussions of privacy, see the Chapter 31 by Marmor in this volume.

5.For a broader discussion, see Herzog (2019).

6.Here, I omit the problem that data scientists (or those who pay them) might want to achieve racist, sexist, or other problematic outcomes and attempt to mask them through algorithmic decision-systems; see Barocas and Selbst (2016: 692–693) for a discussion.

7.Sometimes, statistical analyses and self-learning systems are trained on model data, or on data that have been curated for fairness, but such efforts require extra steps that are often not taken (see below for examples). Much of what follows refers to self-learning systems (‘artificial intelligences’).

8.An overview can be found at https://en.wikipedia.org/wiki/List_of_cognitive_biases, accessed 9 August 2021.

9.This account fits very well with theories of intersectionality (Crenshaw 1989) but, for reasons of space, I will not discuss this relation in more detail.

10.If it could be shown that algorithms are actually fairer than human decision-makers, this could turn out to be an advantage—but it is likely that privileged individuals would then quickly insist on having their applications processed by algorithms as well, or they would insist on having a choice, picking whatever seems more advantageous to their specific case.

11.In fact, sometimes it is unclear whether a justification could ever be provided. Take, for example, hiring software that analyses patterns of body movement in video interviews and compares them with those of ‘top-performing employees’ (an example quoted in Buranyi 2018)—it seems very hard to describe what it would even mean to ‘provide a justification’ if the algorithm then decides to reject a candidate. Moreover, if such opaque systems are used, it is very difficult to detect errors.

12.The poorer the country, the greater the stakes—Pilkington (2019) mentions the case of a welfare recipient in India whose fingerprint was no longer recognized, due to a glitch in the automated system, so he lost access to subsistence ratios and died shortly after, presumably by starvation. But some cases in the United States are also extremely gruesome; see, e.g. Felton (2016) on a case in Michigan in which an unemployment agency wrongly accused 20,000 people of fraud.

13.Another complication can arise if, in order to preserve statistical parity, unequal error rates (higher ones for Black people) are chosen, so that more Black people are wrongly released. As Corbett-Davies and Goel (2018: 7) point out, this might mean more disadvantages for their own group (their example is the COMPAS recidivism algorithm) because these wrongly released candidates might reoffend, and most crimes happen within communities. Therefore, one should not only consider the group of (Black or White) offenders, but also the effects on different groups in society.

14.Further complications can arise when different individuals interact with algorithmic systems over time—and not all behave exactly as the system assumes they should. Seemingly harmless acts of cheating, committed out of self-protection, might create problems for others. O’Neil (2016: 9–10) reports the case of a teacher who did not manage to improve her students’ scores, probably because the previous year’s teacher had artificially inflated the score in order to look better herself.

15.And it goes without saying that this need for care runs counter to what is often the motive for the introduction of algorithmic systems—namely, to save costs.

16.One question that is sometimes discussed in this context is whether or not proxies that are correlated to protected variables (race, gender) should be removed from data sets—this seems optimal for the purpose of prediction, but it may block opportunities for better understanding the algorithmic system, and so it can make sense to make such data available for the purpose of analysing (and where possible, debiasing) the outcomes (see Cofone 2019 for a discussion).

17.One also frequently hears calls for increasing the diversity of the data science field itself (e.g. AI Now 2017: 20). This inclusion is, of course, a matter of justice in and of itself, but it is not obvious that it would be sufficient to fix the problem of algorithmic bias. For example, women can be prejudiced against women as well (and they might have to adapt to the surrounding culture in order to succeed within their field). Thus, while important in themselves, I do not think that strategies for bringing more diversity to data science can replace the other suggestions for creating more accountability.

18.Note that those who endorse algorithmic solutions may sometimes have financial motives, while there are often no voices that speak for those who are most likely to suffer under an algorithmic system (or these voices are not heard).

19.This problem arises even in legal systems in which the ultimate burden of proof lies on the decision-makers that they have not discriminated against the claimant; the costs, both material and non-material, of legal proceedings are so high that individuals may nonetheless worry about going to court.

20.Sandvig et al. (2014) describes various ways in which algorithms that are not made public might nonetheless be tested for biases, e.g. by crowd-sourced approaches. But these run the risk of being outlawed by the US Computer Fraud and Abuse Act; Sandvig et al. call for a reform of that Act that would allow for more accountability through auditing.
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CHAPTER 22

The Ethics of Predictive Policing

Katerina Hadjimatheou and Christopher Nathan

Introduction: the concept

All decision-making, whether individual or institutional, involves some kind of prediction. The criminal justice system is no exception. Police routinely make predictions about which kinds of crimes are likely to be committed, where, and by whom. Such predictions inform policing decisions at all levels, from strategic choices about which skills and technology to invest in, to decisions about where to send patrols on a Saturday evening, to exercises of individual discretion and judgement about who to stop and whose pockets to turn out. As Lever (2016) writes, ‘police can hardly be required not to generalise from experience and from verified evidence when determining how to act’. Nevertheless, both the term ‘predictive policing’ and the ethical debate that accompanies it refer specifically to techniques and systems developed in the context of a broader shift towards ‘data-driven’ approaches to policing, which has been ongoing since the turn of the twenty-first century. Predictive policing systems involve the adoption of data analytics by police to help them to make the kind of predictions about crime and criminality that support decisions about how to allocate resources more efficiently.

Predictive policing departs from mundane and routine police approaches to assessing the riskiness of places and people by utilizing data-analysis tools and empirical research to formulate and validate predictions.1 Systems currently in use are developed by a variety of actors, including private companies, non-profit-making institutions, university researchers, governments, and the police themselves. At the time of writing, the term predictive policing is used to describe ‘any system that analyses available data to predict either where a crime may occur in a given time window (place-based) or who will be involved in a crime as either victim or perpetrator (person-based)’ (Richardson et al. 2019).

Examples of the former approach include forecasting and crime-mapping techniques, which apply mathematical models to datasets about the location, date, and time of past crimes to predict where crimes are likely to occur in specific timeframes in the future. These place-based approaches to prediction tend to marry empirical research with scientific and machine-learning techniques in ways that are more technically complex and scientifically rigorous than person-based alternatives.2

Examples of the latter include the compilation of lists of ‘high-risk’ offenders and/or victims of specific crimes, from domestic violence to gun crime and gang-related criminality. Person-based predictions tend to be supported by the periodic analysis of a wide range of data points, including criminal history, employment, involvement with social services, drug use, address, known association with other individuals of interest, and so on, to assign a risk ‘score’. In predictive policing, assessment of risk is undertaken either in part or entirely by a computer and is therefore standardized and translated into scores, rankings, or other indicators, such as traffic light colours.

Our conceptualization of predictive policing is intentionally broad. It leaves unspecified the scientific sophistication of the specific tools and research involved in a predictive policing system. A broad definition enables us to include simple criminal profiles and database matrices used to create risk rankings alongside more technically complex algorithmic and machine-learning approaches to crime mapping. Yet it also means that our approach departs from that adopted by a significant subset of the literature addressing the normative implications of predictive policing, which focuses exclusively on algorithmic, place-based approaches (Benbouzid 2019; Bennet-Moses and Chan 2018; Ensign et al. 2018; Jefferson 2018; Lum and Isaac 2016). In our view, a broader conceptualization is more appropriate as a basis for ethical analysis. As will be argued below, neither the technical sophistication of predictive systems nor their focus on either places or persons are determinative of the normative implications of those systems. Rather, as some have already recognized (Ferguson 2018), all predictive policing systems tend to raise the same kinds of ethical concerns.

Three key areas of ethical concern are voiced in the literature on predictive policing. These relate to its tendency to: (a) exacerbate the discriminatory and disproportionate policing of the urban poor and racial minorities by replicating and amplifying existing police bias and prejudice; (b) impose criminal suspicion and restrictions to liberty on individuals in the absence of sufficient grounds for doing so, thus violating autonomy or otherwise disrespecting individuals; and (c) reduce transparency and accountability in policing by introducing proprietorial secrecy and false objectivity into the policing decision-making process. In what follows, we focus on the first two of these concerns, touching briefly at the end of this chapter on the issue of accountability and transparency.3

The first relates to the issues of bias, ratchets, and the disproportionate policing of racial minorities and the poor. Concerns along these lines have been raised previously in relation to practices that overlap with predictive policing, including racial profiling (Lever 2016), ‘actuarial’ methods for assessing risk in criminal justice contexts (Harcourt 2007), and the utilization of algorithms and big data by state agencies (Eubanks 2018; Oswald et al. 2018; Ferguson 2018; Brayne 2017). Though the use of predictive analytics in policing is relatively new, the moral arguments in this category reflect longstanding debates about the ethics and justice of policing more generally, as well as the intersection of these with issues in the newer fields of ‘data ethics’ and ‘algorithmic justice’.4

In addition to legal and philosophical theory, journalistic investigation of predictive policing systems and their systematic evaluation by social and computer scientists both play a crucial role in shedding light on this category of concerns (Ensign et al. 2018; Lum and Isaac 2016; Brantingham 2018). One of the vital insights they contribute is the observation that predictive policing systems are fundamentally shaped and constrained by the data available. Most predictive policing systems rely on police data, which does not itself represent an objective measure of crime, but only of crimes that become known to the police. These crimes are themselves revealed through ‘some complex interaction between criminality, policing strategy, and community–police relations’ (Lum and Isaac 2016), which itself may be characterized by disproportionate, discriminatory, or otherwise unfair police practices. For crimes such as domestic abuse, the vast majority of which are never reported to police, police data will yield better predictions about the future policing of such crimes, rather than their actual incidence. As will be discussed later, these observations about how predictive policing works in practice are key to understanding some of the most serious objections to it—in particular the claim that it supports policing that is biased against certain communities and individuals.

The second kind of ethical objection to predictive policing we consider relates to its potential to violate autonomy and disrespect individuals by cutting off windows of opportunity to act correctly and by treating people as criminals in the absence of sufficient grounds (Daskal 2014; Berman 2020). Predictive policing systems are an element of a broader shift from a policing function that is aimed at detecting and responding to crimes to a role that is aimed at preventing crimes. Some have argued that this shift carries with it a problematic change in perspective. For example, Zedner (2007: 262) argues that the ‘post-crime orientation of criminal justice is increasingly overshadowed by the pre-crime logic of security’.

There is a liberal tradition that holds that such a change in logic leads to policing activity that more easily yields to justification of coercion. As John Stuart Mill argues in On Liberty (1998: 98):


The preventive function of government, however, is far more liable to be abused, to the prejudice of liberty, than the punitory function; for there is hardly any part of the legitimate freedom of action of a human being that would not admit of being represented, and fairly too, as increasing the facilities for some form of other of delinquency.



Such concerns are reflected in the way that popular portrayals of predictive policing are often placed alongside images of futuristic technologies of the kind displayed in the novel and film Minority Report. The concern being expressed is the old worry put forward in early-twentieth-century portrayals of totalitarianism, in which state power continually expands until it has the goal of understanding and responding to people’s innermost thoughts. This worry is linked to philosophical debates about the importance of the role of individualized suspicion justifying police interferences, the moral importance of the freedom to choose to do wrong (Tadros 2014), and the justice of pre-punishment (Smilansky 1994). In the following section, we argue that none of these lines of argument succeed in showing that predictive policing is always, or even typically, problematic ethically.

Bias, ratchets, and the disproportionate policing of racial minorities and the poor

The most frequently voiced moral criticism of predictive policing is that it visits disproportionate and discriminatory measures of policing on certain social groups, especially racial minorities and the urban poor. This section articulates and lends support to this line of criticism, arguing further that, though it is most often directed towards place-based predictive policing systems, many of its specific claims apply equally to person-based systems.

Police have long been criticized for acting in ways that are explicitly or implicitly prejudiced and punitive towards minorities and other disadvantaged groups. In the early 2000s, such criticism began to focus on the way in which officers singled out or ‘profiled’ individuals for preventative stop-and-searches, and the role of racial and other stereotypes and prejudices as a basis for such profiling (Bowling and Phillips 2007; Harris 2003; Lever 2004; Risse and Zeckhauser 2004; Lippert-Rasmussen 2006; Harcourt 2007). Since 2010, the rise of predictive policing has prompted a convergence between this debate about the ethics of racial profiling and more recent concerns about ‘algorithmic bias’, that is, the ways in which algorithms and machine learning replicate, and even amplify, biases in the data they are fed (Ayre and Kraner 2018).

This new, interdisciplinary body of criticism argues that by compounding racial and other kinds of social bias with statistical bias, predictive systems lead to policing practices that are even more disproportionate and discriminatory than their analogue predecessors (Angwin et al. 2016; Joh 2017; Richardson et al. 2019). Notwithstanding the relative novelty of algorithmic approaches to criminal justice, and the contemporary and dynamic nature of crime-mapping as a technique, the debate around these issues is already relatively mature.

It is worth noting that the shift in the ethical debate about policing from talk about prejudice and racism to talk about ‘bias’ reflects the growing influence of computer science and statistics in the critical literature on predictive policing. Prejudice is an evaluative, even emotive, term, generally understood as an epistemological association of a person or group with negative traits, on unsound grounds. Bias is far broader a category and is often used in terms that are descriptive but not evaluative. For example, it is used in statistics to refer to discrepancies between the parameter one aims to measure and the parameter actually measured, often because of some unrepresentativeness in sampling. While this kind of bias can be the result of inclinations and preferences that involve beliefs such as prejudice, it need not be so. Neither does bias necessarily entail negative moral consequences: biased actions and practices might often be unethical or unjust, but they might be merely inefficient.

Risks of discriminatory and disproportionate policing arise in relation to predictive policing systems because the data they rely on, about the location and time of past crimes, itself reflects discriminatory and disproportionate practices of policing rather than ‘actual’ or ‘objective’ records of crime rates (Mayson 2018). When (as appears to be the case with a number of predictive systems) a significant proportion of this crime data is in fact recorded by police on patrol, it reflects the perceptions and practices of police.

When police perceptions and practices are prejudicial towards certain groups of people, areas in which those groups are concentrated will receive greater police attention, and individual members of such groups living within those areas will be more likely to be stopped, searched, and ultimately criminalized by police on patrol. As a result, the presence of criminality in these locations is overstated in the data, leading algorithms to ‘predict’ that future criminality will be concentrated in those places. This, in turn, reinforces the view that such places need to be policed even more intensely, thus creating a pernicious ‘feedback loop’ (Lum and Isaac 2016; Ensign et al. 2018) leading to an upwards ‘ratchet’ (Harcourt 2007) of police attention towards the people who live in the locations flagged by the programme.

The feedback loop ensures that police continue to observe more criminality in the areas in which they patrol, which is likely to confirm and cement the prejudices with which they started out.5 When the success of predictive policing is measured in crime detection and arrest rates by police, it creates incentives for officers to police individuals in hotspots more aggressively and to create opportunities for active police intervention, raising the risk of harassment and ‘over-policing’ (Brayne 2017; Richardson et al. 2019). The vicious circle continues to expand beyond the field of criminal justice: the disproportionate criminalization of people from certain areas reinforces popular prejudices about their propensity for criminality, prejudices which then seep into many other spheres of life (Greenberg 2010: 72).

This account of how place-based predictive policing exacerbates the criminalization of certain kinds of people by police and perpetuates popular prejudice against them involves at least three important, but well-founded assumptions. The first, and least controversial, assumption of this line of criticism is that systematic racist prejudices and discriminatory practices are a well-established feature of policing, and that they reflect more widespread popular prejudices. The factual basis for this claim has been so rigorously documented in countries such as the United States and the United Kingdom that it is no longer a subject of reasonable debate (Hehman et al. 2017; Richardson et al. 2019).

The second, related assumption is that the data feeding the predictive policing system cannot easily be cleansed of biases so that it no longer supports discriminatory or disproportionate policing. This assumption is supported by current efforts to improve upon the models used by predictive policing developers. For example, recent studies have shown that efforts by some developers of predictive policing systems to cleanse data of bias are unsuccessful. In particular, the decision by PredPol and others6 to exclude from the data crimes observed or recorded by police and to include only crimes reported by citizens has been scrutinized and shown to fail to render predicted crime rates more convergent with actual figures (Lum and Isaac 2016; Ensign et al. 2018). These experimental studies suggest that the mere presence of police in an area increases the rate of reported crime in that area even as crime rates across areas remain constant, so using those statistics for predictive policing still generates a feedback loop. Even the designers of predictive policing systems acknowledge that police prejudices continue to shape the data used far more persistently than they initially supposed, and that more work needs to be done to address this problem (Brantingham 2018).

The third, and most controversial crucial assumption in this line of criticism of predictive policing is that being policed at all is dangerous and harmful to certain communities and individuals and therefore a bad thing, all things considered. This is certainly the view of many who find themselves subject to predictive policing, especially in the United States (Moravec 2019). In that country, public revelations about police racism, violence, and corruption have contributed to a growing acknowledgement that, for certain groups, being policed imposes significant risks of violence, brutality, and criminalization (Fryer 2016; Brayne 2017; Morrow et al. 2017). For them, more policing does not just mean a greater amount of the same kind of thing other groups get; it means a greater amount of something qualitatively different, involving real threats to personal safety and human and civil rights. This unhappy conclusion reveals just how far the reality of policing in a liberal democracy can stray from its justifying purpose, namely, to protect the safety and rights of all and to be a source of refuge for the vulnerable (Ripstein 2017; Monaghan 2017).

There is a promising emerging body of work that develops technological fixes to reduce or mitigate the impact of the feedback loop for place-based predictive policing. Ensign et al. (2018) propose a solution based on a method for reweighting the sample. As they put it, ‘as more police are sent, smaller weights are assigned to discovered incidents’ (Ensign et al. 2018: 7). The solution is analogous to the way that survey samples are weighted so as to ensure a representative sample of a population. If this solution is workable, then the issue is not so much that feedback loops cannot ever be avoided, but that they have not been attended to sufficiently by the creators or clients of the first wave of predictive policing packages; that is, we are dealing with issues of accountability and avoidable unfairness. However, Ensign et al. themselves urge caution in applying their theoretical model in practice, for it suggests that the predictions yielded by a system in which feedback is corrected for remain of poor accuracy.

The same mechanisms that create intransigent feedback loops and ratchets in place-based predictive systems are also present in person-based systems, and there appear to be greater challenges in this area. Predictions about people—typically, low-tech approaches to risk assessment—involve assigning risk scores or rankings to individuals on the basis of traits thought to indicate propensity to certain kinds of criminality or vulnerability to certain kinds of crime.7 The scores or rankings are then used by police as a basis on which to conduct various kinds of interventions, from sending letters to people, to knocking on their door, or stopping-and-searching them and their vehicle each time they are encountered in a patrol. In some cases, scores are shared with other agencies, such as housing and social services, which then use them as a basis for their own decision-making about, for example, whether to grant housing or whether to monitor their parenting (Bridges 2015; Amnesty International 2018).

Let us set aside for a moment the many well-founded objections to person-based predictive systems, which relate to the lack of an empirical basis for the specification of risk indicators and scores, the lack of demonstrated effectiveness, and lack of efficiency of any of these systems (Starr 2015; Saunders et al. 2016); the neglect to include ‘protective factors’ as counter-indicators of lowered risk (Slobogin 2018: 593); and the failure of some systems to include a mechanism for individuals to ever have their names removed from the list (Amnesty International 2018). A further problem with these systems remains: contact with police is always included as a factor that increases the risk score. The same ratcheting and over-policing that occurs with locations also occurs on an individual level—the more contact with police you have, the higher your risk score, the more contact with police is justified by the system, and so on.

The moral risks of person-based predictive policing include the violation of individual rights to privacy—in the sense of specific instances of unwarranted surveillance and searches. Reasonable suspicion is manufactured by the system’s tendency to accumulate information on a person until it generates sufficient basis to justify a stop (Ferguson 2018: 403). But it can also violate the right to privacy as a right to ‘be able to get on with their lives without explaining themselves to political authorities, if they are not evidently a threat to the rights and liberties of others’ (Lever 2016; see also Slobogin 2018: 594; Greenberg 2010: 75; Kennedy 1997). When risk scores or rankings are shared with partner agencies, they have been used as a basis to justify denial of benefits or other social goods to the individuals concerned (Bridges 2015).

As with the objections to place-based systems of prediction, the moral criticism—the disproportionate policing of ethnic minorities and the poor—is not new. Police have long been accused of harassing those who find themselves amongst the list of ‘usual suspects’. The effect here is exacerbated by the way that the ratchet is encoded into the system.

Respect for autonomy

Individualized suspicion and pre-emption

We have examined some of the serious and immediate issues that arise in existing and near-future predictive policing practice: problems of bias. Here, we consider further possible ethical issues with the practice, focusing in particular on the charge that it may undermine people’s autonomy, or disrespect them, or disrespect people’s autonomy. For instance, it is sometimes urged that preventative police and criminal justice activity is problematic because it removes a ‘window of moral opportunity’, a chance to choose either to break the law or not to break it (Lomell 2012; Rademacher 2020).

Consider the following example, from Ferguson (2012: 309):


a police officer sees a man loitering on a corner with a large duffle bag looking at a house. Under these limited facts, a stop based on reasonable suspicion would be difficult to justify. There is nothing objectively criminal about waiting with a bag … Yet, imagine in a second hypothetical case a … predictive policing algorithm predicts that there is a statistical likelihood of another burglary on that block at this time. Police are told to be on the lookout for burglars (and are given an appropriate profile). In this second case, a stop based on reasonable suspicion would likely be upheld.



In this example, the information provided by the predictive mechanism works in tandem with the officer’s observations in order to justify a search. The man does nothing different in the two cases. The difference is that in the second, the officer has received a ‘tip’ from the computer. Note that the background data that goes into the production of this tip can be wide-ranging. It might include not only information about previous crimes and locations; it can include unexpected factors such as the moon-phase or the wind speed.8 Now imagine a third case, in which the officer’s suspicions are present but minimal, while the predictive mechanism is more certain. The man is not loitering but is only passing, the duffel bag is absent, the officer has merely an instinctive sense that something is up, and the report is received from the software that there is a very high chance of a crime being committed. Are we comfortable with the search being carried out in these circumstances?

Drawing on US jurisprudence, we might use the idea of individualized suspicion to explain the principles at work in these cases. As Simmons (2016: 984–985) puts it, ‘the police officer must observe conduct that gives her some reason to believe that the suspect is currently engaging in criminal activity … the reasonable suspicion or probable cause cannot be based only on who the person is; it must also be based on what the person does’; that is, the hotspot or the watchlist might serve legitimately in a corroboratory role, but never as sole evidence for coercive police action such as searches. Thus, Loewy (2011: 1518) considers a case in which ‘in a particular city block of Main Street, between Fourth and Main and Fifth and Main, it could be established demographically that nine out of every ten men on the street between 6 p.m. and 10 p.m. are carrying drugs’. Are arrests of all these men thereby immediately justified? No, says Loewy, since an arrest requires some ‘specific’ fact about its subject in order to be justified.

Now, it is understandable—indeed, fundamental—that our legal structures seek to place some limits on police activity and that legal theorists are wary of ways in which such limits might be subverted. It remains for us to consider why the existing limits track what matters. Why do many seek some specific fact about the target, rather than a general prediction, in order to justify police interference? Is the individualized suspicion requirement merely a pragmatic limit, or is there more to it than that?

It appears that the individualized suspicion requirement may be explained in part by a more fundamental appeal to autonomy or respect. Berman (2020: 20) makes the connection directly, in arguing, ‘[d]emanding that any intrusion into our privacy is premised on things we actually have done—as opposed to who we are or with whom we associate—reflects an appreciation of our need to develop a unique sense of self, while reliance on generalizations engenders conformity, rather than individual flourishing’. It is argued that responding only to group membership or other generalizations about individuals thereby fails to respect their freedom, including their ability to act rightly even when they are expected to act wrongly.

Similar appeals to respect for people’s autonomy appear in cognate areas of applied philosophy. Consider an argument drawn from the philosophical debate about pre-punishment. Pre-punishment is punishment of an individual in advance of the commission of a crime. Smilansky (1994) argues that pre-punishment is wrong because it fails to respect its subjects. Pre-punishment undermines the freedom to do wrong. As he puts it, before the crime is carried out, ‘there is categorically still time, a “window of moral opportunity” for the would-be offender. This moral opportunity needs to be acknowledged.’ Pre-punishment fails to respect people’s ability to choose to act rightly or wrongly. His claim is that people are respected by being given an opportunity not to carry out a wrong that they are expected to carry out. Respect involves a presumption of humanity, goodness, or good will. By treating someone as a wrongdoer before they have done wrong or even intended to do wrong—even if there is evidence to suggest that they may commit a wrong—is to treat them as presumptively criminal, as someone who should be controlled, rather than as one of us.

There are parallels between the issues in pre-punishment and pre-policing. If Smilansky’s respect for a ‘window of moral opportunity’ applies to punishment, it also appears to apply to policing. If it is disrespectful to punish before a crime is committed, on the grounds that to do so presumes that the offender will not change their mind, then coercive policing well in advance of criminal activity is similarly disrespectful. Some might take the view that punishment expresses censure while preventive policing activity does not, and it is the censure that is disrespectful when the state inappropriately presumes criminality before a person has acted criminally. In this case, the availability of windows of moral opportunity is of importance for the purposes of respecting those who are to be punished, but irrelevant for the purposes of respecting those who are to be merely prevented from carrying out possible future crimes. Such a view chimes with mainstream ideas about the non-judgemental role of police (but c.f. Nathan 2016), but also has the implication that police cannot express disrespect in acting pre-emptively, which seems difficult to uphold. Moreover, others find disrespect directly in predictive policing. For example, Daskal (2014: 364) argues: ‘In imposing restraints in response to perceived future threats, the state conveys its assessment that the targets are insufficiently trustworthy—and therefore less deserving—than the vast majority of the populace not subject to such restraints on their activities.’ This particular point, it should be noted, involves an expression of disrespect that is dependent upon differential treatment between groups.

The view we have been exploring holds that (a) serious intrusions by the police should be based upon some individualized suspicion rather than wholly probabilistic suspicion; that (b) police should respect citizens, and especially, respect their autonomy; and (c) that (b) explains (a). There are some reasons to doubt this third, explanatory claim; that is, there are some reasons to doubt that the idea of respect successfully captures what, if anything, is wrong or of disvalue in pre-policing.

First, the individualized suspicion requirement need not involve facts about the target that involve the target acting unlawfully, or even wrongfully, and they may be highly innocuous. For example, the target may be the only person travelling without a return ticket or waiting in a particular area. This may yield, in combination with intelligence revealed by a computer, grounds for a search. On Berman’s (2020: 38) view, the use of police predictive analytics ‘disregard[s] one of the crucial elements of autonomy—free will … [A]t any point, any individual can make choices that defy predictions about them.’ But a requirement that the individualized suspicion by itself stand as evidence of wrongdoing is stronger than the existing jurisprudence, and indeed would threaten to rule out much police activity.

Second, it is important to distinguish the level and kind of enforcement from the use of predictive analytics. It is possible to have non-individualized suspicion that is autonomy-respecting, with low levels of enforcement. And it is possible to have an individualized suspicion requirement that is not autonomy-respecting, with high levels of enforcement. The Minority Report sci-fi nightmare involves two different factors: the idea of ‘pre-crime’—in which people can be interfered with by the police upon a sign that they will commit a crime—and the complete and ruthless enforcement of the criminal law. It has long been argued that full enforcement of the criminal law is undesirable and not a part of its design (Goldstein 1960). Those concerned with respect for autonomy in algorithmic policing must spell out this concern in a way that would not be addressed simply by less policing. A straightforward concern that people should have an opportunity to act wrongly is addressed through less strict enforcement.

Finally, it is not obvious that treating a person as though they will not act wrongly, and discounting the probability one assigns to them acting wrongly, is a way of respecting them. For one thing, New (1995) argues that we may be seen as respecting people more by supposing that they will follow through on their stated intentions, than we would were we to suppose that they would suffer weakness of will, even if it is the kind of weakness of will that involves adhering to what one ought to do in favour of what one has committed to do. Moreover, predictive policing measures will often be better construed not as expressions of the view that some people will commit a crime, but that they might do so. This distinction matters.

Consider the way the point is put in Tadros (2014: 146):


suppose that a person has a capacity to resist doing y. This does not imply that this person will exercise his or her capacity to resist doing y. That depends on the judgements that he or she makes about y. Hence, to act on the prediction that a person might do y does not imply that he or she could not refrain from doing y.



For example, given high rates of recidivism, it might be recommended that those recently released from incarceration are placed under greater scrutiny; suppose such scrutiny is applied in response to the higher statistical probability, other things being equal, that the target will commit a crime. It is not at all clear that accurately responding to the probability that a person will commit a crime expresses disrespect of the kind that treats them as though they lack the ability not to commit it.

In whatever way they are given substance, consider now the several ways to understand the possible force of these concerns about respecting and promoting autonomy. One possibility is that denying windows of moral opportunity is a wrong that is an absolute, or extremely difficult to override. This view might be inspired by considering the pre-punishment case: as an aspect of our strong aversion to punishing the innocent, we have a strong aversion to punishing those who have not committed crimes, even if we are certain that they will commit a crime. Extending such a position to policing, however, is extreme. Clearly, when police have strong evidence that a person is going to cause significant harms in a criminal way, and they can only stop his actions through coercive measures, it would be inappropriate for the police to argue that they should not intervene on the grounds that the target should be provided the respect that comes with an opportunity to act morally in an autonomous manner.

A better reading of the need for a window of moral opportunity is that it is pro tanto valuable. On this view, the availability of the option to act rightly is a value that might be outweighed by others, such as the harm of criminal acts. While an improvement, an idea that this interpretation does not incorporate is that certain factors can cancel out the value of the window of moral opportunity altogether; that is, some will hold that the availability of the window is prima facie valuable—it is presumptively valuable—but its value is not present if there is a defeater. Such defeaters will include actions on the part of the person affected by police activity that make them liable to police coercion. Thus, one might take the view that those who engage in criminal acts, or inchoate preparatory criminal acts, or even pre-inchoate preparations for criminal acts, can (depending on other relevant factors, such as the gravity of the crime) waive their right to have an opportunity to do right. And in contrast, on this view, those who are shown by a computer programme to be very likely to commit a crime but have not engaged even in pre-inchoate preparations retain the right to show that they will act well.9

Uncertainty

There are two ethical vectors at work in predictive policing that it is worth taking care to separate. The first is pre-emption; the second is uncertainty. The pre-emption issue is that predictive policing involves acting in advance of activity on the part of those targeted that might make them liable to police interference. The uncertainty issue arises because predictive policing involves predicting the future, and so it will tend to involve acting without full confidence in the future facts that would ground policing action. Although they are distinct vectors, it is easy to conflate them: pre-emption tends to involve acting upon uncertainty, and when police are acting with uncertainty, they tend also to be acting in ways that are responsive to possible future events. Nonetheless, pre-emption and uncertainty are separable. One can act on uncertainty without pre-empting, as when police carry out a search on the basis of imperfect information that the target of the search is carrying evidence of a recently committed crime. And one can act pre-emptively while acting upon a high degree of certainty, as when police have strong evidence that a person is going to engage in a terrorist act.10

We have focused on the issue of pre-emption. Let us consider uncertainty. Criminal justice systems are shot through with the problem of uncertainty. The most prominent expression of uncertainty is the requirement that convictions at trial are made on a standard of belief ‘beyond reasonable doubt’ in the case against the defendant. Police activity, including severely coercive police activity, is not normally considered to be punitive, but it still often faces epistemic standards. Various standards for searches are, or have been, in place, such as the requirement that an officer has ‘reasonable grounds for suspicion’ that a person is carrying a proscribed item. There are different ways of reading the rationale for such limits: as efficiency constraints, or as restrictions upon police discretion in a context in which such discretion has been widely misused. Many will add a third rationale: that the epistemic grounds for justified coercive police action goes beyond a mere consequentialist calculation.

To take an extreme case: suppose that a predictive algorithm has the result that police could efficiently prevent crime by subjecting to searches each of a large group of individuals who, with a very low degree of confidence, are each expected to commit crimes. Suppose that carrying out these searches is relatively costless to the police. And suppose that the practice is expected to yield overall benefits, even taking into consideration possible chilling effects. Many will feel that imposing a high degree of intrusion or coercion upon those against whom there is little evidence of wrongdoing to be unacceptable, and such qualms will not be eradicated by assurances that crime will be efficiently reduced. It will be demanded, at the very least, that strongly coercive or intrusive police activity should only take place when there is evidence that each particular case of intrusion or coercion is expected to be fruitful, in security terms. Put broadly, there are reasons to make proportionality assessments in a case-by-case way, rather than merely as assessments of policies as a whole, and those assessments should include the evidence with regard to specific individuals.

Preventing people from committing wrongs, then, may be of value, but there are other values too. Amongst these are the value of the police not interfering with people, especially those who have not made themselves liable to interference. That value may be cashed out as a concern with autonomy or freedom. We might, indeed, put the thought in the following way: freedom to act is prima facie right; some will make themselves liable to police coercion through their own actions, and in such cases the right is cancelled; in other cases, the right remains in place, but other values, such as the avoidance of harm, justifiably infringe on the right. A possible danger with predictive policing, then, is that it pays insufficient due to the epistemic requirements that arise from this schema. Such requirements will be more stringent when policing involves imposing setbacks on those against whom there is not yet evidence of intentions to carry out wrongs. The concern, then, is the liberal one that we mentioned earlier: that institutional and technological implementation of predictive policing can tend towards providing policing that does not carry appropriate limits.

Conclusion

We have explored two central moral dangers within, if not knockdown objections to, the practice of predictive policing. First, ratcheting effects may enhance existing bias, and create their own new kinds of bias. Second, predictive policing may deploy intrusive and coercive police measures in ways that are detached from guiding principles concerning individualized suspicion and respect for autonomy. These risks will not inevitably manifest themselves. Nonetheless, we conclude by suggesting that there are political reasons to take extra caution against them. The complex technical design involved in predictive policing lends a veneer of scientific objectivity to policies that—we have argued—can easily enact injustices. The harms and wrongs of predictive policing may be masked by the promise of a scientific approach that provides more objective and empirically sound methods for distributing police resources than their unsystematic, discretionary predecessors (Ferguson 2018: 1114; Richardson et al. 2019: 6; Gitelman 2013: 1–9; Lum and Isaac 2016). Furthermore, the opaque nature of the proprietary functioning of existing predictive policing systems can only serve to inhibit accountability. One might hope for systems that put the moral dangers of predictive policing in the open and provide transparent ways for showing how far they are addressed.

Notes

1.This formulation is similar to that offered by Greenberg (2010: 67) but focuses on data analysis rather than ‘scientific’ methods.

2.Scientific approaches employed in place-based predictive policing include forensic psychology, theories of environmental crime and human ecology (see the substantial body of work by Shane Johnson and collaborators), seismological predictions of aftershocks, and mathematics (see the range of papers published by George Mohler, P.J. Brantingham, and other academics whose work is behind the PredPol tool).

3.For further discussion of this issue, see Hildebrandt (2015); Hildebrandt and O’Hara (2020).

4.Perhaps surprisingly, there is less overlap in the literature with the much more developed philosophical literature on the ethics of profiling and actuarial approaches to preventive detention, sentencing, parole, and probation (Keijser et al. 2019).

5.This process mirrors the way implicit bias introduces observational biases into perception (I see what I am ‘primed’ to see by my implicit biases) and thus lends a circular structure into their belief formation, as described by Siegel (2020).

6.See statements by PredPol (PredPol 2019) and the Igarape Institute (Aguirre et al. 2019).

7.Though risk assessment of this nature is also used to rank victims according to their perceived vulnerability to certain kinds of exploitation or abuse, including, for example, domestic violence.

8.As HunchLab does, which has been deployed in several US states.

9.Note also that it is possible to combine the pro tanto and prima facie accounts of the value of the window of moral opportunity by holding that the window is not always valuable, and when it is, its value may be outweighed by others. See Noggle (2018) for a recent application of this distinction.

10.Of course, preparatory offences are offences. Arrests of those preparing to commit terrorist acts are, in that sense, not pre-emptive. A cleaner example will involve a case in which a person has not committed an act that is justifiably criminalized. See below for further discussion.
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CHAPTER 23

(When) Is Adblocking Wrong?

Thomas Douglas

Many internet users employ adblocking software. This allows them to view the main content on a webpage without also being served the advertisements that would normally accompany that content. Adblocking software has been available for many years, but there has been an upswing in use since 2013 (Crichton 2015: 90), and adblocking has been a topic of major concern for online publishers since 2015 (PageFair and Blockthrough 2020), the year in which Apple made adblocking possible on the mobile version of its Safari browser. Almost all mobile browsers now support adblocking, and as of 2020 it was estimated that 527 million people worldwide were using mobile browsers that block ads by default. On desktop, around 236 million people worldwide were blocking ads (PageFair and Blockthrough 2020).

Adblocking has been controversial (Arment 2015b; Barton 2016; Bilton 2015; Douglas 2015; Haddadi et al. 2016; Lawrence 2018; Orlowski 2016; Piltch 2015; Williams 2015; Zambrano and Pickard 2018). On the one hand, it allows internet users (henceforth, ‘consumers’) to browse the web more quickly, while using less data and being subjected to fewer intrusive advertisements. Since adblockers can block malware-containing advertisements (‘malvertisements’), which can collect personal data if clicked, and since adblockers typically also block trackers (elements on webpages, and contained in most web ads (Arment et al. 2015), that collect the data of those accessing the page), their use also allows for more private and secure browsing (Butler 2016). On the other hand, since the producers and publishers of web-based content (henceforth, ‘creators’) are often paid by advertisers on a per view or per click basis, adblocking has the potential to substantially reduce their revenue and thus, potentially, to reduce the amount of valuable content that is created.

Many arguments for the permissibility of adblocking draw attention to its possible benefits or play down its costs.1 For example, some defend adblocking as a way of pushing the internet towards a business model that is more respectful of consumers while still being sustainable for creators (Manjoo 2015; Williams 2015). Some suggest that it may even result in a model that is, in the long run, more financially rewarding for creators: by rendering the ‘free’, ad-supported provision of content uneconomic, adblocking may push creators, and thus ultimately consumers, towards models in which consumers pay creators to access their content (Orlowski 2016). Some suggest that the short-term financial costs of adblocking for creators are, in any case, likely to be small, since those who employ adblockers are likely to be individuals who would otherwise have ignored most advertisements (Lawrence 2018), or even refrained from visiting the sites that serve them (Ingram 2015b).

This chapter focuses on the other side of the debate: arguments against adblocking. Some such arguments likewise focus on costs and benefits, seeking to show that the costs predominate.2 However, I will not engage such arguments. Indeed, I will assume that they fail; I will grant, to the proponents of adblocking, that the practice has benefits that exceed its costs. I will instead consider whether there might be (what I will call) a deontological objection to adblocking. Even if adblocking is net beneficial, it might wrong someone or, as I will sometimes write, be wrongful.3 And, in the absence of a sufficient justification, this will make it wrong or impermissible, all things considered. I take it that a practice wrongs someone, and is thus wrongful, when a person has a legitimate moral complaint against the practice or—as I take to be equivalent—when the practice fails to fulfil some pro tanto duty owed to that person. Perhaps, for instance, it infringes the rights of the creators whose advertisements are blocked, or of other consumers who do not employ adblocking software. Or perhaps it treats those creators or other consumers unfairly.4

In what follows, I will consider three deontological objections to adblocking: the objection from property, the objection from complicity, and the objection from free-riding. I will argue that, though some of these objections plausibly establish the moral impermissibility of some instances of adblocking, they do not, even collectively, establish a blanket moral prohibition on adblocking, as it is currently done.

My conclusion—that prevailing forms of adblocking are sometimes but not always impermissible—might seem rather unsurprising. More interesting, I hope, is what my arguments imply regarding when adblocking is impermissible. I think the arguments I consider may establish the impermissibility of some widespread forms of adblocking. For example, I think the objection from property may establish that it is typically impermissible to use adblockers against websites whose creators (a) clearly demand that consumers either deactivate the adblocker or refrain from accessing the site; (b) credibly inform consumers of the nature of any advertisements and trackers that they serve; and (c) either (i) provide only non-essential services; (ii) offer a low-cost ad-free option; or (iii) serve only unobtrusive and privacy-respecting advertisements.

Before proceeding to consider the three objections to adblocking, I need to make two qualifications.

First, a point about the relationship between rights infringements and wrongs. I take it that whenever A infringes B’s rights, A wrongs B. B’s having a right, held against A, entails that A has a pro tanto duty that is owed to (or, as it is sometimes put, ‘directed towards’) B. When A infringes B’s right, A fails to fulfil this duty. So, rights infringements involve failures to fulfil directed pro tanto duties—that is to say, they involve wrongs. I do not insist, however, that all wrongs involve rights infringements. Infringing someone’s rights is one way of wronging that person, and I am sympathetic to the view that it is the only way. This is because I am sympathetic to weak accounts of rights on which to have a right is nothing more than to be the object of a directed pro tanto duty. But on many accounts of rights, having a right entails something more. Perhaps it entails that the directed duty is enforceable, is a trump, or is a matter of justice.5 These stronger accounts of rights leave space for non-rights-infringing wrongs—wrongs that consist in infringing a directed pro tanto duty that is not enforceable, is not a trump, or is not a matter of justice. Some of the complicity-based and fairness-based wrongs that I discuss in the sections on ‘The objection from property’ and ‘The objection from complicity’ below are, I think, plausible examples of such wrongs. Since I want to remain neutral between weak and strong accounts of rights, I will present the objections that I consider as asserting rights infringements only when the wrongs that they assert uncontroversially involve rights infringements—that is, they involve rights infringements even on strong accounts of rights.

Second, a point about the relationship between wrongs and moral impermissibility. I assume that a wrongful practice is presumptively impermissible, all things considered, but I do not claim that it is necessarily impermissible; some wrongs can be justified. Indeed, on most accounts of rights, even rights-infringing wrongs can be justified.

Third, a point about whose actions I will be morally appraising. I will focus on adblocking consumers as the potential wrongdoers and will consider the actions of others—such as creators of web content and those who provide adblocking software—only insofar as they are relevant to the moral appraisal of consumers’ actions. This focus should not be taken to imply that there are no interesting moral questions to ask about the actions of other parties in this domain; indeed, as will become clear later on, I think that both the creators of web content and the providers of adblocking software do sometimes act wrongfully. Nor should it be taken to imply that any obligations to reform adblocking practices fall wholly or primarily on consumers. Rather, I focus on consumer actions in the hope that this will allow me to contribute most fruitfully to the existing debate, which has addressed itself primarily to consumers and has focused on the moral permissibility of their actions.

With these clarifications in hand, let us turn to the main business of the chapter: the assessment of three deontological objections to adblocking.

The objection from property

An initial deontological objection to adblocking—the objection from property—holds that it infringes a property right held by the creator (Piltch 2015; Primack 2015; Rothenberg 2015). The objection begins with the thought that creators have property rights over the content that they place online. This makes it impermissible for others to access that content without the creator’s consent. Of course, in placing content on the internet, creators implicitly consent to the information being accessed. But they also impose a condition on how that property may be accessed by others: they (perhaps implicitly) say to the consumer, ‘You may view my content, but only if you also allow me to serve advertisements.’ In accessing the website without allowing advertisements to be served, adblocking consumers access the content without fulfilling this condition. They thus access the content without the creator’s consent, and thereby infringe the creator’s property right.

The proponent of this objection may claim that adblocking is analogous to piracy. Suppose a record label makes an album available for purchase via an online store such as iTunes, Amazon, or Google Play. And suppose someone (a ‘pirate’) then uses software to download and play this music without paying. It is plausible that, in doing this, the pirate infringes the property rights of the record label over this music. The label has imposed a condition on accessing this property—namely, that it must be purchased first—and the pirate accesses the property without meeting this condition.

How might the defender of adblocking respond to this objection?

Strategy 1: no right infringed

An initial strategy would be to deny that the adblocking consumer infringes any property right held by the creator.

One way to deny this would be to deny that the creator enjoys a property right of the sort that the objection requires. It might be held, for example, that in placing content online, the creator waives any right to exclude people from accessing it; placing content online is like putting a notice on a public noticeboard. Once the content is online, the creator has no right to restrict who has access to it.6

This line of argument is, however, not promising. It seems clear that creators do have the right to erect paywalls around content that is placed online. This makes it difficult to see how they could lack the right to impose a ‘no adblocking’ condition.

There is, though, a more promising response to the objection from property. We could question the suggestion that creators impose a ‘no adblocking’ condition on consumers who wish to access their content. We could do this by questioning whether creators intend to impose such a condition, or by questioning whether they successfully communicate it to consumers.

Consider first the creator’s intention. In the piracy case, it is typically clear to all concerned that the creator intends to impose a payment condition on consumers. In the adblocking case, however, this is not always clear. Indeed, in some cases it seems clear that the creator does not intend to impose such a condition. Consider the case of the well-known podcaster and founder of Tumblr and Instapaper, Marco Arment. Arment runs a blog that serves ads (Arment 2015b), but also himself created an adblocker for iPhones and iPads (Arment 2015a),7 has defended adblocking (Arment 2015c), and has stated that he blocks ads himself (Arment et al. 2015). It thus seems very doubtful that Arment intends to impose an adblocking condition on those who read his blog.

Some argue that there is nothing exceptional about this case—that creators typically do not intend to impose a ‘no adblocking’ condition. Alexander Zambrano and Caleb Pickard suggest that we can infer this from the fact that most creators do not take the required steps to prevent adblocking consumers from accessing their content (2018). (Since the advent of so-called ‘anti-adblocking’ technology, such steps have been available (Butler 2016).)

Zambrano and Pickard’s argument is, I think, too swift. Consider, by analogy, a large department store that employs no security guards to prevent shoplifting. We would not say that this implies the absence of an intention to impose a payment requirement on customers. Hiring security guards comes at a cost. It may be that the store managers intend to impose a payment requirement and decline to employ security guards only because this would be too expensive, antagonize too many customers, or pose too great a risk of legal liability for unlawful forms of enforcement. Similarly, use of anti-adblocking strategies comes at a cost to creators. For example, it requires an upfront confrontation with the consumer that can provoke a significant backlash (Fisher 2010). Many creators may eschew anti-adblocking measures only because this seems the lesser of two evils, or the best way to maximize their revenue, not because they intend to allow adblocking.

I am thus less convinced than Zambrano and Pickard that creators typically intend to allow adblocking. Nevertheless, it is surely the case that some significant number of creators, like Marco Arment, indeed intend to allow it. On the other hand, there are clearly some who intend to impose a ‘no adblocking’ condition—most obviously, those who both demand that consumers deactivate their adblockers and employ anti-adblocking measures against those who do not.

A second basis for denying that adblocking infringes the creator’s property rights would hold that, even when producers do intend to impose a ‘no adblocking’ condition, they do not adequately communicate this to consumers, so consumers are not required to comply with it (Arment 2015c). Some producers do explicitly ask consumers to ‘whitelist’ their site (excluding it from adblocking). However, it is not always clear whether this is a demand or merely a request—that is to say, it is not always clear that creators are going so far as to deny permission to access their content to those who refuse to whitelist the site. Moreover, many websites neither request nor demand whitelisting. In these cases, the ‘no adblocking’ condition might be thought to be implicitly communicated by the mere serving of ads, but there is certainly scope to question this (Zambrano and Pickard 2018); we do not generally take the serving of ads to imply a requirement on consumers to read, let alone click on, advertisements, so why take it to imply a requirement to allow them to load (Arment 2015c)?

Each of these two responses succeeds, I think, in establishing that there are some cases in which consumers can use adblockers without infringing the property rights of creators. However, they do not, even together, fully undermine the objection from property. When a creator makes it clear to consumers that consumers may only access their content if they also allow the creator to serve ads, adblocking consumers will, I think, infringe that creator’s rights.

Strategy 2: justified rights infringement

There is, however, another strategy open to defenders of adblocking. They may hold that, even when adblocking infringes the creator’s property rights, it may still be permissible, all things considered. It may be a justified rights infringement.

Why might it be justified? Perhaps because blocking the creator’s ads is the morally best means open to the consumer for preventing herself from being wronged, either by that particular creator, or by creators more generally.8 Call this the ‘self-defence’ justification.

The self-defence justification presupposes that ad-serving creators sometimes wrong consumers. How might they do this? Perhaps by imposing over-burdensome or exploitative conditions on accessing their intellectual property. There are limits on the conditions that property owners can rightfully place on accessing their property. Suppose you need to use my phone to call the emergency services in order to save your own life. And suppose I allow you to use my phone, but only on the condition that you give me the gold watch you are wearing. I plausibly wrong you by imposing this condition.

Perhaps we can say something similar about the producers of ad-serving web content. Some web services, such as Google and Facebook, have arguably become so important to navigating modern society that denying a person access to these services can be expected to have serious costs for that person. If this is correct, then we might think that Google and Facebook wrong consumers if they impose burdensome conditions on accessing their services. And perhaps it could be argued that imposing a condition that consumers expose themselves to highly distracting ads or intrusive trackers is too burdensome. If so, adblocking could be conceived of as a defence against being wronged oneself.

This argument will not apply in the case of creators who provide non-essential services, however. In general, when the creators of luxury goods impose extremely burdensome conditions on accessing goods, we do not think that it becomes permissible for consumers to access the goods without fulfilling the conditions. Rather, we think that the consumers should simply forego the goods. I am not permitted to steal a yacht because the seller asks a price well beyond my means.9 The argument will also not apply in the case of creators who offer, for a reasonable price, a paid ad-free option, since consumers will then have a non-burdensome means of avoiding the advertisements.

Nevertheless, there may be a version of the self-defence justification that can be run even in the case of websites providing non-essential services or offering a reasonably priced ad-free option. This is because there is another way in which ad-serving creators can wrong consumers: by exposing consumers to burdens or risks without obtaining their valid consent in advance.

Suppose that many creators providing non-essential services are serving intrusive ads. These ads incorporate trackers which collect sensitive personal information, such as the consumer’s location and web history. Suppose, moreover, that the intrusive nature of these ads is not made clear to consumers. These creators invade consumers’ privacy without the consumers’ consent, and thereby plausibly wrong the consumers. Perhaps the only reasonable way to prevent these wrongful privacy invasions is to deploy an adblocker. Since consumers will not always know in advance which creators are wrongfully invading their privacy, consumers employing adblockers will inevitably also block ads served by other creators who are not wronging them. But adblocking might still be justified if it prevents the consumer from being subjected to sufficiently serious or numerous wrongs by privacy-invading creators.

A problem with this line of argument, if it is meant to justify universal adblocking, is that it is often possible—and not especially difficult—to selectively adblock websites. As alluded to above, many widely used adblockers allow for the consumer to specify a ‘whitelist’ (a list of sites for which the adblocker will be deactivated). And though in many cases it will be difficult for a consumer to know in advance of visiting a site whether the site employs wrongful forms of advertising or tracking, in cases in which a website presents consumers with a clear and credible10 statement of its practices, on the basis of which it is clear that the creator does not wrong the consumer, it is difficult to see how the self-defence justification for adblocking could succeed. (Consumers also have the option of ‘outsourcing’ whitelisting by employing adblocking software that by default whitelists advertisements deemed to be ‘acceptable’.11)

According to the self-defence justification, consumers are justified in infringing the property rights of creators to defend themselves against being wronged by those creators or others. An alternative justification for property-rights-infringing forms of adblocking is suggested by the analogy I drew above between adblocking and online piracy.

Online piracy is sometimes thought to be justified by its tendency to undermine an intellectual property regime which many regard as unjust. On this justification, piracy is seen as a form of civil disobedience—as part of a collective effort to produce legal reform through engaging in unlawful conduct.

Blanket adblocking could similarly be seen as an attempt to produce reform—to produce a change to the ‘business model’ of the internet so that it no longer relies on intrusive advertising and tracking. James Williams takes this line when he presents adblocking as a way to ‘cast a vote against the attention economy’, which is his term for the set of practices that creators and advertisers employ in order to distract us from our true goals. He writes that:


ad blockers are one of the few tools that we as users have if we want to push back against the perverse design logic that has cannibalized the soul of the Web.

If enough of us used ad blockers, it could help force a systemic shift away from the attention economy altogether—and the ultimate benefit to our lives would not just be ‘better ads.’ It would be better products: better informational environments that are fundamentally designed to be on our side, to respect our increasingly scarce attention, and to help us navigate under the stars of our own goals and values.

(Williams 2015)



Civil disobedience is perhaps a misnomer here, since the protest advocated by Williams is directed at a diffuse social practice (the attention economy), not the state,12 and in most cases adblocking is not clearly unlawful. However, the structure of the justification is similar: break the rules to change the rules.

Again, however, this argument, understood as a justification for universal adblocking, is undermined by the possibility of selective adblocking. If consumers can relatively easily identify and whitelist websites employing only unproblematic advertising practices, then this is what they should do: such selective blocking would presumably be as effective as blanket-blocking in producing reform and would come without the cost of infringing the property rights of ‘innocent’ creators. Indeed, one might think that selective blocking would in fact be more effective in producing reform than blanket adblocking, since it would provide not only a ‘stick’ to those who employ wrongful advertising practices, but also a ‘carrot’ to those who employ only unproblematic forms of advertising.

Taking stock

Let me take stock. I have been considering the objection that adblocking wrongs ad-serving creators by infringing their intellectual property rights; the consumer accesses the creator’s intellectual property without satisfying the ‘no adblocking’ condition that the creator imposes on its access.

I have argued that there are some cases in which adblocking does not infringe the creator’s property rights because the creator does not intend to impose a ‘no adblocking’ condition on accessing their property or because the creator fails to adequately communicate this condition. I have also noted that, even when the adblocking consumer does infringe the creator’s property rights, the consumer may nevertheless act permissibly. The rights infringement may be justified as a defence against the imposition of excessive burdens or risks, or burdens or risks to which the consumer has not consented. Or it might be justified as a form of protest intended to reshape the business model of the internet.

Nevertheless, there will be some cases in which adblocking does unjustifiably infringe the property rights of creators. Suppose that a creator clearly and explicitly demands that consumers deactivate their adblockers or refrain from accessing the creator’s content. Suppose further that this creator credibly informs consumers about the nature of the advertisements and trackers it serves, so that consumers can make an informed decision about whether to accede to the condition. And suppose, finally, that the creator is not, in imposing its condition, placing undue burdens on consumers, since it offers a reasonably priced ad-free option, or serves only unobtrusive and privacy-respecting advertisements, or provides a non-essential service that consumers can easily forego. In this case, it is difficult to deny that the producer’s property rights are unjustifiably infringed if the consumer continues to block ads while accessing that producer’s content.

The objection from complicity

Let us now turn to consider a further deontological objection to adblocking—an objection that promises to extend the range of cases in which adblocking is wrongful and thus, if done without sufficient justification, impermissible. This objection—the objection from complicity—holds that, by employing adblocking software, consumers become accomplices to wrongs committed by the makers of that software—adblocking software providers (ASPs)—for example, by implicitly encouraging or financially supporting those wrongs.

Why think that ASPs act wrongfully? One suggestion would be that they do so by facilitating the property-rights infringements perpetrated by some consumers. If my argument above was sound, some adblocking consumers infringe the property rights of creators—perhaps by continuing to deploy adblocking software when accessing websites that clearly demand whitelisting. We might then hold that ASPs wrong creators by facilitating such rights-infringements, and that other adblocking consumers—those who do not themselves directly infringe any property rights—act wrongfully by encouraging or supporting the wrongs perpetrated by the ASPs. So the story would be: ASPs are accomplices to the wrongs perpetrated by some adblocking consumers, and other adblocking consumers are accomplices to the complicity-based wrongs perpetrated by the ASPs.

It is possible, however, that some ASPs might also be guilty of a further wrong—extortion. To see why, recall that some ASPs operate whitelists—lists of sites for which advertisements will not be blocked—and in some cases the creators of sites must make a payment (either directly to the ASPs or to a third-party whitelisting agency) in order to be placed on the whitelist. Typically, these ASPs also require that the creators meet certain conditions—for example, that the advertisements they serve are unobtrusive and meet specified privacy standards. ASPs sometimes defend these practices as a way of allowing creators to serve ‘acceptable’ advertisements, with the payment for whitelisting justified by the need to recoup the costs of maintaining a database of ‘acceptable’ and ‘unacceptable’ ads (Adblock Plus 2018). However, others suggest that these ASPs are really simply extorting creators by demanding payment for whitelisting (Piltch 2015; Rothenberg 2015).

To assess this claim, we will obviously need an account of extortion. Here is my suggestion, inspired by Wertheimer (1987: 90): A extorts B just in case A threatens to perform an action that would impermissibly wrong B, or some third party C, in order to obtain a payment from B to which A has no moral claim.13

In the cases of interest to us, the ASP does indeed seem to threaten the creator (with adblocking) to obtain a payment (for whitelisting) to which the ASP has no moral claim. The question is whether the ASP is threatening to impermissibly wrong the creator, or anyone else.

ASPs will claim that refusing to whitelist non-paying creators is permissible, so that in demanding payment for whitelisting, ASPs are not threatening to impermissibly wrong anyone. They will claim that it is perfectly reasonable to whitelist websites only where there is clear evidence that the creator’s advertising and tracking practices meet certain standards. And they will further claim that it is perfectly reasonable to require that creators share in the costs of establishing this evidence.

I remain neutral on whether and when this defence of paid whitelisting succeeds. However, let me note that the defence will be more plausible the higher the proportion of creators that are employing wrongful advertising practices. If almost all creators wrong their consumers, as is arguably the case currently, it will plausibly be permissible for ASPs to whitelist only under stringent conditions. On the other hand, if few do so, it will be more plausible that whitelisting should be the default position. If this is the case, then ASPs which in fact blacklist as a default and require payment for whitelisting are plausibly extorting creators.

However, note that even in this case, it is not clear that all adblocking consumers who employ ‘extorting’ ASPs are themselves wronging creators. This is because it is not clear that all consumers are complicit in the extortion perpetrated by the ASP. After all, not just any association between one’s action and a wrong committed by another makes one an accomplice to that wrong. Complicity requires the right (or, rather, the ‘wrong’) kind of connection between the two acts. There is disagreement regarding what, exactly, that connection must be (Devolder 2017), but one view would be that the putative accomplice must substantially contribute to the occurrence of the wrong. There are interesting and difficult questions regarding whether using adblocking software constitutes a ‘substantial contribution’ to the extortion perpetrated by the ASP. On the one hand, no individual consumer makes a substantial (or even a significant) difference to whether the extortion occurs. On the other hand, it is doubtful whether an individual must make a significance to be complicit in a wrong; an individual member of a firing-squad is complicit in a wrongful killing even if his bullet makes no difference, and people who drive cars are plausibly complicit in the collective wrong of causing global heating even if they make no individual difference.14

Similar thoughts apply to the case of consumers who use ASPs that do not run paid whitelists (so are not guilty of extortion) but which allow consumers to block advertisements on all websites (so are perhaps guilty of wrongfully facilitating the infringement of creators’ property rights by other consumers). There are open questions, that I cannot resolve here, regarding whether these consumers are wrongfully complicit in the ASP’s wrongful facilitation of rights-infringements.

Also important to bear in mind here is that not adblocking may also raise issues of complicity. For example, where it is true that creators are wronging consumers, for example, by compromising their privacy, then not blocking advertisements might make one complicit in these wrongs being perpetrated against both oneself and other consumers. We may, then, need to balance complicity-based reasons to eschew blocking against complicity-based reasons to pursue it.

The objection from free-riding

A third deontological objection to adblocking maintains that consumers who use adblockers wrong other consumers who do not use them. Those other consumers benefit from online content and also contribute to the ongoing production of online content by viewing advertisements. By contrast, the adblocking consumers benefit from online content but do not, or not sufficiently, contribute to its ongoing creation. They thus free-ride on the contributions of the ad-viewing consumers, and thereby wrong the ad-viewing consumers. Call this the objection from free-riding.

Adblocking is, according to this objection, relevantly similar to paradigmatic cases of wrongful free-riding such as:15


Coin-withholding. Next to the coffee machine in the Department of Philosophy sits an honesty box. On the box is a notice stating, ‘honesty box: please leave 20p for each coffee you make.’ The notice also specifies that the funds will be used (as they indeed are) to buy coffee beans. Most staff members comply most of the time, but Professor Smith never contributes, despite being one of the heaviest coffee-drinkers.16




Polluting. There are five farms surrounding a lake. Each farm uses water from the lake to irrigate crops, and each farm discharges run-off into the lake. The run-off is polluting the water and damaging crops that are irrigated with the water. To solve the problem, the five farmers come together and agree that all will start treating their run-off before discharging it into the lake. Four farmers stick to the agreement. The fifth, Farmer Jones, does not. Nevertheless, the water quality improves significantly, benefitting all five.



Intuitively, Professor Smith and Farmer Jones both free-ride on the contributions of others, and thereby wrong those others; the others have a legitimate moral complaint against them. I am not asserting here that Professor Smith and Farmer Jones infringe the others’ rights. Whether they do will depend, I think, on how exactly we conceive of rights. What I am asserting is that Professor Smith and Farmer Jones fail to fulfil a pro tanto duty that is directed towards those others. It may be, for example, that they fail to fulfil a duty of fairness—a duty to do one’s fair share—owed to those others.

Note, however, that there are many cases in which individuals benefit from the contributions of others to some good and do not contribute to the good themselves, yet seemingly also do not engage in any wrongful form of free-riding. Consider:


Hard Bargaining. On an online second-hand sales site, rather like Craigslist or eBay, there are two types of buyer: hard bargainers and soft bargainers. Hard bargainers always bid sellers down to the minimum price for which they are willing to sell. Soft bargainers, by contrast, always pay more than this minimum. All sellers on the site would cease using it if all buyers were hard bargainers.



It is plausible that the hard bargainers benefit from the continued existence of the site without contributing to it. Nevertheless, it seems doubtful that the hard bargainers engage in any wrongful form of free-riding.

A similar point can be made by reference to practices much closer to adblocking. Consider:


Non-clicking. The readers of an online news site fall into two categories, clickers and non-clickers. Clickers sometimes click on the ads displayed on the site. Non-clickers never do so. The publisher receives funding from the advertisers on a ‘per click’ basis and if no readers ever clicked on the advertisements, the publisher would receive nothing and would go out of business.



Here, it seems that the non-clickers may be benefitting from the continued existence of the news site without contributing to it, while the clickers do contribute. Yet again, it seems doubtful that the non-clickers engage in any wrongful free-riding.17

In paradigmatic instances of free-riding, such as Coin-withholding and Polluting, the beneficiaries of some good wrong those who contribute to its provision if they do not themselves contribute. But in Hard Bargaining and Non-clicking, it seems that those who fail to contribute do not thereby wrong the contributors.

What sets these two pairs of cases apart? That is, what makes the non-contribution wrongful in the first pair of cases while it is not wrongful in the second pair? Perhaps by answering this question we will be able to determine whether adblocking qualifies as wrongful free-riding.

One answer to our question appeals to the differing social conventions at play in these cases. In paradigmatic cases of wrongful free-riding—including Coin-withholding and Polluting—there is a convention or rule that acceptance of benefits entails a duty to contribute to their creation.18 In Hard bargaining and Non-clicking, there is no such convention. There is, for example, no conventional requirement that those who read news websites click on the ads that the websites serve. Are things different in the case of adblocking? Is there a conventional requirement not to block ads if one accesses a website? Creators may hope to create such a convention when they request that consumers deactivate their adblockers, suggest that the way to avoid advertisements is to become a paid subscriber, or simply highlight their dependence on advertising revenue to consumers. However, it seems to me doubtful that they have as yet succeeded in establishing this convention. That would, I think, require broader acceptance by consumers of the requirement not to block ads. In this respect, then, adblocking seems more like Hard bargaining and Non-clicking than like Coin-withholding and Polluting. If conventional requirements are what matter, it is doubtful that adblocking consumers engage in any wrongful form of free-riding.

Another answer to our question appeals to the excludability of the good being produced. Paradigmatic instances of wrongful free-riding concern the production of non-excludable goods; goods such that providing the good to some renders it impossible or costly for the provider of the good to exclude others from the good (Armstrong 2016). It would presumably be difficult to exclude the sole non-contributing farmer from the benefit of cleaner water in Polluting. Perhaps it would also be difficult to prevent coin-withholders from using the coffee machine in Coin-withholding. By contrast, perhaps the goods provided in Hard bargaining and Non-clicking are excludable. Perhaps it would be possible—and not that costly—to prevent hard bargainers from using the second-hand sales website, and non-clickers from accessing websites. It might be argued that there is no moral requirement to make one’s fair contribution to the provision of excludable goods because the providers of those goods have no grounds for complaint if others access the goods without contributing: if the providers find this access to be problematic, they could, at reasonable cost, prevent it.

I am doubtful that excludability is morally relevant in this way. Suppose the coffee machine in Coin-withholding could in fact easily be fitted with a coin slot such that coffee would only be served to those who pay. This would not affect our judgment that, in the event that a coin slot is not fitted, those who refuse to pay engage in wrongful free-riding.19 Building excludability into the case does not change our intuitive judgment about it.

Moreover, the explanation given above for why excludability rules out the possibility of wrongful free-riding is not persuasive. Though excludability guarantees that the providers of a good can prevent its provision to non-contributors, it does not guarantee that those who indirectly contribute to the goods provision can prevent it. Thus, indirect contributors may still have a moral complaint against non-contributors who access the good. Even if the sales website could easily prevent hard bargainers from using the site, the soft bargainers, acting as individuals, presumably could not. So we cannot appeal to excludability to explain why the soft bargainers have no moral complaint against the hard bargainers.

Finally, a third answer to our question adverts to the optimality of collective provision. Some suggest that wrongful free-riding occurs only when collective provision—that is, a scheme in which the good is provided to all and all are conventionally required to make their fair contribution to its provision—is the morally optimal means of provision (Armstrong 2016). Perhaps this can explain the difference between our two pairs of cases. The honesty box system in Coin-withholding is a system of collective provision, and perhaps it is the optimal system of providing coffee to philosophers. The agreement between the farmers in Polluting is also a scheme for collective provision, and it is plausibly the optimal means of providing clean water for irrigation. By contrast, it is doubtful that the optimal way of running an auction site is to make the site freely available but conventionally require that buyers ‘go easy’ on sellers in their bargaining. It is similarly doubtful that the optimal way of providing online news is to place it on freely accessibly websites but conventionally require news site readers to click on ads. Collective provision does not seem to be optimal in the Hard bargaining and Non-clicking cases.

What does this answer imply for the adblocking case? It does not clearly support the view that adblockers engage in wrongful free-riding, for it is far from obvious that publication supported by (often intrusive) advertisements combined with a requirement not to employ adblockers is the optimal way of arranging the provision of online content. Indeed, asserting that it is would beg the question against many proponents of adblocking, since these proponents often claim that there are better models of provision available. These models may include provision of content only to subscribers (behind a paywall), provision of content supported only by non-intrusive and privacy-respecting advertisements, or something closer to the current model but with users given greater control over what information the trackers used to target advertisements can collect (Burton 2017).

On none of the three views that we have considered, then, does adblocking appear to be an instance of wrongful free-riding. Adblocking seems more like Hard bargaining and Non-clicking than like Coin-withholding and Polluting.

Concluding thoughts

I have outlined three deontological objections to adblocking—the objection from property, the objection from complicity, and the objection from free-riding—and have considered how a defender of adblocking might respond to each. I challenged the view that adblocking constitutes wrongful free-riding. However, I conceded that adblocking may impermissibly wrong creators either directly—through infringing their property rights—or indirectly—through complicity in the wrongdoing of advertising service providers.

Whether adblocking infringes the property rights of creators will, I have suggested, depend on whether the creator intends to impose a ‘no adblocking’ condition on consumers and communicates this clearly, for example, by demanding whitelisting. Whether adblocking that infringes the property rights of creators does so impermissibly will further depend on:


• whether the advertisements served by the creator are unobtrusive and privacy- respecting;

• whether consumers are credibly informed about the nature of the advertisements and trackers that the creator serves;

• whether the creator provides an essential service; and

• whether the creator provides a reasonably priced paid, ad-free option.



The objection from property rights will most plausibly establish the impermissibility of adblocking when the creator (a) clearly demands that consumers either deactivate the adblocker or refrain from accessing the site; (b) credibly informs consumers about the nature of any advertisements and trackers contained on the site; and (c) either (i) offers a low-cost, ad-free option; (ii) serves only unobtrusive and privacy-respecting advertisements; or (iii) provides only non-essential services.

Whether adblocking involves complicity in wrongs committed by the ASP will depend on:


• whether the ASP is guilty of extortion;

• whether the ASP is complicit in the infringement of property rights by other consumers; and

• whether using adblocking software makes one complicit in the wrongful actions of the ASP, for example, because it substantially contributes to that wrongdoing.



Where adblocking consumers are complicit in wrongdoing by the ASP, this will need to be balanced against the possible complicity of non-adblocking consumers in systematic wrongdoing (e.g. in the form of privacy violations) by creators. One type of case in which the complicity involved in adblocking is likely to predominate will be where the ASP demands a large payment for whitelisting, even though most creators are respectful of consumers’ attention and privacy. In this case, the charge that ASPs are extorting creators will be plausible, whereas the claim that creators are wronging consumers will, in relation to most creators, be less plausible. On the other hand, the complicity involved in not adblocking is likely to predominate where most creators are invading consumer privacy.
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Notes

1.David Whittier claims that ‘ad blocking is completely ethical because it by far benefits more people than it harms’ (Bilton 2015).

2.For example, Fisher (2010) argues that the ‘annoyance’ experienced by internet users who view ads is outweighed by the ‘annoyance’ experienced by producers that have to cut staff due to the financial losses caused by adblocking.

3.For an argument for the permissibility of adblocking that engages with such deontological objections, see Zambrano and Pickard (2018). Zambrano and Pickard argue that adblocking is permissible by drawing analogies to other, intuitively innocuous forms of ad-avoidance, such as muting the television during ad-breaks. However, in the course of their argument they respond to a number of deontological objections to adblocking, including some similar to those I consider below.

4.I refer to objections which maintain that adblocking wrongs someone as ‘deontological’, since the idea of a wrong (and the related idea of a moral complaint) fit naturally within deontological theories. But I do not claim that they must be understood within such theories, and indeed I am sympathetic to the idea that consequentialists and virtue ethicists can, with some fancy footwork, make perfectly good sense of wrongs and moral complaints.

5.For a classic statement of the view that rights entail justice-based directed duties, see Thomson (1971: 56, 61).

6.I thank an anonymous reviewer for suggesting this line of argument.

7.This adblocker, moreover, provided no ability for consumers to ‘whitelist’ particular advertising networks or creators.

8.For a statement of this view, see Irina Raicu, quoted in Bilton (2015). Raicu holds that ‘[a]d blocking is a defensive move’ and that ‘[i]t seems wrong to characterize it as unethical when the practice that made it arise is unethical, too’.

9.There may, of course, be some forms of treatment to which it would be wrongful for the possessor of a luxury good to subject me, even if I consent to such treatment as the ‘price’ of the good. For example, it is plausibly impermissible for the yacht-owner to make me his slave, force me to perform a sexual favour, or publicly humiliate me, even if I agreed to his doing so as the price of taking possession of his yacht. It might be argued that some tracking practices employed by creators are in this category; it is wrongful for creators to employ them, even if consumers have consented to them as the price of accessing the creator’s content. (I thank Carissa Véliz for pressing me to consider this possibility.) Note, however, that even in cases such as these, if the content being offered is luxury content, it is not clear that consumers would be permitted to employ ad-blockers defensively. It is doubtful that I am permitted to steal the yacht, even if the owner will only sell it to me in return for my becoming his slave.

10.Credibility might be established by, for example, presenting results of security audits by third-party agencies.

11.AdBlock Plus does this through whitelisting advertisements approved by the ‘Acceptable Ads Committee’. See Acceptable Ads (2020). I will return to this practice below.

12.Of course, some of the main protagonists in the attention economy—including Google and Facebook—are institutions more powerful than most states.

13.Wertheimer suggests that the threatened wrong, in paradigmatic cases of extortion, is a violent crime.

14.For discussion of complicity in cases of with this structure, see Kutz (2000) and Gardner (2004).

15.These cases are inspired by Garrett Cullity’s (1995) Fare-Evasion and Recalcitrant Fisherman cases.

16.An anonymous reviewer makes the interesting suggestion that Professor Smith may simply be stealing coffee in this case. I do not exclude this possibility; this may be an instance both of theft and of wrongful free-riding. However, I also do not think that it obviously involves theft. Theft plausibly involves the failure to fulfil an enforceable duty, and it is not clear to me that there is an enforceable duty in this case.

17.Zambrano and Pickard (2018) make a similar point. For other discussions of ad-blocking that offer comparisons to other ad-avoidance strategies, see Arment (2015c); Ingram (2015a); and Lawrence (2018).

18.The requirement that there be a rule or convention is often built into accounts of unfair free-riding. See, for example, Rawls (1971: 108–114).

19.Garrett Cullity (1995) makes a similar point in relation to his Fare-Evasion case.
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CHAPTER 24

Price Discrimination in the Digital Age

Kasper Lippert-Rasmussen and Lauritz Aastrup Munch

Introduction

Back in 2000, Amazon experienced severe public backlash when it became public knowledge that they had been experimenting with offering customers personalized prices on products such as DVDs, to the effect that some customers paid more than others for the same product. Amazon quickly responded by offering refunds, and Jeff Bezos, the company’s CEO, publicly stated that they had ‘never tested’ and ‘never will test prices based on customer demographics’, further calling the incident a ‘random price test’ and a ‘mistake’ (Amazon 2000).

Amazon’s conduct was a case of price discrimination. Price discrimination is the practice of charging different customers different prices for the same product based on assumed differences in their willingness to pay. Discriminatory pricing schemes enable firms to increase their profits, and are common in both digital and non-digital markets (although it is unclear just how widespread the practice is in the digital realm; see Borreau and de Streel 2018). Indeed, the practice of price discrimination is probably as old as the practice of markets.

Most find at least some instances of price discrimination morally objectionable, for example, cases in which the seller exploits the buyer’s desperate situation to charge the buyer a price that has no relation to what the good costs the seller. However, it is also the case that most find at least some instances of price discrimination morally unobjectionable, or even morally desirable; for example, most find it acceptable that businesses offer loyalty discounts, student and disability discounts, and bulk purchase discounts.

While most people would probably take a similarly mixed view on instances of digital price discrimination, some find price discrimination harder to justify when it occurs in digitally mediated markets than in ‘ordinary’ markets. Call the view that digital price discrimination is harder to justify than non-digital price discrimination the difference view. Indeed, cases such as Amazon seem to suggest that there is something especially morally objectionable about digital price discrimination. Similarly, many find it unacceptable that, say, hotel booking sites ask a higher price from Apple users (Poort and Borgesius 2019); that companies rely on dynamic pricing schemes to offer people different prices depending on their geographical location, gleaned from customers’ internet protocol (IP) addresses (Mikians et al. 2013); or that companies differentiate prices based on browsing history (Vissers et al. 2014). By way of general support for the difference view, one may also note that a recent study based on a sample of people from the Netherlands concludes that ‘[a]n overwhelming majority considers online price discrimination unacceptable and unfair’ (Poort and Borgesius 2019). Although such responses need not solely reflect the belief that digital price discrimination is morally problematic (it could also, say, reflect prudential concerns, strategic response-giving or the so-called-‘availability heuristic’—the psychological tendency to recall specific examples or situations, such as ‘Amazon-type’ cases—when confronted with a general topic or concept, such as ‘price discrimination’), we shall proceed under the assumption that surveys such as those quoted here suggest that many deem digital price discrimination morally more problematic than non-digital price discrimination.

This combination of attitudes—that, generally, digital price discrimination is regarded as morally impermissible and instances of otherwise similar non-digital price discrimination (i.e. the case of student discounts) are not raises a puzzle about the permissibility of digital price discrimination. There seems to be some morally relevant property (or set of properties) by virtue of which some instances of digital price discrimination are particularly morally objectionable. However, the recognition that other (digital or non-digital) instances of price discrimination appear unobjectionable puts pressure on the critic of online price discrimination to explain when, if at all, such a practice is objectionable and why.

The purpose of this chapter is to review different reasons as to when and why digital price discrimination might be morally objectionable. The following section defines (digital) price discrimination. The next distinguishes between two questions: what makes some cases of price discrimination morally objectionable, and what makes digital price discrimination harder to justify than non-digital price discrimination? The remaining sections review six answers to these questions: to wit, that (digital) price discrimination is manipulative; that it violates privacy; that it has an automatized nature; that it results in morally objectionable aggregative results, for example, greater distributive inequality; and that it is discriminatory in a pejorative sense. We claim that all these complaints fail to explain what makes digital price discrimination objectionable per se, though, as we also point out, some of them hold more promise as explanations of why many forms of digital price discrimination are morally objectionable in ways that non-digital price discrimination is typically not.

Overall, it emerges that there is nothing intrinsically morally objectionable about either non-digital or digital price discrimination (and, thus, nothing intrinsically objectionable about price discrimination simpliciter). However, such pricing schemes can be implemented in ways, and under conditions, that render the practice morally objectionable in ways that might warrant legal regulation. An upshot of our survey, however, is that it is difficult to determine when a particular instance of digital price discrimination is morally objectionable. In turn, this might prove to be an attractive feature, since it enables us to make sense of why people seemingly have conflicting attitudes towards different instances of price discrimination.

What is digital price discrimination?

We start by offering an account of price discrimination simpliciter. Since the term originated in economic theory, this is where we will take our starting point (for a recent overview of this topic and further references, see Armstrong 2006; for canonical treatments, see Stigler 1987; Pigou 1932). An initially wider focus serves the following dialectical purpose: if digital price discrimination is, suitably interpreted, harder to justify than non-digital forms of price discrimination (as suggested by the difference view), then an adequate explanation of what renders digital price discrimination harder to justify must also enable us to explain why non-digital forms of price discrimination are easier to justify. We define price-discriminatory behaviour as follows:


(i) Seller offers roughly identical goods or services

(ii) at different price points

(iii) to different buyers

(iv) where the price differential does not merely reflect differences in marginal cost of supply

(v) based on perceived or assumed differences between buyers in their willingness to pay.



We begin with some remarks on the components of this account. According to (i), price discrimination involves offering roughly identical goods or services. This description fits nicely with paradigmatic instances of price discrimination, as well as digital price discrimination. For instance, if A sells copies of the same book to B and C at different price points, A could be engaging in price discrimination. However, some forms of price discrimination are premised on so-called ‘versioning’, that is, packaging the essentially same product in different ways—hardback and softback versions of the same book, for instance—and selling it at different prices. If this is price discrimination, which seems reasonable to believe, then price discrimination does not require identical goods or services in the strictest possible sense.

Condition (ii) suggests that price discrimination requires offering some widget at different price points. The intuitive thrust is straightforward. When some customer is offered, say, a student discount, it is by virtue of being offered a good or service at a comparatively lower price that they experience (in this case beneficial) price discrimination. There is a question about how broadly ‘price’ should be read. Economists tend to understand this rather narrowly as ‘price tag’. However, on a broader notion, all kinds of costs could contribute to generating the final price. Some forms of price discrimination involve, for example, separating customers by offering a discount if a customer is willing to accept some inconvenience. For instance, the customer might have to cut out a coupon from a newspaper and present it at the shop to qualify for the discount. Companies might adopt such schemes under the presumption that only a subset of their customer base would find this offer attractive because many would not want to accept the inconvenience. If we include such inconveniences (which are costs) in the notion of ‘price’, such schemes might not, when everything is accounted for, count as price discrimination after all. Suppose that, on Black Friday, Sam stands in a queue for five hours to get a 5 per cent discount on a lawn mower. Everyone else pays full price. However, Sam’s loss of welfare, due to the inconvenience of standing in a queue, converts perfectly to a sum of money that corresponds to the 5 per cent discount. On the broader view of price, then, we must conclude that no price discrimination occurred in this case. Some might find this counter-intuitive. However, since nothing we shall say turns upon this detail, we prefer to keep our account within the spirit of standard terminology and define ‘price’ narrowly as ‘price tag’.

(ii) seems to count too many cases as instances of price discrimination, however. Imagine that some company sells wheat in different countries at different price points simply because production costs of wheat vary across countries. This does not look like price discrimination in the sense we are after. To avoid counting such cases as cases of price discrimination, we can add (iv) and claim that price discrimination requires that the ratio of the prices of two ‘identical’ products is different from the ratio of their marginal costs. On this view, releasing a hardback and softback version of the same book with different price tags (or selling wheat at different prices) amounts to price discrimination only if the difference between the prices is not a mere reflection of differences in costs of supply. Hence, if we assume that the hardback costs £5 more to produce than a softback, and the hardback is sold for £15 more than the softback, the price discriminated ‘part’ of the price differential amounts to £10. Notice, though, that the ratio test cannot easily stand alone. We would not want to say, for example, that A price discriminates in the relevant sense by offering microchips at one price point to B and offering apples at another price point to C, even though microchips and apples might have similar production costs. We believe that the requirements (i)-(iv) serves to capture the phenomenon with sufficient precision (cf. Elegido 2011: 635).

According to (v), price discrimination is motivated, at least in part, by a belief held by the discriminator concerning some customers’ willingness to pay. Economists tend to call the maximum price that some consumer is willing to pay for some product his or her ‘reservation price’, a property that is a function of one’s budget limitation and one’s preferences. The rationale is that, typically, price discrimination schemes are deployed in the interest of increasing profits. On this view, it seems irrational, perhaps even self-defeating, if A decides to offer B some good at a higher price point than others are offered if he believes that it will simply make B more likely to decline the offer (setting aside special circumstances, such as a fancy gym offering a higher price to poor customers so that they will not join the gym—the gym might want to do this because it wants to preserve its brand as a gym for ‘rich’ people). Since increasing profits seems to be a central motive for engaging in both digital and non-digital price discrimination, it seems warranted to adopt (v).

By virtue of what properties, then, can we meaningfully distinguish digital price discrimination from any form of price discrimination? To our minds, digital price discrimination is behaviour which in addition to (i)–(v) satisfies:


(vi) where the transaction is facilitated and mediated by a certain set of digital techniques, such as dynamic pricing and consumer tracking, and, simply, by virtue of taking place online.



The broad scope of this definition has the virtue of being compatible with many different possible views on what makes digital price discrimination worrisome. It also serves to stress that a central part of the question we seek to discuss is whether it is even morally relevant to distinguish digital price discrimination from the larger set of price discrimination practices. We now turn to this question.

The morality of digital price discrimination

Now that we have a firmer grasp on what price discrimination is, we return to the observation noted in the introduction; some people find digital price discrimination particularly objectionable. We might want to address two questions here:


(1) When price discrimination is simpliciter objectionable, what makes it so?

(2) What makes some instances of, suitably described, digital price discrimination especially objectionable?



We will focus on the latter question, but it is open for debate whether these two questions are worth keeping apart. Consider what can be called the no-difference view. On this view, there is really only one thing to be explained here, since there is no discernible, sufficiently generalizable, and morally relevant difference between digital price discrimination (DPD) and other forms of price discrimination. In support of this view, one might point out that the only non-moral difference between DPD and non-DPD is that the former satisfies (vi)—the transaction takes place online and is facilitated and mediated by digital techniques. There is no reason to think that, other things being equal, activities that are digitally mediated are harder to justify than non-digitally mediated activities. For example, it is not morally more objectionable to lie in an email than to lie in a letter. However, we do not think the no-difference view should be endorsed right away. As noted above, intuitions seem to favour rejection of the no-difference view. Accordingly, we shall primarily discuss the second question posed above, noting that it will inevitably lead us to touch upon the moral permissibility of price discrimination simpliciter. However, given that our purpose is to better understand the digital realm, there is a sense in which it is unimportant whether the best explanation of what makes DPD objectionable generalizes to explain what makes other instances of price discrimination objectionable (although this would, of course, be nice). We suspect that there are both permissible and impermissible instances of both digital and non-DPD, such that there is a need for ‘local’ clarity, regardless of how the pieces fit together in a larger picture. If, for instance, we find it objectionable that companies differentiate prices based on IP addresses and browsing history (prima facie impermissible DPD), we should also be able to explain how it differs from, say, giving student discounts by predicting the occupational status of putative customers (prima facie permissible DPD).

Before turning to the question at hand, a few more pieces of terminology will come in handy. On one view, what makes troublesome cases of DPD objectionable is a property that can be found in its particular instances, either as an intrinsic or extrinsic property of the practice. On another view, what makes DPD objectionable is not a property of its particular instances, but instead of some overall pattern that results from allowing the practice. While there are important details in this distinction, the overall idea is straightforward (cf. Owens 2012; Husak 2008). For example, what is objectionable about greenhouse gas emissions is, presumably, not a feature of its particular instances, but rather the disastrous pattern that results when enough industries and individuals create sufficient emissions to have an effect on climate. Analogously, price discrimination might be objectionable in either of these two ways, in both, or in none.

We start by picking out some salient features of DPD to discuss whether it is objectionable in its particular instances. We discuss whether DPD is manipulative or deceptive, violates privacy rights, or whether it is epistemically inadequate or lacks accountability. We claim that these objections have little bite in the sense that they cannot explain what is objectionable about DPD. Next, we consider two pattern-based objections, namely that DPD leads to undesirable distributions of wealth and power. We argue that these objections are more promising, but that they, at most, explain what is objectionable about DPD in certain specific circumstances.

Is DPD manipulative?

One concern with DPD appears to be the general lack of transparency surrounding the practice. While opacity is not a necessary part of DPD, opacity is a striking feature of most instances of DPD. A telling fact in this regard is that few people are aware of how widespread the practice is. As Chen et. al. (2016: 1339) suggest, ‘[u]nfortunately, the public currently lack comprehensive knowledge about the prevalence and behavior of algorithmic pricing algorithms in-the-wild’ (see also Hannak et al. 2014; Poort and Borgesius 2019). In part, such lack of knowledge is unsurprising. Since customers tend to dislike the practice, companies, in fear of consumer backlash, tend to conceal it. It is likely that some people would want to avoid certain companies if they knew they practiced DPD.

This opacity might lead one to hypothesize that if DPD is objectionable, it is so because it is manipulative (by virtue of taking place without consumers knowing about it). This hypothesis seems prima facie compelling, as manipulative conduct seems objectionable in general (for a helpful overview, see Noggle 2018). The flipside of this hypothesis, of course, is that if the practice were adequately communicated, there would be no objection along these lines and, thus, that DPD is not morally objectionable per se.

On one understanding of what makes manipulation objectionable, manipulation is objectionable when and because it undermines rational decision-making capabilities (Vold and Whittlestone 2019). As Raz (1988: 337) writes, ‘manipulation, unlike coercion, does not interfere with a person’s options. Instead it perverts the way that person reaches decisions, forms preferences, or adopts goals.’ Others simply suggest that manipulation ‘bypasses reason’ (Noggle 2018). We are not out to defend the best possible account of manipulation, so we will leave some technical details aside. For our purposes, it is enough that this account captures what many take to be objectionable about manipulation.

Note first what kind of manipulation complaint is unlikely to have bite. A might manipulate B if A acts to somehow induce desires or emotions in B that A correctly believes will result in B’s reasoning in a rationally deficient way. For instance, A might run a cleverly devised desire-inducing advertisement that leads B to desire some product, even when this desire is irrational, given B’s more fundamental desires. Or A might try to frighten B, which leads B to overestimate the risks of not buying a certain kind of product (e.g. an insurance). In both of these cases, we might want to accuse A of trying to manipulate B by leading B to bypass rational decision-making processes. DPD is almost never objectionable because it involves manipulation in this sense. Typically, when consumers are subjected to DPD, they experience little more than being offered a price tag. It is hard to see how offering a price tag could amount to acting in a way that objectionably undermines people’s rational decision-making capabilities by inducing inappropriate emotions or desires in a way similar to the examples offered above.

However, there is arguably a more compelling way to flesh out the manipulation complaint. On one view, A acts manipulatively towards B if A acts in ways that lead (or are likely to lead) B to have false beliefs that serve A’s purposes (cf. Mahon 2016). Some might want to describe this as deception rather than manipulation, but little turns on terminology at this point. On this generic account, there is a plausible sense in which DPD is often manipulative. If companies strategically withhold information about the presence of discriminatory pricing schemes and their precise content, they contribute to making it the case that people have false beliefs (perhaps by virtue of remaining ignorant) regarding the presence of the practice. However, we must distinguish between manipulation and wrongful manipulation, since a successful manipulation complaint must be based on a diagnosis suggesting the latter. However, it might seem doubtful that DPD is wrongful manipulation, even if customers are generally unaware of the practice and companies contribute to this being the case because this view seems to presuppose the truth of the following principle:


(1) It is wrong of A to offer B P if A simultaneously, by way of an action or omission, deliberately conceals the fact from B that B could have taken steps that qualified him for some better offer, P*.



The consequent of (1) seems to us an apt description of what is often going on when companies engage in DPD. To wit, these companies offer a good or service at a given price point, and do not inform the customer that he could have taken steps to qualify for a better offer (e.g. by accessing the web shop from another device). The problem, though, is that (1) seems false, since it implies that any offer-maker is duty-bound to disclose that some putative customer can get an offer by buying from a competitor. Such a principle goes against the plausible idea that when interacting in markets, people are permitted to act in their self-interest, at least within certain constraints. In fact, (1) implies that selling things in general is impermissible by default, even in the absence of any form of price discrimination. Such an implausible implication suggests that the manipulation complaint is unsustainable, at least in this form.

One might try to revise (1). For instance, we generally tend to think that offer-makers have a duty to disclose at least some substantially significant details regarding the conditions of the offer posed. A car seller might act objectionably manipulatively if he deliberately fails to disclose that the brakes of the car are deficient. There seems to be a morally relevant difference between failing to disclose relevant details of an offer and failing to disclose the fact that there are other, and better, offers available. Accordingly, we might adopt:


(2) It is wrong of A to offer B P if A simultaneously, by way of an action or omission, deliberately conceals relevant information.



By the light of (2), one might think that in cases in which it is relevant information to customers whether or not a seller relies on price discrimination (in the same way that information about the condition of the brakes on a car is relevant information), a company acts manipulatively by failing to disclose this fact. At the least, this judgment seems to cohere nicely with people’s feelings when they realize that they could have got a much better deal provided they had been aware of the way in which they were being subjected to disadvantageous price discrimination.

It is worth noting, though, that (2) has its own problems; namely, how do we determine relevance? Some customers might think that it is relevant information to know the precise recipe used to make Coca Cola. Presumably, some customers would change their course of action (e.g. avoid buying Coca Cola) if they had this information. However, we take it that the Coca Cola Company does not act manipulatively by not disclosing the precise recipe (i.e. perhaps in the interest of preserving their competitive advantage). This thought reveals that it is not clear how we should understand the ‘relevance’ qualifier in (2), and that actual consumer preferences regarding which information should be provided by the seller might not be a compelling yardstick.

While we recognize that there is more to be said on the question of manipulation and DPD, we conclude as follows. The complaint that DPD as such is objectionably manipulative fails to convince. But bear in mind that this view is consistent with holding that these practices are more manipulative than many adequately announced, non-DPD schemes, such as student discounts at museums (cf. Vold and Whittlestone 2019). What we claim, however, is that it is doubtful whether DPD as such is harder to justify than non-DPD due to concerns about manipulation. Finally, we suggest that in cases in which the precise details of the price discrimination scheme and its existence qualify as relevant information, there might be a viable manipulation complaint to be had. In fact, this view might even come with the practical upshot that we ought to adopt legislation that forces companies to disclose such relevant details, when appropriate.

Does DPD violate privacy rights?

Most forms of profitable price discrimination require that the seller has a reliable way of identifying the reservation price of putative customers before fixing the price offer. It is, however, often both costly and unwieldy to estimate reservation prices (Armstrong 2006). The structural conditions enabling DPD are somewhat special in this regard. E-commerce companies have ample opportunity to collect and analyse various types of personal information that users leave behind when they interact with digital devices, often without being aware of the use to which it is put. This information could consist of (but is not limited to) browsing and purchasing history, IP addresses, and unique device footprints. It turns out that all this information can be used to predict reservation prices and hence serve as a basis for price discrimination (cf. Taylor 2004).

The collection and analysis of personal information might give rise to a whole host of information processing-related complaints. These might be spelled out in different ways. Some might find it objectionable to collect some pieces of personal information without explicit consent because it violates a right to privacy (see for instance Munch 2020). Others might instead worry mostly about the risk of abuse of the information. For example, Gehrig and Stenbacka (2005: 139) write that:


The feasibility of price discrimination requires the collection of sensitive private information by numerous companies. On a societal level, it may be difficult to ensure the privacy of this information. Due to management errors, fraudulent behaviour or simply the process of mergers and takeovers this private information may fall into hands that should not have access to it.



We take it that companies have a duty to take certain steps to make sure that the risks resulting from their personal information-processing activities are proportionate, regardless of whether the information is used for the purpose of price discrimination. Insofar as a company fails to comply with this duty, there is reason to object. In this sense, we have an explanation of what could make some instances of DPD especially objectionable. This also fits nicely when compared to instances of intuitively permissible non-DPD, such as offering student discounts—such instances do not typically involve extensive data processing.

Do privacy concerns offer a satisfying explanation of what is objectionable about DPD? While we recognize that dubious information processing can often constitute a wrong-making property, it is less clear that this explains why we should find DPD objectionable. Two observations support this point. First, we take it that many would object to DPD even if companies only relied upon personal information they had collected and processed in morally permissible ways (i.e. in ways involving no violation of a putative right to privacy), or if they relied on no personal information. Thus, the privacy-based explanation seems to leave central cases unexplained. Second, the fact that the presence of objectionable DPD correlates with the presence of objectionable data-processing does not amount to showing that the latter explains the former. In turn, it seems plausible to think that the reason why it is objectionable to process people’s personal information is that the information-processing is used as a means towards an end that is objectionable in some respect. But this view presupposes an account of what is objectionable about DPD, rather than explaining why DPD is objectionable.

We conclude that one should look elsewhere for a complete explanation of what makes DPD objectionable. Such a conclusion is consistent with thinking that some—perhaps even most—instances of DPD might be objectionable due to the questionable information-processing practices they entail. In other words, the difference between permissible and impermissible DPD (or price discrimination simpliciter) does not seem to turn upon a distinction between price discrimination based on processing people’s personal information and price discrimination based on, say, no information whatsoever.

Is DPD objectionable by virtue of its automatized nature?

A notable feature of DPD is its automatized character. This property also serves to distinguish the practice somewhat from some instances of non-DPD. The price personalization occurring on, say, Amazon is largely a process facilitated by algorithms applying general rules, absent any direct human intervention (although it is humans who program the algorithm, of course).

There is a set of moral concerns that are applicable to such automated decision-making, regardless of whether the decision procedures facilitate price discrimination (see, e.g. Zarsky 2015; Ziewitz 2016). These could be of relevance here. We shall discuss two. According to some, so-called algorithmic decision-making is objectionable because it might be biased. Call this the epistemic inadequacy concern (for an overview, see, for instance, Mittelstadt et al. 2016). Others are concerned about such algorithms being often opaquely implemented, thus preventing structures of accountability (Pasquale 2015, for instance, calls such algorithms ‘black boxes’ to emphasize this opacity). Call this the accountability concern.

Let us consider the epistemic inadequacy concern first. One might object to DPD because it will sometimes be epistemically inadequate, and perhaps even more imprecise than other forms of price discrimination. For example, whether A accesses the internet using a Mac or PC is at best an imperfect and crude proxy for A’s reservation price regarding a given good or service. Such inferences might lead to cases (and perhaps many cases, depending on the epistemic quality of the proxy) in which people are offered a price that does not in any meaningful way correspond to their reservation price.

It is true that it can sometimes be morally impermissible to act in ways that disadvantage people if this act is based on an inadequate evidential foundation. For present purposes, we can assume that DPD involves treating some people disadvantageously—although some might object to this assumption, thinking that an offer can never disadvantage (against this view, see Rippon 2012). Suppose that, as an illustration of this general thesis, General Impulsive decides to carpet-bomb a village based on (what the general knows is) at best dubious intelligence suggesting that the village harbours a factory producing nuclear missiles. Given the stakes (the harm likely to result), we could think that General Impulsive does wrong because he acts epistemically irresponsibly. He ought to acquire better evidence before acting (assuming that the act could be permissible if it were appropriately justified epistemically).

So epistemic inadequacy sometimes provides a reasonable complaint. Is this the case regarding DPD? Here are two problems with the suggestion that it is. First, the epistemic adequacy objection is shallow because it would be much more interesting if we could find a sense in which DPD is morally objectionable even if it cannot be faulted on epistemic grounds. At best, this would produce an objection to the subset of instances in which price discrimination is implemented based on inadequate evidence (which is not to say that this objection is insignificant). Presumably, those who object to DPD would want to object to cases in which the offer-maker has strong evidence for thinking that the digitally predicted reservation price is the correct one. While this problem is not detrimental, the following seems to be. Even intuitively permissible forms of (non-digital) price discrimination rely on deficient proxies of the factor we are interested in, that is, willingness to pay. Offering student discounts is also an imprecise proxy for reservation prices (not all students are poor), so epistemic inadequacy seems to fail in picking out a sense in which DPD seems especially objectionable, and fails even in explaining what is objectionable about price discrimination simpliciter in the first place. The student discount contrast suggests that we have little reason to think that permissible instances of price discrimination necessarily rely on better proxies, epistemically speaking. Hence, the epistemic inadequacy objection fails.

Let us now turn to the concern for accountability. There seems to be a straightforward sense in which, typically, it is harder to contest and even understand what is going on when one is subjected to DPD. This contrasts relevantly to normally acceptable forms of price discrimination such as student discounts. We typically understand the social norms that structure such pricing schemes, and we typically find ourselves in a position to contest the decisions imposed on us if we find them inappropriate. There is a sense in which many people would probably not even know where to begin if they wanted to make sense of and change the way that algorithms personalize the content they receive, including prices. Indeed, as Buhmann et al. (2019) suggests, ‘A growing public unease about the massive societal ramifications of algorithms has perpetuated a public discourse that is increasingly concerned with their transparency and accountability.’ To counteract this lack of transparency, scholars have recently suggested that people subject to algorithmic and automated decisions have an entitlement to an explanation for their treatment (for instance, Wachter et al. 2018; for a discussion of ‘de-responsibilization’ in algorithmic decision-making generally, Rubel et al. 2019).

We have to be careful here, however, since a lack of accountability is only a problem insofar as there is a feature by virtue of which somebody ought to be held accountable (cf. Shoemaker 2011). An example is the relationship between citizen and government, in which the formal powers possessed by the latter over the former generate accountability claims.

This caveat reveals a problem with the line of reasoning we are assessing. While we want to grant that the employment of algorithms as a decision-making procedure might sometimes, perhaps even often, be objectionable because it prevents accountability, it is less clear that this is true in the case of DPD. This argument is somewhat analogous to our discussion of manipulation in a former section, in which we concluded that it is not necessarily objectionably manipulative to price discriminate without notifying customers of the practice, unless the information is relevant. If correct, it seems, by extension, that there is a similarly weak case for claiming that customers are necessarily entitled to hold companies accountable on the specific matter of pricing schemes based on assumed reservation prices (which, again, is perfectly consistent with thinking that there are many ways in which companies ought to be held accountable). However, we grant that if it can be demonstrated on independent grounds that some instances of price discrimination are objectionable, perhaps because there is a failure to convey relevant information, then it might amount to a further wrong, in these specific cases, to obscure accountability by relying on algorithmic decision-making and, thus, to obscure the fact that price discrimination, which is objectionable in the first instance for non-accountability-related reasons, takes place.

Pattern-based objections to DPD

We now switch focus away from explanations of what makes DPD objectionable that seek to locate the objectionable property in particular instances of the practice. Instead, we turn to explore the possibility of what we shall call pattern-based objections. According to such arguments, what is objectionable about price discrimination is not a property of its particular instances, but rather a property of the aggregate pattern that results from allowing the practice or from failing to regulate it appropriately. On such a view, we might hold, for instance, that all particular instances of DPD are perfectly permissible, at least taken in isolation, and yet the practice is nevertheless objectionable overall.

Consider first what we shall call the distributive complaint. According to this complaint, we have reason to find DPD morally objectionable because of its distributive effects. On this line of reasoning, we object to price discrimination because it upsets some particular pattern which we have independent reason to prefer. There are at least two items we have reason to be particularly concerned about. First, we might be concerned about how some markets distribute their benefits and burdens. If some market produces or reproduces major inequalities or systematic patterns of disadvantage, we might have reason to object (see also Herzog’s chapter on ‘Algorithmic Bias and Access to Opportunities’ in this handbook). This observation suggests that we should ask whether DPD leads to adverse welfare implications. Second, and since we are dealing with a market context, we might have reason to be concerned about DPD producing or reproducing significant power asymmetries.

Can the distributive complaint be fleshed out in a satisfying way? Importantly, economic scholarship suggests that ‘[t]he welfare effects of allowing price discrimination are ambiguous’ (Armstrong 2006: 100) and the distributive outcomes of allowing price discrimination depend on the nature of the market. For instance, one study (Shiller 2014) estimates that Netflix would be able to increase its profits by between 0.8 per cent and 12.2 per cent (to the detriment of consumers) under monopolistic conditions if they were able to personalize prices. This finding is much in line with general economic theory suggesting that monopolistic power, combined with a reliable way of estimating reservation prices, tends to capture consumers’ surplus (although, if monopoly is a given, allowing price discrimination might be beneficial for customers relative to a uniform pricing monopoly). However, in competitive settings (as well as reasonably competitive settings), which is the context in many of the markets in which DPD is likely to be deployed, the results are much less clear and depend on the nature of the market, as well as on the information available to companies and customers (Borreau and de Streel 2018). Hence, in practice, some instances of digital, as well as non-digital, price discrimination might be beneficial or harmful to the customer base as a whole, and there might be different distributive effects across different groups of consumers. One might suspect, however, that companies would be unwilling to implement price discrimination in the first place if it did not benefit them somehow (although it is unclear that this should necessarily be objectionable).

Since the distributive complaint depends on how price discrimination actually affects the distribution of welfare in some particular market, there is no simple view to be had here. It depends, as it were, on the kind of pattern we favour, and how some particular instance of price discrimination upsets it. Importantly, however, there seems to be no good reason why the distributive complaint could not be equally applicable to certain instances of non-DPD that speak in favour of the no-difference view. The objection is still apt, given the right circumstances, however. For instance, we might have reason to act to prevent companies from exploiting certain customers through predatory pricing schemes, for example, schemes that lure vulnerable customers to bind themselves to contracts whereby they will pay excessive rents on a loan provided by the seller in connection with a purchase. This point seems to apply equally to digital as to non-digital instances of price discrimination.

Is DPD objectionably discriminatory?

‘Discrimination’ is often used pejoratively to condemn certain practices involving objectionable disadvantageous differential treatment, such as discrimination based on race or gender. Since the term figures both in such cases and in instances of price discrimination, one might hypothesize that an adequate account of what explains the wrongness of price discrimination must refer to a generalizable theory capable of explaining what makes objectionable forms of discrimination wrong. We must proceed carefully here, though, since the notion ‘price discrimination’ originated within economics for non-normative purposes (economists do not typically use the term pejoratively). This observation relates to a further worry that we encounter at the conceptual level. At least to some, prima facie objectionable discrimination refers to differential treatment on the basis of membership of a socially salient group where the group, in a sociological sense, serves to structure social relations across a wide range of different contexts (Lippert-Rasmussen 2013). This notion serves a crucial role in fleshing out what part of the problem is with objectionable discrimination, such as racial discrimination—namely, that the salient group membership facilitates disadvantageous treatment in multiple domains of society.

Back to the present concern, it is unclear in what sense DPD meets this requirement. On a rough first pass, price discrimination seems to amount to the differential disadvantageous treatment of those with relatively higher reservation prices. Given that rich people generally, though not always, have higher reservation prices, perhaps one could describe this as discrimination against ‘rich people’, although this would be imprecise, since one can have a relatively high reservation price regarding some good or service without necessarily belonging to a ‘rich’ segment of society. Insofar as price discrimination becomes more widespread, it will be true that endowments come to structure a wide array of social interactions in a relevant sense. Yet it still seems to stop short of being comparable to, say, the specific sense in which race has historically structured social relations to the disadvantage of Black people. Furthermore, the group criterion, at least as it is usually employed, tends to naturally suggest the further idea that part of what is objectionable about discrimination is when people take a certain category, such as race, as a direct reason for wanting to discriminate against that group of people, perhaps due to a (false) belief in the inferiority of Black people, for instance. It is hard to believe that this line of reasoning applies neatly to the present problem. Companies do not typically price discriminate against those with relatively higher reservation prices due to a belief that rich people (or people with modest means and dire needs, and therefore remarkably high reservation prices) are less deserving, moral inferiors, or some such offensive belief. Companies price discriminate because they believe it will be instrumental in earning them a greater profit. In turn, if the process is fully automatized via an algorithm that seeks to optimize profits by way of price discrimination, there are hardly any human attitudes involved at all, let alone those directed towards discrete people being subject to disadvantageous price discrimination. Interestingly, the lack of offensive human attitudes points in the direction of one way in which instances of DPD often can be morally less objectionable than cases of non-DPD. Unlike, say, the racist car dealer who demands a higher price from African-American customers on account of racial animus, DPD will never—at least not directly—involve charging consumers from particular socially salient groups on account of certain objectionable mental states directed at them.

A critic might correctly point to the fact that while these observations might be true of direct discrimination or, in other words, differential treatment, they are not true of indirect discrimination, or disparate impact. Roughly, direct discrimination occurs when beliefs about which socially salient groups the discriminated person is a member of form part of the discriminator’s motivating reason for treating the discriminated person disadvantageously compared to others. Indirect discrimination occurs when a certain practice has a negative impact on certain protected groups which is disproportionately negative in light of the benefits that the practice involves (cf. Altman 2020). The relevant point in this context is that indirect discrimination can occur in the absence of any direct discrimination and, thus, price discrimination might be indirectly discriminatory against certain groups even if, for the reasons expounded in the previous paragraph, only in exceptional cases will it involve direct discrimination against protected groups. For instance, one could easily imagine that algorithms can reliably estimate consumers’ gender or age from their digital traces and on that basis charge women and, say, old people a higher price on the basis of a justified belief that, on average, the reservation prices of members of those groups are higher than those of other groups (see also Herzog’s chapter on ‘Algorithmic Bias and Access to Opportunities’ in this handbook).

In response to the correct point that, in principle, DPD might be indirectly discriminatory against members of certain groups in a way that many will consider morally objectionable, we make two observations. First, we see little reason to think that there is any principled difference between DPD and non-DPD when it comes to objectionable indirect price discrimination. Hence, worries about indirect discrimination can hardly support the difference view, not even in a weakened form and, in any case, as already mentioned, there are worries pertaining to direct discrimination that apply to non-DPD and do not apply to DPD.

Second, while, no doubt, there will be cases of DPD that appear problematic for indirect discrimination-related reasons (e.g. cases in which the practice of DPD results in members of protected groups having to pay a higher price relative to members of other groups), there will also be cases in which the reverse is the case (cf. Lippert-Rasmussen 2014). In fact, to the extent that members of protected groups tend to be worse off, economically speaking, and have a lower reservation price than members of groups that are better off (both assumptions seem reasonable in some cases), one might conjecture that there will be more of the latter cases than of the former. The picture that emerges is that there seems to be no obvious way in which DPD can be shown to be morally objectionable per se, or for that matter typically morally objectionable by appeal to the moral objectionableness of group discrimination against certain protected groups. In other words, we should assess DPD largely independently of whatever moral views we have about standard cases of discrimination.

However, we want to stress that in cases in which price discrimination indirectly disadvantages vulnerable groups, there is a reason to complain. Whether this is the case, however, is an empirical question, and the evidence for the extent to which this is the case is scarce, though undoubtedly such cases exist. For instance, Propublica (2015) mentions a case in which a geography-based pricing scheme had the effect that poor Asians were more than twice as likely to be offered a higher price for a service delivered by the Princeton Review.

Conclusion

In this chapter, we investigated the nature of price discrimination generally, and digital price discrimination specifically. We introduced two moral questions: (i) what is it that makes some cases of price discrimination morally objectionable? and (ii) what makes DPD harder to justify than non-DPD? We then looked at some of the most obvious answers to these two questions, arguing that none of them succeeds in offering a satisfactory response to the second question. This suggests that it is not necessarily the case that DPD is harder to justify than non-DPD.

Depending on how it is implemented, DPD might instantiate certain wrong-making factors. Moreover, it might do so more often than non-DPD. Think again of the case of (non-digital) student discount price discrimination and compare it to the forms of DPD discussed throughout the text. There is a good chance that, say, the latter types of DPD are typically more manipulative than the case of non-digital student discounts. After all, people tend to be aware of the existence of the former and not the latter. However, this is not to say that DPD is always—even necessarily—manipulative. Nor is it to say that non-DPD could not also be objectionably manipulative. Price discrimination—whether digital or not—is likely to be objectionable when it is manipulative, violates privacy, or creates or reinforces objectionable patterns of disadvantage. We believe that these are amongst the most typical objections one might mount against particular instances of DPD.
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CHAPTER 25

The Ethics of Medical AI

Abhishek Mishra, Julian Savulescu, and Alberto Giubilini

Introduction

Over the past few years, artificial intelligence (AI) solutions have been increasingly explored and developed for health-care settings. This trend is only expected to accelerate. For the purposes of this chapter, by ‘AI’ we refer primarily to deep learning models that exhibit (at least some of) the following features: (1) they are trained on very large data sets using high levels of computational resources; (2) their workings are at least somewhat opaque, given the various hidden layers that such deep neural networks use, which makes it difficult to provide an explanation for their recommendations (as would have been possible for prior information systems); and finally (3) they exhibit at minimum near human-level (and up to superhuman level) performance on the health-care-related task they are meant to perform.

The potential benefit of such systems is vast—they can lead to better clinical and health outcomes not just because they perform at a superhuman level for some tasks, but also because they may facilitate greater access to health care in populations and low-resource settings in which previously access to health care was limited. Beyond purely medical outcomes, the use of such systems also has the potential to affirm the values we consider important in the health-care context: enabling greater informed consent and a more robust clinician–patient relationship, facilitating a more just distribution of health-care resources, and leading to more unbiased clinical decision-making. However, given the unique features of AI models outlined above, their use might lead to new ethical concerns that undermine these very values in unprecedented ways. In this chapter then, we shall explore some of these major ethical concerns raised by medical AI.

It is important at the outset to highlight some areas we will not be focusing on. Our discussion does not focus on the privacy and ethical issues around the data that such machine learning models are built on, on health apps and the specific concerns they raise as compared to more traditional channels of health information and advice, or on AI models used outside of health-care settings that have health implications (such as algorithms used in social media). We also do not discuss models that are used within health-care settings (such as hospitals) but to augment logistical workflows. We restrict our discussion here for reasons to do with space as well as focus.

Outside of these, there are varying applications for health AI systems. Most notably, deep learning models can be used to aid clinical decision-making by suggesting diagnoses and treatment recommendations. Proof-of-concept models have been developed for radiological analysis (such as for lung cancer screening (Ardila et al. 2019)), to diagnose diabetic retinopathy through optical computed tomography scans (Gulshan et al. 2016), diagnosing glaucoma (Bojikian et al. 2019), classifying skin cancer (Esteva et al. 2017), assessing cardiovascular risk factors (Poplin et al. 2018), diagnosing a range of paediatric diseases through electronic health records (Liang et al. 2019) (among many other use cases), and predicting risk of suicide attempts (Walsh et al. 2017). Outside of being used as clinical decision support systems, AI can also be used to provide ‘ambient intelligence’ in hospital settings (Gerke et al. 2020), monitoring for patient mobilization (Yeung et al. 2019) and bedside practices such as hand hygiene (Haque et al. 2017). The use of AI systems has also been suggested to protect and promote public health in a more targeted and precise way (Panch et al. 2019). AI systems can also be used to yield better outcomes for organ transplantation (e.g. kidney or liver transplants), from assisting in curating transplant chains for incompatible donor–recipient pairs (Sherman and Greenbaum 2019) to predicting survival post-transplantation (Díez-Sanmartín et al. 2020). In surgery, deep learning models can be used to assess surgical procedure and performance (Khalid et al. 2020), as well as for surgical robotics (Mirnezame and Ahmed 2018).

As can be seen, the applications of AI in health and medicine are myriad. Furthermore, while most of the applications now are of an assistive nature, providing aid to clinicians and human operators, many AI applications in the future may instead be autonomous. This distinction is an important one and raises very different ethical questions. For the purposes of most of this chapter, we focus on such assistive systems, though we return to the question of ethical issues concerning autonomous systems towards the end.

In this chapter then, we consider the main ethical themes that are raised by the use of such AI systems. We consider, in turn, the ethical concerns that arise on the basis of (a) bias, discrimination, and fairness; (b) patient-centred medicine; (c) AI and value-based decision-making; (d) responsibility, accountability, and explanation; and (e) the broader and long-term societal effects of AI in health care, including more speculative ones. In each of the following sections, we raise the various questions posed under these themes, assemble the main arguments that have been provided, and point to directions for future research. Finally, we end with some closing comments.

Bias, discrimination, and fairness

The potential for AI systems to perpetuate bias that is ethically problematic is one of the most well-discussed topics in the domain of AI ethics. Technically, AI systems are intended to discriminate by design—a deep learning classifier trained to detect lung cancer through the analysis of CT scans is meant to discriminate between those scans that sufficiently indicate a positive diagnosis and those that do not. What makes discrimination ethically problematic is when it happens on the basis of factors that are not clinically relevant and so should not have been a basis for assessment, to yield outcomes that are unfair. Such situations are especially problematic when such factors have traditionally been protected categories, such as race or gender, though unethical discrimination can also arise in cases in which non-protected categories are used when they shouldn’t be. When we write about a factor that shouldn’t have been used for assessment, we refer to factors that have not reasonably been shown to affect the outcome in question. A process that is problematically discriminatory in such a way, and yields unfair outcomes, can be said to exhibit bias. Such biased processes can then be argued to violate considerations of justice and equality.1

Algorithms have been noted to be problematically biased across many different applications (in this volume, see Hadjimatheou and Nathan for issues in predictive policing; see Herzog and Sparrow for other kinds of algorithmic bias). Algorithmic bias along the lines of race seem particularly foreboding for the health-care context, considering that there are deep learning models being developed for the classification of skin cancer using photographed images (Esteva et al. 2017) in which fewer than 5 per cent of the training images used were of dark-skinned individuals (Zou and Schiebinger 2018). Perhaps the most significant example yet of such discrimination in health care is of an algorithm used to provide patient risk scores as the basis for selection in ‘high-risk care management’ programmes: for a given risk score, Black patients were considerably sicker than White patients (Obermeyer et al. 2019). Selection based on these scores led to a significantly lower representation of Black patients in such care management programmes across levels of sickness. Given that such an algorithm is deployed nationwide in the United States, and is typical of commercial risk-prediction tools that are applied to roughly 200 million people in that country each year, the scope of discrimination is staggering.

The use of AI systems can yield such discriminatory outcomes due to various potential problems in their development. For instance, while it is unlikely that models will be built for which protected categories like race are features meant to be explicitly factored into the classification, other seemingly unconnected features can serve as proxies for them. This is what happened in the risk prediction case above: the model took as input total past medical expenditure for patients and used it to predict future health expenditure, which was taken to be an indicator of future health risk (Obermeyer et al. 2019). Such ‘label bias’ occurs when the data label used (‘medical expenditure’) does not mean the same thing for all patients ‘because it is an imperfect proxy [for future healthcare need] that is subject to health care disparities rather than an adjudicated truth’ (Rajkomar et al. 2018). Unequal medical expenditure could arise due to factors such as differential access to care, or differing levels of trust in the health-care system rather than different risk.

Avoiding such iatrogenic effects requires a deep understanding of the systems that produce the data that AI models are trained on, and how there might be systematic discrimination occurring. Other biases that could lead to such discrimination include ‘minority bias’, when protected groups are underrepresented in the training data (as in the case of the dermatological classifier above), ‘missing data bias’, when data is missing for protected groups in a non-random fashion, and ‘informativeness bias’, when chosen features are less informative to render a prediction in a protected group (Rajkomar et al. 2018). Ensuring that unfair discrimination doesn’t occur requires that all these (and more) biases be considered when building AI systems.

But how do we determine whether a model is discriminating unfairly? When it comes to measure of fairness, there are multiple viable candidates. Earlier, we noted that ethically problematic discrimination can happen when a model’s output is based on protected attributes (such as race or gender) or their proxies—this is known as anti-classification (Corbett-Davies and Goel 2018). Other candidates for operational measures of fairness are classification parity, which requires common measures of predictive performance (false positive and false negative rates) to be equal across groups, and equal calibration, which requires that for a given model output (such as a particular health risk score) it is equally likely that the output is correct, regardless of which group the individual is from. Contextualized to the care management programme risk prediction case earlier, anti-classification requires that risk scores are not calculated by explicitly factoring in race or any of its clinically irrelevant proxies (which can easily happen, given that medical expenditure is correlated with race, for instance). Classification parity requires that false-positive and false-negative rates are equal across White and Black patients, and equal calibration requires that for a given risk score the likelihood of needing high-risk care management remains the same, regardless of whether the patient is White or Black.

Considering that these measures all seem intuitively to capture different parts of various conceptions of fairness, the question of which of these measures to use becomes an important one for AI systems. Furthermore, lest we think that we might just be able to use them all in some aggregated fashion, there is a further twist—classification parity and equal calibration are incompatible with each other and cannot be fulfilled simultaneously, and so must be ‘traded-off’ against each other (Kleinberg et al. 2016). Given that different groups have different base rates of the property being classified (e.g. high-risk care needs, measured perhaps by a comorbidity score), a model that is calibrated would necessarily produce different false-positive and false-negative rates. Such conditions necessitate a choice between classification parity and equal calibration as to which is the more desirable measure of fairness. While there have been some arguments put forward in favour of selecting one of these measures to the exclusion of the other (Long 2020), this debate is still quite new and more work needs to be done.

So far, we have been assuming that the various protected categories mentioned here are actually clinically irrelevant when it comes to medical decision-making. However, there might be circumstances in which such features have been reasonably shown through research to be clinically relevant. For instance, it has been shown that the base rate of a disease is different across sub-populations (e.g. prevalence of breast cancer in men vs women). Furthermore, there are other complicating factors. For example, we might imagine cases in which a model might not display fairness, but might otherwise yield significantly better performance from existing methods. Whether such a model should nonetheless be used would depend on which theory of justice one subscribes to, and how such a theory balances total good (measured in terms of aggregate health outcomes, for instance) and fairness.2 Additional complications might also arise when we consider whether the unfair outcome disadvantages those who are already well off in society, or those who are worse off (see Herzog, this volume).

Another thing to note is that so far, the measures of fairness discussed are measures of model performance. Ultimately, the ideal is to aim for fair outcomes, something that fair model performance (however that might be measured) doesn’t necessitate (Rajkomar et al. 2018). Fair model performance might get disturbed by human bias in implementation, through clinician or patient bias. Thus, while it is important to focus on finding appropriate measures of fairness in model performance, it is equally important to ensure that those using the model are appropriately trained and do not succumb to ‘automation bias’—over-relying or under-relying on model output to produce errors (Parasuraman and Riley, 1997). As has been noted, ‘[t]he more advanced a control system is, so the more crucial may be the contribution of the human operator’ (Bainbridge 1983).

AI and patient-centred medicine

The core of the concept of patient-centred medicine can be expressed as follows:


First, healthcare should treat patients as people whose values, beliefs, and psychosocial context all play important roles in establishing and maintaining their health. … Second, healthcare should treat patients as equal partners in medical decision-making: their wants should be heard, their wishes respected, and their knowledge considered.

(Bjerring and Busch 2020)



This collaborative and shared model of decision-making is a departure from prior paternalistic models, in which the clinician’s recommendations were taken as decisive without substantive input from the patient. This new approach of shared decision-making and patient-centred care is increasingly taken to be the gold standard of clinician–patient interactions, in which ‘the clinician offers options and describes their risks and benefits, and the patient expresses his or her preferences and values’ (Barry and Edgman-Levitan 2012).

Reliance on AI (and specifically deep learning) models has been argued to be in tension with the ideals of patient-centred care in two ways. First, it has been argued that AI models used as clinical aids, especially for treatment recommendation, are not sensitive to patient values and instead inflexibly operate based on fixed values. Taking as example IBM’s Watson for Oncology system, Rosalind McDougall argues that the ranked list of treatment recommendations produced by Watson produces two harms: it bases its ranking solely on the particular value of maximizing lifespan, and, in doing so, does not ‘encourage doctors and patients to recognize treatment decision making as value-laden at all’ (McDougall 2019). This argument can be extended to any AI system that, like Watson for Oncology, prioritizes certain treatment recommendations over others, as doing so requires a metric (like longevity) to make that prioritization. The very act of picking such a metric loads the AI’s output with a particular value that might not be prioritized by the patient.

The second way in which reliance on AI is seen to be at odds with the ideals of patient-centred care is grounded in the opacity of deep learning systems. As has been mentioned, deep learning systems are opaque in that it is often not possible to determine why a particular classification was made. Such opacity has been argued to compromise informed consent, a key requirement of patient-centred care (and perhaps a value accepted even by those who reject the model of patient-centred medicine). Bjerring and Busch note that if clinicians relying on opaque deep learning systems cannot understand why certain decisions are made, they are unable to communicate this information to the patient, which in turn doesn’t allow the patient to make an informed decision (Bjerring and Busch 2020). Unlike the previous argument, this applies not just to treatment recommendation systems but also to those that aid diagnosis.3 Using the extreme case of a deep learning system that is advanced enough to draw unexplained correlations between hitherto unconnected medical variables, they argue that the clinician will be unable to convey information relevant to the diagnostic process to the patient. According to this argument, the opacity of such systems compromises informed consent.

On the basis of these (and other) reasons, some have argued that patients have a right to refuse diagnostics and treatment planning by AI systems in favour of a human-only alternative (de Miguel Beriain 2020; Ploug and Holm 2020). However, it is not obvious that these reasons are strong enough to be such defeaters. Even if we accept these reasons, they just preclude some applications of some types of AI models. Considering the first argument above, when it comes to treatment recommendation and other value-laden decision-making, we may either reject such systems outright (which still allows their use in non-value-laden clinical decision-making) or we may build such systems to be adjustable when used, such that alternative or multiple values can be selected based on the patient’s preferences and values (what McDougall calls value-flexible design). Furthermore, realizing patient-centred care requires that the system of clinical decision-making accommodate patient values, and this can be achieved in ways other than ensuring that each element of the system (such as the AI model) is value-flexible. Given the complexity of patient values and preferences, it might not always be possible to represent them among the model’s input parameters. Instead of rejecting such systems, we might instead compensate for them by having the clinician discuss with the patient and reorder treatment rankings based on the patient’s alternative values and preferences.

While McDougall does entertain this option as a possible way forward, she argues that ‘such an approach diminishes the patient’s role and represents a backwards step in respecting patient autonomy’ (McDougall 2019). However, it is unclear why this is so—hypothetically, if the ordered ranking in the case in which a patient’s values are driving the ranking process from the start can be arrived at through compensating for the AI’s approach, then there seems to be no ethically relevant difference in the two processes. In fact, this method arguably mirrors the one used in conventional non-AI settings, in which the doctor comes up with a diagnosis and an initial understanding of which treatment options are most feasible, and prioritizes them subsequently based on patient input. While it is true that ‘current clinical practice … does not always meet the ideal of shared decision making’, an AI model’s fixed-value approach does not need to ground a right to refusal if traditional clinical decision-making does not. What would further promote patient-centred care by clinicians relying on AI decision aids would be an explicit understanding of what the default values encoded in the model are (e.g. maximizing lifespan) and how this might compromise the values their patients might have.

It is similarly unclear that opacity of deep learning models can ground a right to refusal by the argument that it precludes informed consent. The predominant justification for informed consent rests on the value of autonomy and self-governance for the patient (Beauchamp 2010), and it is unclear that a patient’s autonomy or ability to self-determine is reduced in the absence of knowledge of how a deep learning classifier generates a particular output. Even in a conventional, non-AI case, while patients may exercise their access to the chain of reasoning by which their doctor arrived at a clinical judgement, for the vast majority who are not medically trained this information does not contribute to autonomous action. As Beauchamp notes, ‘persons understand only if they have acquired pertinent information and have relevant beliefs about the nature and consequences of their actions’ [emphasis ours], and it is hard to recognize information that one is not trained to assess as reasonably pertinent or relevant. The argument against deep learning models as being singularly problematic because of their opacity is further strengthened when we consider that many other cases of traditional medical practice are quite similar to them, in that they are ‘atheoretical, associationist, and opaque’ (London 2019). Whether we consider the majority of drug development that is never approved for any indication, half of phase III drug trials that fail, or the historical prescription of aspirin for over a century without understanding the underlying mechanism, medicine is a field where intervention is often made on empirical grounds prior to understanding through causal explanation. To charge deep learning models, then, as being problematically opaque would be to level the same charge against many other aspects of traditional medical practice.

Similarly, even if a deep learning model could be made explicable using medically invoked concepts such that the clinician might sufficiently understand the recommendation, it is unclear how this contributes to autonomous choice for most patients and thus compromises informed consent. One possible rebuttal here is that even if information about how the AI model arrived at its recommendation is functionally irrelevant for a patient (it doesn’t contribute to a different decision), as long as the patient feels the information relevant, then it bears on whether informed consent obtains. However, this would make the requirements for informed consent too strict, as many different types of information unrelated to the decision would then be required for informed consent so long as they are felt by the patient to be relevant.

That being said, there do exist patients for whom such knowledge would be reasonably pertinent and would contribute to a greater understanding of the situation, and for whom a case could be made that opacity has compromised informed consent. In such situations, it might perhaps still be plausibly argued that although AI systems do compromise patient-centred care, they might be justified on grounds of other benefits that they bring (e.g. superior accuracy, reliability, and scalability). Under such circumstances, the different ethical values of respect for patient autonomy and overall patient benefit would need to be weighed and traded off against each other at the aggregate and individual levels.4

Beyond the arguments above, there have been other grounds posited for a right to refuse AI-assisted diagnostics or treatment planning. Ploug and Holm argue that since AI systems are known to be biased in various ways, and since their opacity may obscure proof of such bias, patients have a refusal right (Ploug and Holm 2020). While they admit that such bias is not exclusive to AI systems, since clinicians also suffer from bias, they believe that there are adequate corrective measures and mechanisms for accountability for clinician bias that are not available in the case of model bias. For instance, clinicians may be corrected by other members of the health-care team they operate as part of through shared deliberation and discussion, and may be held accountable by such peers as well—all of which is harder to do for opaque systems. Another posited ground for a right to refuse is to permit patients to act on their ‘rational concerns’, such as reliance on medical AI, leading to a society-wide de-skilling of medical professionals, or that ‘AI diagnostics and treatment planning become monopolized with a number of negative effects’ (Ploug and Holm 2020). While we will not evaluate these arguments here, they do highlight the importance of future research on the question of what can justify a right to refuse AI-aided diagnosis or treatment by patients, where such a right would imply a right to insist on alternatives to the AI-assisted process. Another related important question is: do clinicians have an obligation to disclose reliance on AI systems to their patients? It is important that these issues be more fully explored to get a better understanding of other ethical concerns relating to patient-centred care that are raised by clinical reliance on AI systems.

AI and value-based decision-making

In the previous section, we briefly discussed how the outputs of AI systems can be value-laden, such that patient-centred care might require a compensatory adjustment to the outputs. While our argument has been that this need not decisively compromise patient-centred medicine, care must still be taken in deciding how such systems ought to be built vis-à-vis the values embedded in them. In this section, we focus on questions relating to the values embedded in AI systems. Specifically, we focus on two questions: (a) under what circumstance should we be especially careful about the values embedded in AI systems; and (b) how ought we to select these values?5

There have been a few suggestions in the literature for when it is especially important that we get right the values that are embedded in health AI systems (Freedman et al. 2020). First, when decisions need to be made quickly, there may not be time for a human operator to be in the loop to assess and compensate for the value-ladenness of such systems. There have been several AI models developed for intensive care usage (Gutierrez 2020), for instance to predict length of stay for patients (Sotoodeh and Ho 2019), ICU mortality (Awad et al. 2017), and critical risk (Flechet et al. 2019). Unlike in the aforementioned case of the Watson for Oncology, clinicians may not have the time to adjust for values embedded in the model.

Second, in cases in which AI models are being used to solve computational problems that exceed human capabilities, the ethically relevant decision might be hard to decouple from the computational decision. We have already encountered one such example: health-care resource allocation models such as risk predictors for high-risk care that, if not configured appropriately, perpetuate unfair discrimination. Another example is kidney exchange algorithms, which match prospective recipients for kidney transplants who have willing but incompatible donors with other similar pairs to facilitate a trade (Roth et al. 2004). Several AI models have been developed for this highly computationally demanding task (Dickerson and Sandholm 2015).

Third, there may be cases where AI systems need to be deployed autonomously (or mostly autonomously), such that there may not be human operators to offset value assumptions in the system. For instance, in low-resource settings in which specialists are in short-supply, AI system performance might be at an adequate enough level that it would be unethical to withhold autonomous deployment (Schönberger 2019).

Under such conditions, special care needs to be taken to ensure that the values embedded are ethically robust and defensible. Given that, by our very characterization of such circumstances, a human-in-the-loop arrangement for value mediation is not possible, it will be difficult to factor individual patient values into such systems.6 We would thus need to consider values not specific to a single individual, more akin to the values that guide public health decision-making. For instance, in kidney exchange scenarios, decisions need to be made about the relative weights assigned to patient categories (such as young and old) in cases in which prioritization is necessary, such as for tiebreaking purposes (Freedman et al. 2020). In the United States, it is also required that considerations of social justice be taken into account for allocation solutions, such as to consider an ‘assessment of their cumulative effect on socioeconomic inequities’ (Organ Procurement and Transplantation Network n.d.). Other social justice concerns might also arise, such as acceptance of minority donors given that in countries such as the United States and Australia, ‘white, young, wealthy, privately insured, and well educated’ patients with kidney failure are more likely to receive a transplant (Reese et al. 2015). Appropriate answers to such ethically charged questions would need to be represented within AI systems—if we do not explicitly encode the values we care about, alternative values will be implicitly encoded instead by omission.

How are these ethical concerns to be addressed? Whose responses to such ethical questions are relevant? Traditionally, societies have been able to reach consensus for such questions, despite widespread disagreement, through social and institutional structures such as courts, voting, mediation, public consultation processes, etc. (Cave et al. 2019). Recently however, one new approach has been to ‘crowdsource’ the ethical solution through gathering enormous amounts of data about public preferences. In the Moral Machine study, Awad and colleagues collected 40 million public responses, across 233 countries and territories, to moral dilemmas faced by autonomous vehicles (Awad et al. 2018). The moral dilemmas presented were characterized by unavoidable accidents that required a choice between swerving or staying on course to spare one of two parties—humans versus pets, passengers versus pedestrians, more lives versus fewer, the young versus the elderly, etc. Preferences (or moral intuitions) in these cases were registered and collated to identify cross-cultural variation, which was then suggested as relevant to policy decisions (though the exact way in which such data should be used was left open).

The Moral Machine experiment is unprecedented in scale, and one can see how similar approaches might be used to gather public intuitions about the values and decisions that should guide ethical public health policy. When considering health AI systems that will affect large numbers of people (such as a kidney exchange algorithms), gathering such information would clearly be relevant to the decision of what values such systems should be aligned with. The question is how we might use such information. As Savulescu and colleaguges argue, it would be a mistake for such decisions to blindly follow people’s moral intuitions—public views on moral questions can be deeply mistaken, such as when there is low support for organ donation, despite a shortage of organ donation being rightly seen as a problem to be overcome (Savulescu et al. 2019). A ‘reflective equilibrium’ approach—where such intuitions are first screened for bias and uncritical reflection, then compared with the intuitions of professional ethicists, and subsequently evaluated through our more general ethical values and theories—would yield a better foundation for decisions on how the values of such AI systems should be determined.

Responsibility, accountability, and explanation

When we speak about holding an actor responsible for the outcomes resulting from the use of AI systems, we mean that it would be justified for them to be praised or blamed, or rewarded or punished, for these outcomes (Strawson 1994). When we speak about accountable use of AI systems, we may invoke the following widely accepted conception of accountability:


a relationship between an actor and a forum, in which the actor has an obligation to explain and to justify his or her conduct, the forum can pose questions and pass judgment, and the actor may face consequences.

(Bovens 2007)



Thus, we can connect responsibility and accountability as follows: mechanisms of accountability (the relationships between an actor and a forum) provide the practical channels through which responsibility can be adjudicated and attributed. Based on the conditions through which we assess and attribute responsibility, the forum may pose questions, pass judgement, and subsequently decide the consequences for an actor.

Providing a systematic analysis of all the different conditions of responsibility, all the actors involved, and other elements of accountability mentioned above is beyond the scope of this section (Wieringa 2020). We endeavour instead to raise what we consider to be the most interesting and pertinent ethical issues that occur in adjudicating responsibility and pursuing accountability.

First, what are the harms that we are to hold actors responsible and accountable for when it comes to the use of AI systems in health care? There are, of course, harms to the individual, when an AI system that allocates scarce health-care resources (such as intensive care unit beds) errs and misallocates. There might also be injury that is sustained by patients when a clinician uses AI systems to help in diagnosis or determining treatments for them, either through an error in the system or on part of the clinician relying on the system (Parasuraman and Riley 1997). Harm might also result from discriminatory behaviour (or behaviour aligned to misguided values in other ways) that we have discussed; such harm would not just affect a single individual but would also have ramifications at the level of access to care to minority patient populations (Obermeyer et al. 2019).

Across these different cases, responsibility for the harm would be allocated to different actors, from the health-care professionals using AI systems as clinical decision-support systems, to developers designing and building the systems, to auditors who are to review the system before deployment, to public health officials who are in charge of specifying the values which such systems would be built to operate by. A precondition for adjudicating responsibility in any of these cases is the presence of an established standard of care to prevent each of the harms.

One condition for attributing responsibility is the ‘epistemic’ condition, wherein moral culpability requires that the actor was not ignorant of the significance and consequences of their actions, or if they were, then this ignorance is not itself culpable (Wieland 2017). In the absence of an established standard (or multiple established standards) of operationalizing fairness, for instance, it would be difficult to hold responsible an AI designer that ensured a model exhibited fairness as equal calibration rather than classification parity (Angwin et al. 2016). The effective attribution of responsibility, and thus the pursuit of accountability, for AI systems in health care hence requires standards for most of the issues that have been discussed in this chapter so far. Given that most of these issues are currently ‘live’ ones, such standards are still being debated.

One common mechanism to hold clinicians accountable is the adjudication of clinical negligence in cases in which injury is sustained by patients allegedly due to a clinician’s actions. Traditionally, in the United Kingdom, such negligence is assessed by the Bolam test, which tests for responsibility by checking whether the clinician has ‘acted in accordance with a practice accepted as proper by a responsible body of medical men skilled in that particular art’ (Bolam v Friern Hispotal Management Committee [1957]). If this test is failed, as assessed by expert witnesses, the clinician is considered to have not performed to the standard of care and been proven negligent. When it comes to the use of AI systems in clinical settings, some have argued that up to the point in which AI systems become undeniably superior in performance to clinicians, existing standards of care and means of assessing them are sufficient (Price et al. 2019; Schönberger 2019). However, using AI systems in clinical practice requires skill, not just in medical matters of fact, but also in the heuristics and methods for appropriate reliance on such systems, which might not be something that existing medical professionals possess (as evidenced by the various calls to revise medical education in light of AI use (Wartman 2019)). Given that Bolam requires that clinicians act in accordance with what skilled medical professionals consider reasonable, and given that medical professionals traditionally might not be skilled on how best to rely on AI models, this might introduce difficulties in the use of Bolam to judge negligence for injury caused by AI use.

As mentioned above, once there is consensus around an established standard of care for how clinicians should rely on AI systems, across varying performance metrics and system configurations (level of opacity, etc.), these practices can be encouraged across the field and used as the basis for judging negligence. Some authors present a model of AI use in which either the AI’s performance is low enough that the standard of care would persist as it has traditionally been, or high enough such that full use of AI would just become the standard of care (Price et al. 2019). Whether AI performance in a clinical setting will indeed follow this two-step trajectory is an empirical issue. However, considering the number of deep learning proof-of-concepts that display initial performance comparable to, or slightly beyond, the average clinician, it would serve us well to think about adjudicating responsibility through an appropriate standard of care for the use of models that are neither obviously inferior or obviously superior to their user. Looking to work on automation bias, social epistemology, and group psychology would be beneficial in designing appropriate reliance strategies (Mishra 2019).

One of the recurring features of deep learning models that is invoked in discussions of responsibility and accountability is their opacity. The fact that such systems are not explainable, that their recommendations cannot be explained in terms of the exact logic and weighting of the factors that yielded them, is taken to be in tension with their accountable use. As Doshi-Velez and colleauges note:


By exposing the logic behind a decision, explanation can be used to prevent errors and increase trust. Explanations can also be used to ascertain whether certain criteria were used appropriately or inappropriately in case of a dispute

(Doshi-Velez et al. 2017)



The explainability of AI models is thus taken as a necessary, if insufficient, condition for accountability. As the argument goes, a user of an opaque system, such as a clinician relying on a diagnostic aid, needs to be able to understand the system’s recommendation if they are to use it appropriately and subsequently provide an account of their decisions. AI developers also need to be able to understand why the models they develop function as they do, so as to be able to make sure that bad outcomes such as discrimination or value misalignment do not occur.

However, we believe that such characterizations of the necessity of explanation for accountability are too quick. Explanations here are seen as necessary for accountability because it is presumed that the development and use of systems which offer such explanations would always lead to better health outcomes (compared to the development and use of comparatively opaque systems)—in other words, because norms governing their development and use require them to be explainable. However, if there are acceptable norms for the development and use of deep learning models that don’t require access to local explanations to produce the best clinical outcomes or operate in line with the ideals of justice and non-discrimination, then it seems unclear why explanations would be necessary for accountability. In such cases, accountability would merely require judging whether the various actors acted in line with these non-explanation norms—the local explanation for the model’s recommendation would be irrelevant. Explanations are thus instrumentally necessary rather than intrinsically necessary—they are necessary to the extent that they feature in the norms against which accounts of the development and use of such systems are judged. If the best results from the development and use of such systems can be achieved despite them being opaque, accountability does not require an insight into their inner workings. Allow us to illustrate with a few examples.

Algorithms like the aforementioned critical-care risk-prediction model (Obermeyer et al. 2019) may face a charge of being discriminatory against a population group. One way of assessing such a charge is to gain some insight into the exact chain of causal reasoning that led to Black patients being mislabelled as low-risk when White patients with similar profiles were labelled as high-risk. However, this is not the only way to assess the charge. As we have seen, measures of fairness such as classification parity and equal calibration (as opposed to anti-classification) can also indicate to developers that their algorithm exhibits problematic discrimination. Further, such measures are completely derived from the outputs of such systems, rather than by examining their inner workings. As such, if these measures of fairness are accepted to be appropriate ones, then the account of an AI developer can be assessed and responsibility attributed (or not) without invoking the need for such systems to be explainable. Similarly, if there exist acceptable standards on how clinicians might use opaque decision aids, such as by comparing their approximate accuracy with the model’s and updating for whether in a particular situation a model likely outperforms or underperforms them, they could plausibly justify their decisions without invoking an explanation for the model’s recommendation.

This line of reasoning is, of course, compatible with the possibility that, for a given application, the development and use of explainable systems leads to better health outcomes and greater non-discriminatory behaviour than for opaque systems. This is what Doshi-Velez and colleagues meant when they wrote that ‘explanation can be used to prevent errors and increase trust’ (Doshi-Velez et al. 2017). A developer of risk-prediction models might create models that discriminate even less and a clinician might make even better clinical judgements if the system were not opaque. However, this is an empirical question, an answer to which cannot be presumed in favour of explainable systems. If it turns out that we can construct standards and norms for the development and use of non-explainable systems that produce better results, then, as argued, there is no recourse to the necessity of explanations through accountability. Furthermore, this empirical question is still open—research in human factors has shown that presence and type of explanation can cause clinicians to over-rely or under-rely on decision aids (Bussone et al. 2015). Similarly, it is an empirical question whether, for instance, risk prediction models will reliably be less discriminatory if they are built to be explainable rather than opaque. It is important that the question of whether accountability requires AI systems to be explainable boils down to empirical questions rather than normative ones, as it prevents us from seeing explainability as conceptually necessary for accountability and frees us to look for alternative solutions.

Societal and speculative effects

In this section, we consider some potential impacts of the use of AI systems within health care that are a little more speculative, in that there have been fewer concrete discussions in the literature pertaining to them, and these effects will likely be felt further in the future than the topics we have considered thus far. Nonetheless, we believe that the impact may be sufficiently large as to merit discussion.

First, there is a concern that the use of AI in health care can widen health inequality in societies for reasons beyond the discriminatory potential of algorithms that we have already discussed. Specifically, the concern here is that the potential of AI in health care might be utilized primarily for tackling conditions that are more prevalent amongst those who are already healthy and less for conditions, such as infectious diseases and antimicrobial resistance, that have a higher burden globally or are present amongst those who are least healthy (Joshi 2019; Topol 2019). As the capabilities of AI systems increase, the areas in which they are deployed will see the most gains in terms of health-care outcomes, and so a disproportionate deployment to serve those who are already relatively healthy (perhaps because of disproportionate funding) can worsen the already unequal distribution of health. It is important to note that such inequality would violate two competing approaches to health-care allocation, and so would be a concern regardless of which of these two approaches are believed to be right. First, it would violate a utilitarian approach to health allocation according to which the appropriate deployment of AI would be to those conditions for which the burden would be highest. Second, it would violate considerations of distributive justice in health care according to which the focus should be to prioritize improving the health of those who are worst off in society.

The clash between a utilitarian and a prioritarian approach is an existing one in global health, and not one which we aim to explore deeply. However, so far, approaches to the use of AI in health have been driven primarily by the availability of data and funding, neither of which ensure that either a utilitarian or a prioritarian approach is fulfilled (and, in fact, might ensure the opposite). Ensuring that health inequalities do not worsen as a result of the use of AI requires the formulation of guidelines for ethical AI deployment that would direct such development towards either those conditions with the greatest burden or those affecting the worst off (Winters et al. 2020).7

The second issue to consider is the impact of extensive AI use in health care on health-care professionals (HCPs). There already exists some empirical evidence for the proposition that reliance on computer aid or other innovations reduces the skills of HCPs (Tsai et al. 2003; Hoff 2011; Povyakalo et al. 2013), and the worry is that as AI systems become more capable and more pervasive, such de-skilling will increase significantly. While it seems that being able to provide health care through higher-performing processes would be good for health outcomes, there is the concern that in the long term, the quality of medical diagnostics itself will be lower than what it would have otherwise been (Froomkin et al. 2018). However, such analysis rests on fixed assumptions about the opacity of machine learning systems, assumptions which may have to be revised given the new directions research on deep learning might take (Bengio et al. 2019).

Beyond the question of de-skilling, there is also the question of HCP burnout. It is well established that burnout amongst clinicians has been accelerating, which in turn leads to medical errors (Shanafelt et al. 2010). Many have proposed that the use of AI in clinical settings could help reduce some of the stress that is placed on clinicians and ameliorate the burnout, improving their quality of life and allowing better performance. However, the alternative is also possible—that adding AI use to clinical workflows increases the cognitive load facing clinicians (Maddox et al. 2019). The use of clinical decision support systems in the past has often added to the information clinicians need to process, often leading to instances of automation bias through over-reliance, given the difficulty of verifying the outputs of the decision aid (Lyell and Coiera 2017). This possibility is especially pertinent given past instances in which adoption of clinical innovations, such as electronic medical records, backfired and led to additional burden being placed on front-line HCPs (Verghese et al. 2018). While such concerns might be addressed by the evolution of medical education and medical practice to rely more easily and substantively on AI systems, for now it is an issue worth watching out for and considering.

Conclusion

In this chapter, we have attempted to provide an overview of the landscape of ethical issues for the use of AI systems in health care. In many ways, the use of AI systems in health care shines a light on the same ethical concerns that can be observed with AI use in other domains such as predictive policing, criminal sentencing, etc.—the importance of explainable systems, questions around their accountable use, and about the values imbued in such systems, such as fair treatment in recommendations. However, the discussion for the health-care context also departs from these general concerns in other ways, in terms of both the specific instantiations of the more general concerns (medical negligence for accountability, historical public health consensus around what constitutes fairness) as well as the entirely new challenges, such as the necessity of upholding the ideals of shared decision-making and patient-centred medicine. It is important to take the health-care context seriously, and not just assume that solutions worked out for AI elsewhere (such as techniques to make models more explainable) will suffice for transplantation.

There is plenty of further ethical research to be done, not just in answering the open questions that have been flagged in this chapter but also in addressing the adjacent topics that have not been covered, such as the health impacts of AI deployed in non-health settings (De Andrade et al. 2018). Further, any discussion of the ethics of AI in health care would be incomplete without a complementary discussion of data ethics, which similarly brings novel challenges in the health-care domain. It is our hope that through these discussions, we have the opportunity to not just reinforce but also rediscover the values and ethical commitments that should ground care provided across the health-care domain.

Notes

1.We will return to the question of what constitutes bias or unfair discrimination at the end of the section.

2.To err on the side of stating the obvious, it is always important to be as sure as possible that under these conditions the unfair behaviour is actually because of differing base rates rather than because of historically different treatment that feeds back into the data we use to build the model.

3.The distinction between diagnosis and treatment is not always a clean one, especially when one considers cases where diagnosis is done by administering treatment for potential ailments. Diagnostic decisions can thus be value-laden as well. However, for the purposes of this chapter, we shall continue to uncritically distinguish between these two processes.

4.Arguing for this claim and fully fleshing it out is beyond the scope of this chapter, and so for now we shall just raise it as a possible, but not yet defended, position.

5.To have AI models that operate in ethical ways, there also remains the further question of how such values should be encoded in AI models.

6.This remark precludes more speculative scenarios in which models can be prepared for patient-specific application before the application itself, perhaps by pre-emptively being trained on patient data or factoring in pre-articulated patient preferences (perhaps like a version of an advance directive for use under such settings).

7.For the purposes of preliminary analysis here, we have utilized only two accounts of justice that might apply—there are many others that also need to be considered, including those where a just arrangement might not preclude a given level of inequality.
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Chapter 26

Health and Digital Technology Partnerships

Too Close for Comfort?

Laura Specker Sullivan

Introduction

In the past decade, digital technology companies have sought partnerships with academic medical institutions, governmental health agencies, and health-care companies at an astounding rate. Those involved tout these partnerships as empowering consumers, driving innovation, and increasing efficiency. At the same time, ethical red flags have been raised over potential violations of patient privacy and unsanctioned use of data for non-medical purposes (Mittelstadt and Floridi 2016; Vayena and Blasimme 2018). Most of these partnerships are designed to tackle the immense hurdle of making sense out of patients’ medical data stored in electronic health records (EHRs), data which is protected by the Health Insurance Portability and Accountability Act (HIPAA) in the United States, the General Data Protection Regulation in the European Union (EU), and other privacy regulations elsewhere. While contract transparency is a core ethical concern when individuals’ personal health data is involved, a broader question is whether these contracts are different from more established health-care partnerships.

Relationships between health-care providers and a range of companies, such as the pharmaceutical giant Pfizer, the medical technology creator Medtronic, and the electronic health-care software developer Athenahealth, are nothing new. Yet big data partnerships such as those entered into with Google, Amazon, Apple, and Microsoft are unique in that these companies neither specialize in the health-care industry nor provide health-care institutions with an identifiable medical product. In this chapter, I focus on the ethical issues that emerge when health-care institutions partner with digital technology companies to develop big data analytic tools for the health arena. The issues I address here are largely institutional, involving questions about the appropriate role of digital technology corporations in an arena that, at least in theory, is oriented towards the physical, mental, and social well-being of everyone within a society.

It is true that health care–digital technology partnerships come with undeniable, if at times overstated, benefits (Powles 2019). As marketing teams know all too well, these partnerships can generate new medical knowledge and can personalize clinical care. However, institutions have specific interests and missions. The health-care arena ostensibly targets health and well-being. Digital technology companies are not similarly oriented, even when they profess to aim at user wellness. This does not necessarily mean that they cannot improve the well-being of their users, just that they have private interests distinct from the common good, broadly conceived as the well-being of a community in terms of shared values and goals, a conception that includes health. These priorities can conflict with the goal of health-care institutions, which is—or ought to be—to improve the health of individual patients and the broader public. Other aims—financial solvency, technological progress, and so on—are means to that end. In short, there is a difference between the health-care industry using big data to improve medical practices and the digital technology industry using health data to improve algorithms. While the former tends to be oriented towards improving people’s lives, the latter tends to be oriented towards improving proprietary tools.

This distinction between the goals of health care and the goal of digital technology are not insignificant. Yet while ethical analyses of big data often focus on the issues raised by the data science tools used to analyse and understand big data, such as machine learning algorithms, ethical issues are not limited to how technological tools are used but to who uses them and why. Different institutions in this landscape have different aims, and there may be good reasons for health-care institutions to avoid partnerships with digital technology corporations. Just as individuals have interests and allegiances due to their professions and their employers, so too do institutions. A corporation is answerable to shareholders in a way that a public health-care institution is not, and this difference is not inconsequential due to the way it shapes the institution’s priorities. It is important to note that, due to differences in countries’ approaches to public health-care systems, multinational digital technology companies’ interactions with health-care institutions also varies, depending on the national context. This chapter focuses largely on Anglophone countries, within which the difference between the United States, where state and federal health care is relatively thin, and the United Kingdom, with a more substantial social welfare programme, is stark. Due to this variation, some of the argumentation will be more relevant to the US context, while some will be a better fit for the United Kingdom.

In the second section, I describe how health-care institutions are partnering with digital technology companies to manage and utilize the big medical data in patients’ EHRs. I observe in the third section that these partnerships do present opportunities, including—but not limited to—the production of new, knowledge-based analyses of EHR data and the capacity to use this new knowledge to better personalize patients’ medical care. Yet they also pose ethical risks. In the fourth section, I explain that the nature of the institutions involved and their divergent missions—one set aimed at improving patients’ health and well-being, another at perfecting and popularizing proprietary data analytic tools—lead to unique conflicts of interest. In the fifth section, I argue that these conflicts of interest can result in efficiency being prioritized over the common good, contributing to a feedback loop of injustice.

In the sixth section, I propose that mitigating these risks requires, as a first step, asking what these partnerships are for and whether they are truly necessary to meet health-care institutions’ aims. If these partnerships are deemed necessary, then the second step is to be transparent with the public about the risks that these conflicts of interest pose. This includes creating a pathway for community interests to affect institutional decision-making, such as through a community advisory board. Finally, the third step is to identify both a set of shared norms to regulate the relationship and a set of bright lines that will not be crossed. Without these steps, then health care–digital technology partnerships will not only fail to meet the goals of their contract but they will also erode the public value of, and the public trust in, institutions that are meant to facilitate health as part of the common good. The seventh section concludes.

Health and digital technology partnerships

In 2017, the University of Chicago Medical Center (UCMC) and Google announced a new partnership. UCMC would share de-identified patient data with Google, and Google would investigate ways to put the data to use, identifying patterns to enable predictive analysis in medicine. By 2019, UCMC and Google were sued in a class-action lawsuit (later dismissed) alleging that the data had not been properly de-identified (Wakabayashi 2019; Landi 2020).

This is not a new position for Google. In 2016, a similar partnership between DeepMind Health and Britain’s National Health Service (NHS) was alleged to compromise patient privacy. In autumn 2019, Google Health fully absorbed DeepMind Health and took over responsibility for all its contracts with the NHS, ending DeepMind’s independent ethics panel and ceasing the policy of publishing its NHS contracts openly, raising concerns about legitimate oversight and transparency (Vaughn 2019).1 In late 2019, Google announced a partnership with Ascension Health in the United States that would share patient data across twenty-one states (Davis 2019). They also acquired Fitbit, one of the most popular makers of fitness-tracking wearable devices (Wakabayashi and Satariano 2019).

Google is not alone in seeking such partnerships with medical institutions. In 2018, Amazon purchased the online pharmacy start-up PillPack, with plans to ship prescriptions to customers throughout the continental United States (Farr 2019). That same year, Apple enabled its health app to download patients’ EHRs to view on an iPhone, described as a move that would ‘empower consumers with convenient access to health information’ (Muoio 2019). In 2019, the University of California, Los Angeles (UCLA) announced a partnership with Microsoft’s cloud computing service, Azure, ‘to synthesize vast amounts of clinical and research data to speed medical discoveries and improve patient care’ (Microsoft News Center 2019). With the COVID-19 pandemic in 2020, companies like Google and Apple have partnered with governmental health agencies to track the spread between individuals.2

Digital technology companies such as Google, Amazon, Apple, and Microsoft are rapidly pursuing partnerships with academic medical institutions such as UCLA, governmental health agencies such as the NHS, and health-care companies such as Ascension Health. A 2019 report by the Chartis Group, an advisory firm based in the United States focused on the health-care industry, stated that by 2018, 84 per cent of Fortune 500 companies ‘play in healthcare’, an increase from 76 per cent in 2013. They also reported that in the first half of 2018, funding for health-care start-ups topped $15 billion USD.

One of these start-ups is two-year-old Verana Health, which aims to ‘empower physicians and life science companies with deeper data insights to accelerate medical research and change lives’ (their homepage, Shieber 2020). The Chartis Group’s appraisal of these health-care industry developments is similarly rosy, suggesting that ‘these emerging partnerships enable providers to secure the capabilities that will be necessary to ensure their sustained growth and viability in this era of healthcare digital industrialization’ (The Chartis Group 2019). Indeed, a common refrain in announcements about partnerships between digital technology companies and medical institutions is that the partnership will develop better ways of managing and analysing patient information that lead to improvements in patient care. These developments will ‘empower’ both patients and providers. Less frequently stated is how these partnerships will benefit digital technology companies, as they surely will. In the United States, health care accounts for nearly 20 per cent of the gross domestic product (GDP).3 For digital technology companies that have grown so big that antitrust efforts are frequently directed against them, health care remains one of the last areas in which these companies can target growth for their shareholders and expand their influence (Kang and McCabe 2020).

In these partnerships, the ethical issues include but also transcend privacy and the need to de-identify data; accordingly, this chapter focuses on the features of institutional partnerships that ground the use of big data tools in health care.4 As digital technology companies continue to aggressively pursue novel relationships with the health sector, the different values of these two industries are salient, despite their emphasis on a shared dedication to health system improvement. While health care–digital technology partnerships may identify methods of generating meaningful outcomes from mountains of EHR data, for whom are they meaningful and for what purpose? Pursuing this question need not entail being a luddite about the possibilities of pairing medicine with technology. There are many ways in which these partnerships could be immensely helpful to patients and providers alike, as I explain in the next section. However, there will also be divergences of interests such that these partnerships pull health-care institutions, which should aim at the common good, in the direction of private interests. Given that neither health-care institutions nor the digital technology companies with which they partner have transparently acknowledged these divergences thus far, it is essential that those working in digital ethics do not lose sight of them.

Opportunities for benefit

Partnerships between health-care providers and digital technology companies are not necessarily opportunistic, solely for the sake of profit. Rather, these contracts reflect health-care institutions’ need for data analytic tools that can manage and make use of the medical data they collect. Given the vast amount of data that is locked away in EHRs, it would be irresponsible not to identify patterns in this data that enable health-care systems to run more smoothly in ways that lead to improvements in patient care.5 The question is how to do so.6

Identifying patterns across innumerable patient charts is a herculean effort. The information in EHRs qualify as what is known as ‘Big Data’: data sets that meet the ‘three Vs’ of high volume (large amounts of data), high velocity (data acquired and analysed quickly), and high variability (data from different types of sources). The statistical methods common in clinical research are not suitable for such data sets because these methods are theory-driven and confirmatory. In the absence of any theories that can be tested with such large and ‘messy’ data sets, data-driven and exploratory methods using machine learning are more appropriate (Cobb et al. 2018). Machine learning algorithms can then be used as tools for the analysis of big data sets and the prediction of how a new data point will fit into the set. Health-care administrators may be able to more accurately and quickly identify trends in patient needs, allowing them to better allocate funds and resources in their institutions. Individual clinicians may be able to identify appropriate treatment for patients based on real-time analysis of symptoms and side effects of patients with similar profiles.

The first major opportunity in bringing digital technology companies’ tools to bear on big medical data is the generation of new knowledge. Currently, we do not know the full range of patterns that might be identified by allowing machine learning to work through the data in patients’ EHRs. Much of this information is unstructured. By using natural language processing, it may be possible to identify trends in the chaotic content of patients’ charts that improve their care (Murdoch and Detsky 2013). There have already been some breakthroughs. Big data analytics have been used to analyse radiation images and to interpret genetic data (Ienca et al. 2018). For example, it may be possible to more accurately predict breast cancer survival based on genetic and molecular markers that are analysed via machine learning (Cobb et al. 2018). These are possibilities, not certainties, and scepticism about whether digital technology companies will actually be able to deliver on their promises is warranted (Emanuel and Wachter 2019).7

The second major opportunity represented by health care–digital technology partnerships is the personalization of clinical care. The more clinicians can use individual patient data to locate a patient within a broader pattern of effective care, the better they can offer precise predictions and recommendations. Essentially, the more clinicians can relate patients’ individual information to broader data sets, the better they can identify unique features of patients’ situations that make a difference for their health. This second opportunity with health care–digital technology partnerships builds on the first—the more patterns that are identified within big medical data, the more individual patients can be located within those patterns.

One of the major proposals for personalizing care is also the most controversial. Researchers have suggested linking patients’ medical data with their socio-demographic data—information about where they live, where they shop, their credit score, and so on. Just as biomarkers can be used to predict disease, so is there increasing interest in what are known as ‘geomarkers’ or ‘community vital signs’: data points about the communities in which patients live that can be used to predict factors that would help clinicians to personalize patient care (Bazemore et al. 2016; Hughes et al. 2016; Beck et al. 2017). Recent years have seen increasing interest in how patients’ home location can affect their health, with studies linking US zip codes to life expectancies, not just extrapolating from the particular environment of that zip code but also based on information about who tends to live there.

Such research seeks to identify and, ideally, rectify health disparities based on social determinants of health by accounting for the effect of social, economic, occupational, and environmental factors (Bazemore et al. 2016, DeVoe 2016, Cantor 2018). Yet, this research is controversial because such linkages can also serve to reinforce disparities by contributing to explicit and implicit biases about patients based on where they live and other elements of their socio-demographic background. Further, the more information that is collected about individuals, the more that re-identification from large data sets becomes possible (Rocher et al. 2019). In other words, as with many aspects of big data research, the analytical tools developed can be used to help or to harm, and the boundary between the two is not always clear.

Nevertheless, for those whose glass is half full, big data analytics does offer one means of identifying health disparities. While some information about social determinants of health can be individually collected, not all health-care institutions have the capacity to manage it. Further, population-level data must be connected with individual charts to generate meaningful recommendations. Some have proposed linking community-level geocoded data with EHRs such that providers can identify whether a particular patient ‘lives in the presence of poverty, healthy food and water sources, walkable streets and parks, and has social capital—or how these add up to predict increased risk of morbidity, early mortality, or other adverse health outcomes’ (Bazemore et al. 2016: 408). Setting aside the ethical concerns about privacy and the unintentional amplification of disparities noted above, such linkages could improve patient care by accounting for the effects of social determinants of health. As Kristin Voigt has argued, there may be costs to particular patients in not making some of this information available (Voigt 2019).

Patients and providers are not the only ones who would be interested in this information; insurance companies and other gatekeepers have an interest in it as well. For example, Lysaght et al. describe how predictions of disease course and likelihood of re-hospitalization are simultaneously useful in the clinic and helpful for insurers. The more insurers know about the likelihood of particular patient’s re-hospitalization, the more precisely they can calculate their risk profiles and adjust their premiums (Lysaght et al. 2019: 304). Thus, personalization of care is not always intended to benefit the patient—it can also be used to mitigate risk for insurance companies and others with financial interests in health-care systems. This is clearly a benefit for the insurance industry; whether it benefits the patient is another matter, which I will address in more detail below.

This section has shown that there are opportunities in partnerships between health-care institutions and digital technology companies to analyse and utilize the big data currently captured in the chaos of patients’ EHRs. However, opportunities rarely come without costs. In the following sections, I detail two major, linked ethical concerns: (a) the influence of divergent institutional interests on decision-making; and (b) the prioritization of economic efficiency over other aims, such as health-care equity or justice.

The perils of partnership: when interests diverge

While the use of big data analytic tools in health care could generate new knowledge and personalize care, as well as potentially improve other dimensions of health-care systems, there is also a wide variety of ethical questions about these tools. Ethical concerns include privacy violations, explainability of AI algorithms and machine learning tools (see also Mittelstadt, this volume), incorporation of bias into supposedly objective algorithms, and so on (see Mishra et al., this volume). While these are all valid concerns, here, I do not consider ethical issues with big data tools themselves; rather, I address the kinds of institutional partnerships that are pursued to make them possible. Specifically, as I explain in this section, health care–digital technology partnerships open the door for conflicts of interest that diverge from those traditionally seen in medicine.

The traditional worry with conflicts of interest in medicine is that, if a provider is being paid by a pharmaceutical company, it incentivizes them to prescribe that company’s product, even if it is not the best prescription for a given patient. These same conflicts are also a risk in industry-sponsored research, where a researcher may feel pressure to produce a result favourable to the sponsoring company’s product. In one influential definition, a conflict of interest occurs whenever a professional’s judgement with respect to a primary interest is influenced by a secondary interest, such as personal financial benefit (Marks 2019: 113). In the clinical case, the conflicting interests are the providers’ self-interest due to their financial benefit from the pharmaceutical company and the patient’s interest, the latter of which ought to be prioritized in fiduciary relationships in which a beneficiary entrusts something of value, such as their health, to a trustee who is thereby obligated to act in the beneficiary’s interest with respect to the object of trust. In the case of the researcher, the conflict is between the researcher’s self-interest and objective science; results are supposed to flow from the data and not from the researchers’ allegiances or financial interests.

Even well-intentioned clinicians are liable to lapses of judgement when financial conflicts exist. For instance, psychologist Dan Ariely has shown how it is more likely for individuals to rationalize acting in their own financial interest at the expense of their professional integrity when the material they are dealing with is not cash and when their actions only indirectly provide financial benefit (Ariely 2008). In other words, the less directly an action is tied to actually taking money for it, the more likely it is that an individual will justify doing something they ought not to do.

In the case of health care–digital technology partnerships, the conflicts are even less direct than in these traditional types of conflicts of interest—there is not any one product that a provider is being paid to peddle, and the relationship with the digital technology company is institutional, not individual. One way of thinking about these conflicts is as institutional conflicts of interest. David Resnik defines an institutional conflict of interest as ‘a situation in which the institution or its leaders (such as presidents, chancellors, vice presidents, deans, or department heads) have interests that may compromise judgment or decision-making concerning its primary professional, ethical, or legal obligations or academic aims’ (Resnik 2019: 1661). As with individual conflicts of interest, institutional conflicts of interest skew decision-making in the direction of an institution’s financial relationship with another organization, potentially leading it to compromise its mission.

The ethical worry with institutional conflicts of interests is not just the harm that biased decision-making may visit on patients and other fiduciary clients of the institution. There is also the risk that once mistakes are made public, trust in the institution will degrade, just as it would with an individual whose decision-making has been compromised (Resnik 2019: 1661). Institutional trust is key because of the mission of health-care institutions, providers, and researchers to pursue patient and public well-being—a mission that arguably exists whether that health-care institution exists in the capitalistic US context or in the social welfare context of the United Kingdom. An institution’s financial self-interest, or that of any one of the providers within it, can threaten that mandate. As with an individual conflict of interest, the core of an institutional conflict of interest is the introduction of an interest or a goal that competes with what ought to be the primary goal of the institution. Both individual patients and broader public groups trust health-care institutions to have their best interests in mind. Health-care institutions must be exceedingly careful that they do not betray the public trust by making decisions in pursuit of other interests.

Partnerships with digital technology companies may introduce competing interests. In The Perils of Partnership, Jonathan Marks argues that public and private institutions have fundamentally different missions, purposes, and functions. While advocates of partnerships tend to emphasize the convergences between public and private interests, Marks highlights their divergences (Marks 2019: 4). He distinguishes between three concepts that can aid in thinking about the goals of institutions and how financial interests might distort them: the common good, the public good, and the public interest. The common good is the well-being of the community in terms of its shared values and goals. The public good is the good of the public understood as the space where individuals interact in social life, while not necessarily being members of a shared community. Finally, the public interest is the collection of private interests of individuals within a society.

Marks proposes that while corporations (such as Google or Apple) may contribute to the common good, they are not guardians of the common good and they do not aim at the common good. Rather, in pursuing their private commercial interests, they may incidentally also help the community due to intersections between their private interests and the common good (Marks 2019: 35). Yet, it does not follow that the company has the same interests as the community merely because it contributes to the common good. Private corporations, especially digital technology companies without local footprints, tend to not be members of local communities and thus do participate in the common good. There are real divergences between the benefit they receive from the sale of private goods and the good of the communities to whom they sell those goods.

As with more traditional conflicts of interest, digital technology companies—especially Google, Apple, Amazon, and Microsoft, the first three of which are the subject of antitrust investigations in the United States and the EU—have private financial interests that can sway decision-making away from the well-being of their customers and thus away from both the common good and the public interest (Kang and McCabe 2020). These companies have no broader mandate to improve public health, even though they may profess to aim at it. The same cannot be said of health-care institutions, which do take the well-being of their patients and broader communities—and thus the common good and the public interest—as their mission and mandate. This discrepancy between institutional goals can lead to potential conflicts in discrete decision-making, such as when it may be economically profitable to monetize patients’ data or to use it to create more precise marketing profiles based on patients’ health-care system usage. It can also slightly alter the priorities of institutions in non-discrete ways, such as when a health-care institution favours technologically advanced approaches to patient care that privilege some patient groups over others, reducing communities’ equity of access.

As Marks warns, emphasizing convergences of interests downplays the risks of divergences of interests and is a ‘Panglossian’ view such that these partnerships take place in the best of all possible worlds (Marks 2019: 71). This emphasis is readily apparent in the descriptions of health care—digital technology partnerships above, where there is an optimistic celebration of harnessing the computing power of technology to make new discoveries in health data in line with the long-standing tradition of Silicon Valley’s techno-optimism, an outlook that is not universally shared in other cultural contexts. Marks’s concern is that the more institutional leaders focus on the favourable side of partnerships between organizations with different mandates, the less they will be able to identify and manage the influence of the more powerful organization on the mandate of the weaker one. In health care—digital technology partnerships, it is not difficult to pick out the more powerful entity.

Due to the imbalance in power and resources between health-care institutions and digital technology companies, the core mission of the latter—developing better digital technology tools—can usurp the former’s mission to serve their populations. This can be seen in digital technology companies’ attempts to solve clinical problems by, in essence, throwing more data at the problem. Yet, as Chen and Asch observe, ‘even a perfectly calibrated prediction model may not translate into better clinical care’ (Chen and Asch 2017: 2507). In their estimation, there is immense predictive power in health care–digital technology partnerships—as long as these partnerships are pursued in the right way. The key is recognizing that big data analytic tools are useless without clinician insight (Chen and Asch 2017: 2508).

The skewed perspective of digital technology companies is not just apparent in the search for nails to fit their hammer; it can also be seen in the optimistic faith that digital technology will inevitably improve health care. In a popular New Yorker article entitled, ‘Why Doctors Hate Their Computers’, Atul Gawande explains how, as technology is integrated with medicine, individual clinicians form closer connections with their computers to navigate increasingly complex EHRs, leading to more distant connections with their patients (Gawande 2018). In Gawande’s estimation, the human core of the physician–patient relationship was neglected in the move to EHRs. While many clinicians have now returned to taking notes by paper and pen during the clinical encounter to enable eye contact and other methods of interpersonal connection, doing so adds an additional step to each patient encounter, creating more work, not less. Had medical technologists recognized that the goal is the care and not the tool, such a predicament might have been avoided.

A central concern of health care–digital technology partnerships ought to be the management of conflicting missions and aims between these two very different types of institutions. Divergent interests ought to be monitored and tracked, especially when those divergences can decrease the health-care institution’s ability to contribute to the common good or the public interest or can lead it to violate its obligations to fiduciaries. While institutional conflict-of-interest policies and disclosure of financial relationships may help by repairing trust through transparency (such as through the Physician Payments Sunshine Act in the United States, part of the Affordable Care Act), few health-care institutions publicly acknowledge—or describe attempts to mitigate—conflicts of interest in digital technology partnerships, and transparency itself is a complex notion in this context (see Mittelstadt, this volume). Marks’s concern of a ‘Panglossian’ perspective seems apt. While a critical question for these partnerships moving forward is how institutions will manage their conflicts, a first step is acknowledging that such conflicts exist—something that so far, few health-care institutions partnering with major digital corporations have voluntarily done.

Pursuing efficiency and amplifying injustice

A common refrain in the discussion on big data in health care is that current methods of recording data, such as in EHRs, are inefficient—clinicians spend immense amounts of time keeping them up to date without comparable benefit. Big data analytics are advocated as a means of increasing health-care system efficiency by extracting more benefit from EHRs, a benefit that, in an optimistic estimation, contributes not just to the bottom line but to patient care as well, although the two can come apart.

Efficiency is certainly a value for health-care systems facing excessive demand for their resources, but it need not be the only one or the most pressing. Currently, many health-care systems are inefficient—especially in the United States, more is spent per patient than necessary and significant resources are utilized on diagnosis and treatment rather than on preventive care (not to mention the use of excessive and unnecessary tests that drive profit but have no real effect on patient care) (Berwick and Hackbarth 2012; Fuchs 2018). Data technology partnerships may seem like an attractive way to pursue efficiency, identifying areas of waste that may only be visible using big data analytic tools. By isolating where resources are used unnecessarily, data analytics can help to trim budgets and allocate expenditures in ways that are responsive, in real time, to changes in patient and provider needs.

The concern with this focus on efficiency is not just that it reflects a private interest but that its pursuit can be at the expense of other goods, especially those that operate in the background of our human systems rather than ones we must intentionally incorporate. In Nick Bostrom’s well-known example of the paper clip maximizer (Bostrom 2014), prioritizing the efficient production of paper clips leads the maximization machine to create paper clips out of everything, including human beings and, eventually, the whole world. This example is meant to show, among other things, that artificially intelligent systems only prioritize what they are designed to prioritize—human values that are not built into the system are excluded, and background conditions that we may take for granted could be unintentionally left out (e.g. we know that human beings ought not to be used as material for paper clips, but our technology does not know this unless we tell it so). In the context of health care–digital technology partnerships, while big data analytics can be a useful tool for streamlining and operationalizing patient health data, caution must be taken not to exclude values that humans know to consider but digital tools do not.

Take, for example, the personal anecdote Virginia Eubanks uses to begin Automating Inequality (2018). When Eubanks’s partner was attacked soon after she began a new job (and thus new health insurance, which is tied to employment in the United States), her access suddenly changed—one pharmacy’s system showed that she had no coverage and the hospital showed no start date for coverage. She suspected that her family had been red-flagged by an algorithm, which had identified her partner’s large hospital costs directly after gaining new insurance as possible evidence of fraud (Eubanks 2018: 3). While she was able to correct these errors eventually through her employer’s human resources department and her own (fortunate) free time, Eubanks explains that algorithmic systems designed to improve efficiency often target poor and otherwise marginalized communities, whose environments necessitate behaviour that may be judged risky: accessing public benefits, walking through highly policed neighbourhoods, requiring emergency health care, and crossing national borders. This behaviour leads these groups to be targeted by punitive public policy and more intense surveillance, ‘a kind of collective red-flagging, a feedback loop of injustice’ (Eubanks 2018: 7).

Arguably, justice is one of the background conditions that is easy (especially for those who enjoy relative privilege) to unintentionally omit from automated systems. Perhaps most commonly understood as models for the fair distribution of goods, many theories of justice consider health care to be one of many social goods that ought to be evenly distributed among all members of society (or distributed such that there is equality of access, or equity of opportunity, or some other way of assessing fair distribution). Without examining the details of theories of justice just yet, suffice to say that there is broad agreement that health-care justice, conceived as equal access, is important, even though there is specific disagreement about how to achieve it.

In describing injustice as a feedback loop of inequality of access to resources and care faced by individuals who are already marginalized in a given society, Eubanks’s use of injustice trades on a conception of justice as structural. The concept of structural injustice is explicated by Iris Marion Young in Justice and the Politics of Difference and Responsibility for Justice. In the former, Young proposes that a just society is one which contains and supports the institutional conditions necessary for the realization of the general requirements for the good life, which are self-development and self-determination (Young 1990: 37). Injustice, in a structural view, refers not to any one unjust decision one person may make or any single material good being unfairly distributed but to patterns of decision-making, labour distribution, and cultural practices that further entrench domination, which is the institutional constraint on self-determination, and oppression, which is the institutional constraint on self-development (Young 1990: 37). Societies exhibit structures of domination when they limit individuals’ abilities to develop their capacities (such as through education and training), and they exhibit structures of oppression when they limit individuals’ abilities to make particular choices and to shape the environment in which their choices are made (such as through voting).

As in Eubanks’s ‘feedback loop of injustice’, no one person is responsible for structural injustice. The term refers to the way that we set up institutions. In her later book, Young proposes that structural injustice is perpetuated by individuals acting within institutional and social rules and practices that are superficially morally unproblematic but which, nevertheless, have problematic downstream effects for others, such as seeking affordable housing in ways that lead to gentrification or selecting private schools for one’s children such that local public schools lose funding (Young 2011: 95). Due to these structural social arrangements about who can make which choices and how they are made, some positions are more socially vulnerable than others in that their choices are constrained. Others who have maximal choice inadvertently reproduce this arrangement. Young posits that, especially in affluent societies, this leads to social injustice because affluent societies ought to have the resources to support just social arrangements (Young 2011: 45).

Young uses housing insecurity as an exemplar of structural injustice; her argument equally applies to health care. In the United States, an affluent society, many people experience health-care insecurity. Until the passage of the Affordable Care Act, health insurance was tied either to one’s family or to one’s employer. Losing a job also meant losing insurance coverage, and even with full employment, insurance companies often change each time one takes up a new position. This is not just an inefficient system but it is also arguably an unjust one, whether justice is understood as the distribution of goods within a society (of which health care is one) or the capacity of all within a society for self-determination and self-development.

Once automated systems get started, the logic of their design can seem inevitable (as with Bostrom’s paperclip maximizer), even though careful design is capable of predicting and thus forestalling undesirable results. Arguments utilizing the concept of structural injustice highlight that injustice is not inevitable if the values built into systems are questioned early. If justice is not intentionally incorporated, then the system will continue to replicate inequitable outcomes for the marginalized.8 As in her negative experience with her insurance company after switching employers, Eubanks argues that the use of automated systems for eligibility for benefits like health insurance and the use of predictive analytics to determine which patients will incur the highest costs do not ‘remove bias, they launder it’ in a ‘high-tech sleight of hand’ (Eubanks 2018: 224). They do this by prioritizing values of efficiency, cost-cutting, and rule-following, while downgrading others, such as dignity, trust, and equity for all within a society. While it is easy to see how this could occur in the US context, it is perhaps less likely in a nationalized health-care system, yet still possible. The motivation to decrease costs exists in both private and public systems, although it may be stronger in the former than the latter.

In a helpful amplification of these points, Ruha Benjamin describes the replication of injustice in digital technology through her conception of the New Jim Code, which she describes as the inequitable results of a focus on maximizing profits and cutting costs in an attempt to engineer the most economically efficient system (Benjamin 2019: 30). In effect, the removal of human discretion and contextual analysis from automated systems, even if based in a desire to reduce bias and discrimination, removes human values altogether in an attempt to make the most paperclips. Lost is careful consideration, in Eubanks’s words, of ‘who we are and who we want to be’ (Eubanks 2018: 12). In the place of this critical reflection is an engineering value: efficiency.

In her work, Benjamin explores how economic drivers in digital technology can have deleterious effects on social justice, exacerbating the patterns of domination and oppression theorized by Young. Benjamin conceives of injustice in digital technology as a result of design choices that come to seem natural, inevitable, and automatic; as with Young’s definition of structural injustice, harm is systemic and does not result from any one agent’s choices (Benjamin 2019: 44–45). Eubanks makes the same point, describing these design choices and decisions made ‘in neutral’ by ignoring perfectly predictable consequences of unequal systems (Eubanks 2018: 223). Benjamin is even more suspicious than Eubanks and justifiably so—she writes that even well-intentioned attempts to design automated systems with ‘health’ or ‘safety’ in mind may assume that these values are best pursued through customization and individualization, techniques that can negatively affect communities even as particular individuals flourish independently (Benjamin 2019: 151).

These harms include the difficulty of those in poverty navigating the health-care system (because it is even harder to access a human being to whom one can describe the situation, and when one does finally reach such an individual, they are unlikely to possess the expertise to determine where the algorithm went wrong), increased surveillance of those in poverty in contrast to those who have the financial stability to not interact with social welfare programmes, and increased targeting of individuals labelled ‘super-utilizers’ to decrease health-care systems’ monetary debt (Benjamin 2019: 156). These systems do nothing to ameliorate the conditions leading to community-level poverty in the first place. While their targeting of individuals in poverty might seem to reflect values of ‘inclusion’ and ‘diversity’, they do so at the expense of these individuals’ capacities for self-determination and self-development and thus would be classified by Young as conditions of domination and oppression. As Benjamin writes, ‘New Jim Code fixes are a permanent placeholder for bolder change … Medical inclusion, in short, can be a lucrative stand-in for social and political justice’—they displace more foundational change (Benjamin 2019: 156–157).

The ideal of efficiency, when pursued in systems engineering, can have inequitable, deleterious effects in the real world. The resulting harms are not due to any one individual’s transgression, nor do they map directly onto designers’ nefarious intentions. Rather, they are the result of a contraction of designers’ perspectives and values from social and community values to engineering and economic values. While health care–digital technology partnerships need not necessarily contribute to injustice by prioritizing efficiency and other economic ends, they are more likely to do so when their private interests coincide with these ends. As Young writes in Responsibility for Injustice, conditions of structural injustice can be tackled by realigning the interests of system designers with promoting justice (Young 2011: 146). In the next section, I consider how this realignment of interests in health care–digital partnerships might occur.

Managing interests in big medical data

In the preceding sections, I have described the kinds of opportunities that lead health-care institutions to enter into partnerships with digital technology companies. While these opportunities may benefit patients, in the fourth section I described how they also occasion unique conflicts of interest. In the fifth section, I expanded on these conflicts of interest, explaining how a focus on efficiency or profit could contribute, even if indirectly, to health-care injustice. In this section, I describe how health-care institutions and digital technology companies might work to manage these conflicts of interest with the goal of refraining from further contributing to health-care injustice.

As I argued in the fourth section, one of the main sources of conflicts of interest in these types of partnerships is different institutional missions. These conflicts are avoided if partnerships with institutions with different missions are never entered into at all. As Marks writes, improving health care involves identifying challenges to good health care and developing methods for addressing those challenges without entering into partnerships with industry (Marks 2019: 125). This is not to say that industry is categorically incapable of benefitting communities, just that it is wise to keep separate institutions whose missions are dictated by conflicting interests. The goal should be to ensure that the interests of the institution coincide with its mission, which for most health-care institutions is to ensure the well-being of the population it serves. It makes sense to keep the development of big data analytic tools that affect our health and well-being within the institutions dedicated to protecting these goods.

One of the first means of preventing conflicts of interest with health care–digital technology partnerships is to build capabilities within medical institutions to analyse their own data or to support non-corporate organizations in doing so. In fact, EHR data analysis can occur within health-care institutions and does not require partnership with digital technology corporations. In the United States, the Centers for Medicare and Medicaid Services Hospital Inpatient Quality Reporting Program uses big data analytics, as does the Patient Centered Outcome Research Institute and the Food and Drug Administration’s Sentinel System (Price and Cohen 2019). Likewise, in the United Kingdom, Health Data Research UK is a hub for big data analytics in health care. Machine learning algorithms can be used by academic medical centres to create new clinical tools, as with an AI algorithm developed by researchers at Mount Sinai in New York to detect age-related macular degeneration (Mount Sinai 2020).

In addition, if partnerships are necessary to develop technological tools with good outcomes, then health-care institutions should be transparent with those they serve about the realities of the relationship. This means accurately portraying the risks of the relationship to the community, including the private interest that the digital technology company will inevitably retain in perfecting and promoting the proprietary data analytic tools it develops. The more these partnerships are described in prevailingly positive terms, the more sceptical administrators and the public ought to be about the real aims of the contract. Transparency is arguably a key to trust; it is important for institutions to acknowledge that they are fallible and that they could become compromised by relationships they enter into with corporations whose mission is not health and well-being.

A corollary to this is that health-care institutions that enter into partnerships with digital technology companies ought to develop methods of incorporating community interests into decision-making procedures so as to ensure that the common good is taken at least as seriously in these decisions as companies’ private interests. Community engagement takes many forms, but it can involve the creation of a community advisory board, recruitment of community members onto big data and digital technology task forces, canvassing of community opinions on the use of digital technologies in health care, and so on.

Further, health-care institutions ought to identify general norms they will follow in these partnerships, as well as bright lines they will not cross. Marks, Benjamin, and Eubanks all provide starting points that institutions can work from. Marks outlines a set of norms for public–private interactions, including independence (reducing the influence of private interests), integrity (avoiding relationships with institutions that do not share the same mission), credibility (being transparent about relationships), stewardship (protecting vulnerable parties), public good (promoting the good of everyone in a society, not just private interests), and anti-promotion (reducing private interests that counter the public interest) (Marks 2019: 113).

Moreover, Benjamin describes forms of resistance that she conceives of as abolitionist tools for the New Jim Code. These tools aim to resist coded inequity, build solidarity, and engender liberation (Benjamin 2019: 168). They include asking who benefits from a new technology, whose interests are subverted by it, whether market imperatives are prioritized over social goods, whether an algorithm would pass an ‘accountability audit’, and what stories are told about the success or failure of the technology.

Finally, Eubanks offers what she calls an ‘Oath of Non-Harm for an Age of Big Data’, which includes that one will: understand that people are experts in their own lives; create tools that remove obstacles between resources and the people who need them; not use technical knowledge to compound disadvantage and oppression; design with history in mind; integrate systems for the needs of people, not data; not collect data for data’s sake nor keep it just because one can; prioritize informed consent over design convenience; not design a data-based system that overturns an established legal right of the poor; and remember that technologies are designed for human beings, not data points, probabilities, or patterns (Eubanks 2018: 212).

Marks, Benjamin, and Eubanks all express concern about the risks inherent in the kinds of public–private partnerships that are currently being pursued to manage big medical data. They do not think these partnerships are necessarily bad but that private interests in technological development have a tendency to usurp broader social goods. Preventing this usurpation requires being attendant to this risk but also taking proactive steps to curtail it. Of course, whether these steps will have any effect on the broader space of digital technology partnerships is an open question; following these steps alone cannot be the answer to ethical use of digital technology in health care.

Conclusion

Health-care institutions are increasingly partnering with digital technology companies to sort through patients’ medical data, with the goal of developing new knowledge and personalizing patients’ care. These are worthwhile aims, but it is important to ask whose values are guiding the design process of the automated and algorithmic systems that will monitor and analyse the data and how these values will impact the systems’ outcomes. While private companies are not incapable of improving the common good of communities, and indeed often must do so in order to remain solvent, the allegiance of private industry interests with efficiency, cost-cutting, and profit maximization can contrast with the allegiance of health-care institutions to advancing the health and well-being of the communities they serve.

Especially in the context of digital systems that shape health-care institutions’ decisions, caution about whose interests guide system development is essential. Even well-meaning attempts to use technology to improve community health can inadvertently contribute to structural injustice by dictating the options that are available to community members and how they must be selected, thus decreasing individuals’ capacities for self-development and self-determination. The first step in digital technology design for health care ought to be reflection on the following questions: what challenge should we prioritize, and who judges this to be the priority? What are their interests, and what is their role in the community and their relationship to the common good? Health-care institutions should align their design priorities with the interests of those in the community whose care they are responsible for and not with the interests of those developers of digital technologies whose priorities lie elsewhere.

Notes

1.Google’s partnership with London’s Royal Free Hospital was found by the Information Commissioner’s Office to violate the UK’s Data Protection Act in 2017 (Hern 2017).

2.Google made the news in 2008 for tracking the spread of the flu based on online searches for flu symptoms and treatment on its platform. Named, ‘Google Flu Trends’, the tracker later failed in part due to Google’s unwillingness to work with public health agencies in perfecting their analysis (Lazer and Kennedy 2015). Most recently, Britain’s NHS has been criticized for partnering with Palantir (BBC News 2021).

3.It was 17.7 per cent in 2019; see https://www.cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/NationalHealthExpendData/NationalHealthAccountsHistorical, accessed 25 April 2022.

4.This is not to say that privacy is unimportant—it is. Rather, it is to say that the ethical issues with health care–digital technology partnerships are not limited to privacy concerns.

5.Of course, it is possible that big data will improve health-care operations’ efficiency in ways that do not facilitate patient care but that do increase profit. In this section, I am focusing on the improvements that do in fact improve patient care, while recognizing that efficiency and patient care do not always cohere.

6.Murdoch and Detsky in ‘The Inevitable Application of Big Data to Health Care’ describe four ways that big data may advance the economic mission of health care delivery by improving quality and efficiency: (1) by greatly expanding the capacity to generate new knowledge; (2) by helping with knowledge dissemination; (3) by translating personalized medicine initiatives into clinical practice; (4) by delivering information directly to patients. In this summary, I abstract from their points 1 and 3. Point 2 refers to using natural language processing to analyse clinical trial reports and scientific papers to help individual physicians stay up to date on trends. Point 4 refers to developing apps to allow patients to download EHRs onto personal devices to make them more accessible. As these points do not relate directly to the focus of this chapter on big data partnerships in health care, I do not examine them in detail here (Murdoch and Detsky 2013).

7.For instance, a 2019 review of deep learning algorithms diagnostic performance compared with health-care professionals found no meaningful difference between the two (Liu et al. 2019).

8.This is not just a matter of algorithms relying on data sets reflecting unjust and unequal societies, although this is also a concern (Zimmerman et al. 2020).
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CHAPTER 27

Explainable Machine Learning, Patient Autonomy, and Clinical Reasoning

Geoff Keeling and Rune Nyrup

Introduction

Machine learning is transforming medicine. The past decade has seen the application of data-driven technologies to the detection and diagnosis of medical conditions and to the design of personalized treatment plans (He et al. 2019; Yu et al. 2018). These technologies promise better health outcomes. Existing diagnostic algorithms rival expert clinicians in the accuracy, sensitivity, and specificity of their diagnostic predictions (Shen et al. 2019; Gulshan et al. 2016). The hope is that, in the future, these algorithms will contribute to a reduction in morbidity and mortality arising from delayed, incorrect, or missed diagnoses. Similarly, treatment recommender systems promise personalized, evidence-based treatment plans that are intended to reduce preventable harms arising from suboptimal treatments (Somashekhar et al. 2017).

There are, however, concerns about the transparency and interpretability of machine learning algorithms in medicine (Bjerring and Busch 2021; Grote and Berens 2020; McDougall 2019). What is at issue is a tension between two factors. On the one hand, the prevailing view in medical ethics emphasizes patients’ understanding of the rationale behind diagnoses as a precondition for giving informed consent to treatments (Faden and Beauchamp 1986). It also emphasizes clinicians and patients making joint decisions based on a shared understanding of the relevant medical evidence alongside the patient’s beliefs and values. On the other hand, the complexity of contemporary machine learning systems renders opaque the rationale and value commitments that underpin token algorithmic decisions such as diagnostic predictions and suggested treatment plans. The problem is that these algorithms can make it difficult to explain on what grounds a diagnosis is reached or why a treatment is recommended. Hence, it is unclear how, if at all, opaque machine learning algorithms can be integrated into the clinical process in a way that upholds our best practices of informed consent and shared decision-making.

This tension forms part of the case for algorithmic explainability in medicine. The idea is that systems which can explain their decisions are better placed to complement clinical expertise whilst upholding the ethical standards of informed consent and shared decision-making. Our aim in this chapter is threefold. First, we articulate the tension between complex machine learning systems and informed consent and shared decision-making and examine the role of explanations in resolving this tension. Second, we argue that disputes about the particulars of the explainability challenge (i.e. what needs to be explained, to whom, in what way, and at what points in the clinical process) are hard to disentangle from certain more fundamental questions in the philosophy of medicine. These questions pertain to the logic of clinical reasoning; and how machine learning systems can complement clinical expertise in reaching diagnoses and treatment recommendations (cf. Patel et al. 2019: 634). Third, we advance an account of clinical reasoning and use this account to explore the interplay between clinicians and machine learning systems.

The chapter proceeds as follows. In the second section, we introduce informed consent and shared decision-making. In the third section, we outline the machine learning systems with which we are concerned. In the fourth section, we characterize the tension between these systems and the ethical ideals of informed consent and shared decision-making and argue that what matters for resolving this tension is that we have a clear picture of the interplay between clinicians and machine learning systems. In the fifth section, we argue that the standard Bayesian view of clinical reasoning lacks the resources to capture all relevant aspects of clinical reasoning. We then advance an alternative account that construes clinical reasoning as strategic reasoning (Stanley and Nyrup 2020), drawing on C.S. Peirce’s notion of abduction. In the sixth section, we consider the particulars of the explainability challenge in light of this account and say something about what needs to be explained, to whom, when, and in what way, in order to maintain our best practices of informed consent and shared decision-making. The final section presents a conclusion.

Informed consent and shared decision-making

Obviously, philosophers disagree about the correct analysis of informed consent and the correct characterization of shared decision-making. There is not space in this chapter to do justice to these disputes. Here, our focus is on outlining an operational picture of how these ethical standards are usually understood in clinical settings. We take each concept in turn.

Informed consent

The requirement for informed consent can be characterized roughly as follows: Other things being equal, a physician is morally permitted to perform a medical intervention on a patient only if, and because, the patient consents to the intervention and the patient has sufficient understanding of the intervention to ensure an informed choice; or if the patient cannot consent, the intervention is consented to by proxy or there are sufficiently weighty moral reasons for performing the intervention in the absence of informed consent. We take this to be a widely endorsed ethical principle, underlying many parts of current best practice in clinical ethics. The reasoning behind this requirement typically goes like this: it is presumptively wrong for a physician to subject a patient to medical interventions (due to their invasive nature, potential side effects, etc.). There are circumstances in which this presumption is defeated. One of them is when the patient waives this presumption through giving informed consent. The presumption can also be defeated by other means (e.g. clinical urgency, best-interest judgements, advance directives or relatives’ consent) but even then, informed consent takes lexical priority: If the patient can give informed consent, the intervention is permissible only if the patient in fact consents.

In their book, Principles of Biomedical Ethics, Tom Beauchamp and James Childress offer something close to the orthodox analysis of informed consent. Beauchamp and Childress (2013: 124) hold that a patient gives informed consent to an intervention if, and only if, three conditions obtain. Call these preconditions, information conditions, and consent conditions. The preconditions are that the patient is competent to understand the relevant medical information and make a decision about which treatment is best and that the patient’s decision is voluntary. The information condition requires the physician to recommend a plan and disclose information that is material to the decision, and the patient must understand this disclosure. The consent condition requires the patient to make a decision in favour of (or against) a particular medical intervention and thereby autonomously authorize the chosen plan of action.

We shall unpack this analysis further. First, the preconditions: the voluntariness condition is intended to rule out physicians coercing or deceiving patients into choosing a treatment. According to Beauchamp and Childress (2013: 137–138), ‘a person acts voluntarily if he or she wills the action without being under the control of another person or condition’. The patient cannot be said to have consented to a medical intervention if their agreement was somehow forced or coerced. The other precondition is that the patient is competent to understand the relevant information and to make a decision. The thought is that some patients lack the requisite cognitive abilities to make an informed decision about whether to consent (e.g. young children). The standard of competence required to give informed consent is a matter of dispute. But for our purposes, it is sufficient to say that ‘physicians usually consider a person competent if he or she can understand a procedure, deliberate with regard to its major risks and benefits, and make a decision in light of this deliberation’ (Beauchamp and Childress 2013: 117).

Next, the informational conditions: the basic point is that the patient’s consent to an intervention is informed only if they understand what they are signing up for. On a fairly standard view, this includes first, understanding that the act of giving consent authorizes the physician to perform an intervention and thereby temporarily waives any presumptive rights the patient has against being subjected to the intervention, and second, understanding all the information that is material to the patient’s decision (Faden and Beauchamp 1986: 298–304; see also Beauchamp and Childress 2013: 125–127). Material information here means information ‘worthy of consideration in the process of deliberation’, given the patient’s beliefs and values, alongside relevant clinical considerations (Faden and Beauchamp 1986: 203). In practice, this includes the physician’s recommended treatment, the risks involved, the costs and benefits of alternatives, and possible consequences of the intervention that the patient might reasonably want to know about in advance of making a decision. The role of the doctor is to disclose this information to the patient in a way that facilitates understanding. The requisite level of understanding is a ‘grasp of the central facts’ rather than full understanding (Faden and Beauchamp 1986: 300–302; see also Beauchamp and Childress 2013: 131–132).

Finally, the consent conditions: what matters here is that the patient’s act of giving consent is an autonomous authorization or refusal of a treatment option. Here, an action is considered autonomous if it is intentional, made with understanding, and free of internal or external influences such as mental illness that impairs deliberation or third-party manipulation (Beauchamp and Childress 2013: 104–105). In short, the decision to accept or reject the intervention must be the patient’s own decision reached after careful deliberation on the relevant clinical information and their own beliefs and values.

That is what informed consent is. Why does it matter? According to the standard view, informed consent matters on grounds of autonomy (Beauchamp and Childress 2013: 214–223; Levy 2014: 293; see also McCullough 2011). Beauchamp and Childress (2013: 104–105) defend the view that a choice is autonomous just in case: (a) it is intentional, in the sense that ‘it must correspond to the actor’s conception of the act … although the planned outcome may not materialize’; (b) it is made with a sufficient understanding of the considerations that are material to the decision; and (c) it is made ‘free of controls exerted either by external sources or by internal states that rob the person of self-directedness.’ Based on this conception of autonomy, Beauchamp and Childress defend a principle of respect for autonomy to underpin their theory of informed consent. They characterize their principle as follows (Beauchamp and Childress 2013: 106–107): ‘Respect, so understood, involves acknowledging the value and decision-making rights of autonomous persons and enabling them to act autonomously, whereas disrespect for autonomy involves attitudes and actions that ignore, insult, demean, or are inattentive to others’ rights of autonomous action.’ What this principle implies in the clinical context is that physicians must facilitate the conditions for patients to make autonomous choices about medical interventions. This involves providing the information required for patients to give informed consent or refusal to treatment options and ensuring that salient decisions which affect the patient are made by the patient in accordance with their beliefs, preferences, and values and with adequate clinical understanding.

There are interesting debates to be had about why we should accept this principle (e.g. whether respect for autonomy is intrinsically valuable or merely instrumental towards some other aim). However, for the purpose of this chapter, we will stay agnostic on these questions (see also the section on ‘The tension’). As a matter of fact, the principle of respect for autonomy is widely endorsed (albeit for a variety of reasons) within bioethics and in practical clinical ethics. This is sufficient to motivate our concern in this chapter, namely, whether the introduction of machine learning algorithms in medicine poses a challenge to this principle.1

Shared decision-making

We now turn briefly to shared decision-making. The basic idea is that clinical decisions ought to involve ‘a state of shared information, shared deliberation, and shared mind’ between the clinician and the patient (Epstein et al. 2010: 1491). Like informed consent, the moral justification for shared decision-making is standardly taken to be respect for autonomy. However, shared decision-making not only requires that patients have the freedom to accept or reject recommended treatment options, as with the informed consent requirement but also that their beliefs, preferences, and values ought to be at the centre of the decision-making process from the assessment stage, through diagnosis, and to treatment decisions. For example, in diagnostic reasoning, the clinician should factor in the value of discovering the correct diagnosis versus any disvalue that the patient assigns to enduring a long and possibly invasive series of tests. The doctor may, for instance, discuss with the patient the invasive character or the risks of the procedures required to secure a diagnosis and ask the patient whether in their considered judgement receiving a diagnosis is worth the personal costs of undertaking the relevant procedures. In effect, the role of the clinician is to ensure that the patients have sufficient understanding of the process that they are going through, making precise the relevant medical evidence, and taking the time to work through the patient’s concerns so as to enable the patient to determine how their care is managed, given what is important to them. The patient is not an object of clinical deliberation. They are an active, autonomous participant in clinical deliberation.

The relation between shared decision-making and informed consent is not always clear. For our purposes, it is sufficient to pitch shared decision-making as an extension of informed consent. Robert Kaplan (2004: 81), for instance, claims that ‘shared decision-making goes beyond informed decision-making by emphasising that the decision process is joint and shared between the patient and provider’ (see also Sheridan et al. 2004). What motivates shared decision-making is the desire to facilitate patients having control over the direction of their care, alongside the belief that patient involvement in clinical decisions should not be limited to accepting or rejecting suggested treatment plans. Shared decision-making can thus be seen as an ethical standard intended to promote the same values that motivate informed consent requirements, namely, respect for patient autonomy. While shared decision-making may not be a strict requirement on the permissibility of an intervention in the way informed consent is, it is widely seen as an ethical ideal that physicians should strive (ceteris paribus) to realize as far as possible in their practice. Put differently, other things being equal, greater patient participation in clinical decisions is, in light of the moral significance of respecting patient autonomy, better, and physicians morally ought to do what they can to promote patient involvement in deliberation about the management and direction of their care.

Machine learning in medicine

In this section, we present the class of medical machine learning technologies with which we are concerned. These are diagnostic algorithms and treatment recommender algorithms.

Diagnostic algorithms

Diagnostic algorithms are functions that take as inputs relevant features of a patient’s medical history and output a differential diagnosis or a set of plausible diagnoses for a patient with that medical history (Graber and Matthew 2008: 37; see also Berner et al. 1994). The point of diagnostic algorithms is to act as decision support tools. Diagnostic algorithms are intended to assist clinicians in generating diagnostic hypotheses and in reaching an eventual diagnosis. What motivates the development and use of diagnostic algorithms is the prevalence of diagnostic error. Though estimates of the prevalence of diagnostic error are highly sensitive to definitions (i.e. what counts as a missed or delayed diagnosis), diagnostic error is the leading fault in US medical malpractice claims (Brown et al. 2010; see also Zwaan and Singh 2015; Graber et al. 2005). What is more, in some specialties, such as emergency medicine, the diagnostic error rate is thought to be as high as 15 per cent (Berner and Graber 2008). Accordingly, David Newman-Toker and Peter Pronovost (2009) describe diagnostic error as ‘the next frontier for patient safety’ insofar as reductions in the prevalence of diagnostic error are likely to significantly reduce preventable deaths. The hope is that diagnostic algorithms, if integrated into the clinical process, will contribute to a significant reduction in diagnostic error by reducing the frequency of missed or delayed diagnoses.

The earliest diagnostic algorithms used Bayesian inference to match symptoms to differential diagnoses. Bayesian inference is a form of probabilistic reasoning according to which, given a set of mutually exclusive and exhaustive hypotheses, [image: image], the algorithm first assigns prior probabilities [image: image] to each hypothesis, which reflect its initial confidence in each hypothesis being correct. The algorithm then updates its prior probabilities conditional on evidence using Bayes theorem:

[image: image]

Roughly, the new or ‘posterior’ probability assigned to some hypothesis H, given evidence E, is equal to the likelihood of E on the assumption that H is true, multiplied by the prior probability of H divided by the independent probability of E. One early example of the Bayesian approach is a model developed by Homer Warner et al. (1961) to match clusters of symptoms to different types of heart disease. This model output a probability distribution over thirty-five different kinds of heart disease. The probabilities were calculated using Bayes’s theorem in addition to (a) information about the independent probability of a patient having each kind of heart disease; and (b) correlations between different symptoms and different kinds of heart disease. The prior probabilities were determined by the estimated frequency of the diseases in the population. The Bayesian approach later featured in several prominent diagnostic algorithms. Perhaps the best known is DXplain, developed at the Massachusetts General Hospital (Barnett et al. 1987: 72). DXplain is a domain-general algorithm that takes into account the prevalence of the disease in the population, alongside facts about the correlations between different diseases and different symptoms and the severity of different diagnoses, to deliver a ranked list of diagnoses, given a list of patient symptoms.

Bayesian algorithms such as DXplain faired reasonably well from the point of view of explainability and interpretability. In addition to matching inputted symptoms to a differential diagnosis, DXplain could also prompt the clinician to provide further information to enable further discrimination between candidate diagnoses. In doing so, DXplain could supply a rationale for why a particular symptom would aid in further refining the differential diagnosis (Barnett et al. 1987: 72). Thus, the express intention behind DXplain was not to create a ‘black box’ algorithm that delivers a plausible differential diagnosis, given a list of patient symptoms, but for the algorithm to collaborate with or assist the clinician in the diagnostic reasoning process.

The 1970s saw the development of several rule-based diagnostic algorithms. These algorithms were made up of a series of if–then rules, hand-coded by medical experts, to match input symptoms to differential diagnoses (Wagholikar et al. 2012: 3032). These diagnostic algorithms tended to be domain-specific. For example, the MYCIN algorithm developed at Stanford University in the 1970s predicted the underlying bacterial cause of infections and recommended appropriate antibiotic treatments (Shortliffe and Buchannan 1975). MYCIN required physicians to input answers to a series of ‘Yes’ or ‘No’ questions about the patient’s symptoms. It then output a list of plausible bacterial causes of the patient’s infection, ranked from most probable to least probable, and supplemented with information about which ‘Yes’ or ‘No’ questions were salient to the rank order. These rule-based systems were reasonably interpretable in the sense that, as Andreas Holzinger and colleagues put it, they ‘reasoned by performing some form of logical inference on human readable symbols, and were able to provide a trace of their inference steps’ (Holzinger et al. 2019: 2).2

With the advent of artificial neural nets in the 1990s, and especially since the recent advances in ‘deep learning’ variants, things have become more complicated from the point of interpretability. The point of an artificial neural network in the context of diagnosis is to learn a complex function that reliably maps features of a patient’s medical history to a plausible probability distribution over possible diagnoses. For example, a neural network designed for respiratory conditions might output a probability distribution over a set of conditions including asthma, chronic bronchitis, and chronic obstructive pulmonary disease (COPD). Neural networks comprise layers of ‘artificial neurons’ with weighted connections between them. The function mapping inputs to outputs is determined by the weighted connections between the neurons. In the case of supervised learning models, the function is learned through a process of trial and error. Initially, the weights are set randomly, and the network is made to output probability distributions over diagnoses for test cases for which the true probability distribution is known. Each time the network is correct, its weights are unchanged. Each time the network is incorrect, its weights are adjusted to minimize the distance between the algorithm’s prediction and the correct prediction. Over time, this process of trial-and-error results in the network converging on a highly complex non-linear function that reliably predicts diagnostic probabilities from patient histories.

The upshot of neural networks is accuracy. Neural networks make predictions using highly complex statistical patterns implicit in the training examples. Contemporary ‘deep’ neural networks can have many thousands of neurons and can model patterns involving hundreds or thousands of features of the patient’s medical record, both given in the patient’s notes and inferred from more basic features. The best existing neural networks have diagnostic capabilities comparable to expert clinicians on certain diagnostic tasks (c.f. Shen et al. 2019; Gulshan et al. 2016; Liu et al. 2019). This does not imply that clinicians are redundant in certain domains. For the role of the clinician is not limited to diagnosis. It also falls within the purview of the clinician’s role to facilitate the patient’s understanding of the diagnosis, given their concerns and patient-specific informational needs, and also to contextualize the diagnosis as part of a broader care plan. What is true, however, is that a clinician’s diagnostic accuracy may well be enhanced if that diagnosis is made in consultation with a diagnostic algorithm the accuracy of which matches or exceeds that of a human clinician.3 The downside, however, is opacity. As Brent Mittelstadt et al. (2016: 7) explain, ‘human decision-makers can in principle articulate their rationale when queried’. Not so for neural networks. The function mapping patient features to probabilities over candidate diagnoses is stored in a distributed fashion, embedded in the weighted connections between the neurons. It has no explicit representation. This opacity, as we shall see later on, presents serious concerns for informed consent and shared decision-making.

Treatment recommender systems

Treatment recommender algorithms can be characterized as functions that take as inputs relevant features of a patient’s medical history and output a set of recommended treatment plans for the patient. They might also indicate how strongly treatments are recommended or how likely treatments are to succeed, given the patient’s history. But their essential function is the capacity to infer treatment options from given or inferred features of a patient’s medical history.

Take IBM’s Watson for Oncology (Somashekhar et al. 2017; Strickland 2019). This algorithm uses natural language processing to read and interpret patient medical records, thereby building a profile of the patient consisting of given and inferred characteristics. Watson then employs a machine learning model to match the patient’s profile to an ordered list of treatment recommendations. These suggestions are supplemented with clinical evidence drawn from an extensive database containing over 300 medical journals and 200 medical textbooks. Features of the patient’s profile that are inferred are highlighted, and there is an option for the clinician to correct faulty inferences. Features that are salient to the algorithm’s recommendations are also flagged to the clinician.

Whether IBM’s Watson for Oncology has the capacity to transform treatment recommendation in real-world clinical settings remains an open question. So far, the product has not manifested the transformative effects that IBM hoped for (Strickland 2019). However, there are several good reasons to think that treatment recommender systems in general could improve health outcomes. We shall mention two. First, these systems promise to improve evidence-based practice. It is difficult for clinicians to maintain up-to-date knowledge of recent developments in medical science (cf. Curioni-Fontecedro 2017). Treatment recommender systems render accessible relevant empirical research to support treatment recommendations, enabling clinicians to make evidence-based judgements about treatments without the need for independent research. Second, algorithmic treatment recommendations are tailored to the needs of individual patients. Treatment recommender algorithms thus broaden the scope for personalized treatment plans and, conversely, minimize the need for reliance on informal heuristics for matching treatments to generic symptom clusters. In sum, the hope is that through personalized and evidence-based algorithmic treatment recommendations, treatment recommender systems will contribute to a reduction in preventable harms and deaths arising from suboptimal treatment plans.

Characterizing the tension and the explainability challenge

We now want to look closer at the tension between algorithmic opacity and the deliberative transparency required for informed consent and shared decision-making. Our aim in this section is twofold. First, we want to clarify what this tension consists in. Specifically, we suggest that there is little point in focusing on whether machine learning systems are in principle incompatible with our ethical ideals (c.f. McDougall 2019; Grote and Berens 2020). What matters is how to design these systems, in particular with respect to the explanations that they can provide for diagnostic and treatment decisions, so as to harness the epistemic benefits of these technologies without compromising shared decision-making and informed consent. Second, we argue that a more fruitful way forward will be to focus on the interplay between clinicians and machine learning systems as collaborative clinical reasoners. Doing so, we suggest, will allow us to better characterize the kinds of algorithmic explanations needed to foster the right kinds of patient and clinician understanding.

The tension

The tension is partly captured by Rosalind McDougall’s (2019: 157) contention that ‘systems that recommend treatment options present a potential threat to shared decision making, because the individual patient’s values do not drive the ranking of treatment options’. The problem here is that treatment recommender systems rank treatment options in accordance with certain values. For example, such an algorithm might evaluate treatments by probability of success, where success is understood in terms of maximizing life-years or quality-adjusted life-years (QALYs).4 Importantly, these are not sensitive to how individual patients value potential outcomes. For instance, suppose a given treatment could impact the patient’s ability to travel by air. How willing they are to accept this risk might depend on whether most of their friends and family live nearby or abroad. Furthermore, even if the system happens to suggest a treatment option that best balances the patient’s preferences and values, these will not be the driving force of clinical deliberation. Shared decision-making requires that the patient’s beliefs and values be central to the decision-making process, while treatment recommender systems (as currently designed) at best allow them to be accidentally satisfied.

Thomas Grote and Philipp Berens (2020: 208) generalize McDougall’s argument so as to bring diagnostic algorithms into the fold. They argue that ‘[as] the patient is not provided with sufficient information concerning the confidence of a given diagnosis or the rationale of a treatment prediction, she may not be well equipped to give her consent to treatment decisions’. Whereas McDougall’s concern is that treatment recommender systems present a barrier to the patient’s values driving clinical decisions, Grote and Berens worry that the disclosure requirement for informed consent may be in principle unsatisfiable if diagnostic or treatment recommender algorithms cannot provide a rationale for their predictions or an associated level of confidence in those predictions.

While plausible, these concerns, as formulated, fail to fully capture the tension. They ignore the social context in which medical algorithms are embedded (cf. 1: 12). These algorithms are decision support systems, designed to aid clinicians in reaching diagnoses and treatment recommendations. So, why can clinicians not use their own clinical expertise to provide the required disclosures and explanations and thereby compensate for the opacity of the algorithm?5 The rationale behind a particular algorithmic decision may be unclear, but clinicians can minimally offer general explanations for why a patient with a given symptom profile might be diagnosed as such or why a certain treatment is sensible, given their knowledge of the patient’s medical history. Analogously, a clinician may rely on laboratory test results without fully being able to explain the process through which these are generated. This is not usually taken to undermine informed consent or shared decision-making. Without some further argument, it is unclear why ‘black box’ systems should pose any particular problem.

There are two things to say here. First, the key feature of decision support systems is that they allow clinicians to offload some of the cognitive work for diagnosis and treatment recommendation onto an algorithm. This cognitive offloading creates locations of opacity in the clinical reasoning process that were not present before. Crucially, this opacity arises within clinical reasoning itself, rather than just its empirical inputs (as in the case of laboratory test results). The effect is to narrow the clinician’s ability to provide answers to the patient’s questions and concerns insofar as the clinician has a diminished understanding of the inferential relations that hold between relevant features of the patient and subsequent diagnoses and treatment recommendations. It matters on grounds of autonomy, both for informed consent and shared decision-making, that the patient is able to navigate the space of considerations relevant to decisions about the management of their care. Second, even if generic post-hoc explanations may in some cases be good enough, the principle of autonomy (especially as interpreted in shared decision-making) entails that, ceteris paribus, greater patient understanding is better. So, the salient question is how decision support systems can be designed to foster greater understanding for clinicians and patients.

While the tension is somewhat clarified, some may still doubt its legitimacy. It might be true on grounds of autonomy that greater patient understanding is better. However, the tension between machine learning systems and the ethical ideals of informed consent and shared decision-making runs deeper. One problem is that, other things being equal, the predictive capacity of machine learning systems (i.e. how good the diagnoses and treatment recommendations are) is negatively correlated with the interpretability of those systems. In general, the neural networks (and other machine learning models) that are able to achieve the best predictions are also the most complex and, thus, most opaque. Making them simpler to reduce opacity generally implies less accurate predictions. The tension is not so much an incompatibility between machine learning systems and autonomy. Instead, it is better construed as a trade-off between better options for the patient (i.e. more accurate candidate diagnoses and treatment recommendations) and better choices (i.e. being able to autonomously decide between the available options), based on an understanding of their rationale and potential consequences.

If this is the trade-off, it may be objected that respect for patient autonomy gives undue moral weight to mere choice. This concern is reminiscent of what Charles Taylor (1991) referred to as a ‘rather facile relativism’ on which each person ‘has his or her own “values,” and about these it is impossible to argue’. He argued that ‘[in] stressing the legitimacy of choice between certain options, we … find ourselves depriving the options of their significance’. We should be cautious of depriving patients of better diagnoses and better treatment options so that they can make nominally better (more autonomous) decisions. This point is echoed by Onora O’Neill (2003: 6): ‘[proponents of] autonomy may hope to show that certain rational processes for choosing generally produce more valuable choices. But they will not be able to show even this much without independent criteria for identifying valuable choices.’ The concern here is that one arm of the tension (namely, the alleged moral significance of autonomous decision-making on the part of patients) does not obviously rest on a stable moral foundation; that is, it is at best unclear why autonomous choosing matters morally.6

Notice, however, that the existence of a tension between the opacity of machine learning systems and the transparency required for informed consent and shared decision-making does not entail that patient autonomous choice has intrinsic moral significance. It might be that autonomous choosing on the part of patients has instrumental moral significance because affording patients a greater role in clinical decisions acts as a plausible safeguard against deceit, coercion, and other forms of maltreatment. (It is more difficult to harm patients if they are required to deliberate upon and authorize every action that is done to them.) We shall remain neutral on exactly why autonomy matters. What is important for our purposes here is merely that it matters; or, at least, that there are some fairly robust ethical reasons in the vicinity which underpin current best practices in clinical ethics, requiring patients to have significant and informed input into decisions about what is done to them in health-care settings. If that is the case, there are strong reasons to seek out ways of designing machine learning systems that are able to overcome or compensate for the trade-off between prediction and opacity. Again, we will not pursue the finer details here. Given how widely accepted and embedded the principle of respect for autonomy is in clinical practice, we will continue to rely on it for the remainder of this chapter.

The explainability challenge

To summarize, we understand the tension and its moral significance as follows. By offloading part of the cognitive labour of diagnosis and treatment recommendation to algorithms, clinicians have a less than full understanding of the inferential relations that feature in the clinical reasoning process. This diminishes the clinician’s ability to address the patient’s questions and concerns and, in turn, reduces the patient’s capacity to make informed decisions and participate in shared decision-making about the management of their care. The issue is not that algorithmic opacity necessarily undermines informed consent and shared decision-making. Rather, the explainability challenge, as we see it, concerns how clinical decision support systems can best be designed to facilitate the realization of these ethical ideals. Meeting this challenge involves specifying what needs explaining, to whom, in what way, and at what points in the clinical process.

Since the tension arises because the clinician’s cognitive labour is offloaded to the algorithm, the point of making algorithms explainable will be to compensate for the clinician’s reduced understanding of the inferential relations between the patient’s history, diagnoses, and treatment recommendations. Algorithmic explanations should be tailored to those points in the reasoning process that are made opaque to the clinician through being handled by the algorithm. This, in turn, requires a clearer picture of how clinicians and decision support systems jointly reason from the facts about the patient’s case to diagnoses and treatment recommendations. In other words, to address the explainability challenge, we need an account of the interplay between clinicians and machine learning systems as collaborative reasoners. Making precise the role that algorithms play in clinical reasoning enables us to better capture the sorts of explanations that are required of medical algorithms to foster the level of understanding that clinicians need to effectively respect and support patient autonomy.

To this end, in the next section, we start by developing a general account of the logic of clinical reasoning. Then, in the following section, we will show how this account helps us to address the particulars of the explainability challenge.

Strategic reasoning in medicine

Theories about clinical reasoning are either normative or descriptive (Stanley and Nyrup 2020: 172; Schwartz and Elstein 2008: 227–228). Descriptive theories concern how clinicians in fact reason, based, for example, on facts about cognitive psychology. Normative theories offer standards that ideal clinical reasoning ought to adhere to, for example, by appeal to norms for probabilistic reasoning. Ultimately, practical recommendations will have to combine both perspectives, taking into account the ideal we should aim for as well as what is in fact feasible. Here, we focus on the normative side of things. The point is to identify what good clinical reasoning consists in and to explore how machine learning systems can best fit into this ideal picture.

The leading normative account of clinical reasoning is the Bayesian view (Richardson and Wilson 2015). On this view, when a patient presents with a set of symptoms, the physician considers a set of candidate diagnostic hypotheses and assigns probabilities to those hypotheses. These are called pre-test probabilities. They reflect the physician’s degree of confidence in each hypothesis being correct. Plausible factors in setting pre-test probabilities are the prevalence of different conditions in the relevant geographical area and in other suitable reference classes to which the patient belongs. The physician then decides to test or treat diagnostic hypotheses based on certain probabilistic thresholds. For example, ‘if the probability of diagnosis D is at least x, then test for diagnosis D’ or ‘if the probability of diagnosis D* is at least y, then apply the treatment for D*’. The thresholds are based on maximizing the expected utility of different clinical acts,7 taking into account their potential harms and benefits (e.g. delaying treatment if a given diagnostic hypothesis is true), the efficacy of available treatments, the reliability of tests, and the risks associated with different testing or treatment regimens themselves. Finally, once the clinician performs the relevant tests and treatments, they update their probability distribution by conditioning on the evidence gathered. The process terminates when, given the physician’s probability distribution over candidate diagnoses, there is no diagnostic hypothesis which requires additional testing or treatment.

While the Bayesian view offers a fruitful picture of clinical reasoning in some contexts, it is suboptimal for our purposes. The problem is that the Bayesian view is, at its core, an account of how the clinician’s probability distribution over an already given set of diagnostic hypotheses should be updated in response to evidence. However, a crucial feature of the interplay between clinicians and machine learning systems concerns the generation of relevant diagnostic hypotheses. A key part of the diagnostic process, from the clinician’s perspective, involves finding a manageable set of hypotheses that merit further investigation (Stanley and Campos 2013). The need to find a manageable set of hypotheses is also relevant for decisions about which diagnostic hypotheses to pursue, that is, test and develop further. In some cases, it can be worthwhile pursuing diagnostic hypotheses that are unlikely to be true because doing so might produce clues as to which hypotheses are worth considering instead (Stanley and Nyrup 2020). This matters for our purposes as the main selling point of diagnostic algorithms, at least insofar as their goal is to minimize diagnostic error, is their ability to generate diagnostic hypotheses and indicate which of these hypotheses are worth following up and how urgently. As the Bayesian view takes for granted the set of diagnostic hypotheses over which the clinician’s probability estimates range, it does not adequately represent the problem clinicians need to overcome in practice.

For this reason, we prefer a different picture of clinical reasoning, one that sees the set of hypotheses under active consideration as an active and dynamic part of the diagnostic process, with direct relevance for decisions and judgements about the generation and pursuit of diagnostic hypotheses. When presented with a patient who has a particular set of symptoms, the clinician does not start by considering every possible cause of those symptoms. Rather, an experienced clinician knows which questions to ask and in what order, so as to, on the one hand, generate further clues to suggest possible diagnoses and, on other hand, narrow down the class of plausible explanations for the patient’s condition. By asking the right questions, at the right time and in the right order, and by following up on these questions with the right tests, clinicians actively maintain a set of relevant working hypotheses. While the overreaching aim is to isolate a plausible diagnosis and administer an appropriate treatment, this has to be achieved in a timely and efficient manner, without subjecting the patient to unnecessary risk or harm on the way.

On this picture, as Herbert Simon (1985: 73) puts it, clinical reasoning is ‘more akin to twenty questions’ than it is to ‘Bayesian decision theory’. Interestingly, C.S. Peirce also used this analogy for the type of reasoning he called abduction (Peirce 1932–1958, 7.720). Peirce distinguished between abduction and induction: roughly, whereas the latter concerns the acceptance or rejection of given hypotheses based on empirical evidence, abduction is reasoning concerned with introducing hypotheses into inquiry in the first place and deciding in what order they ought to be pursued. While we are happy to leave the inductive parts of clinical reasoning to the Bayesian view, we believe (following earlier commentators, e.g. Stanley and Campos 2013; Chiffi and Zanotti 2015; Stanley and Nyrup 2020) that certain Peircean ideas provide a fruitful perspective for thinking about the abductive parts of clinical reasoning.

The starting point for our picture of clinical reasoning as abduction is Jaakko Hintikka’s (1998) characterization of abductive reasoning as strategic reasoning. What is central to Hintikka’s account is the distinction between definitory rules and strategic rules (cf. Paavola 2004: 269; Stanley and Nyrup 2020). Consider the game of Go. Besides, inter alia, the alternative move structure and scoring rules, Go has two definitory rules that determine the admissible moves. The strategic rules, in contrast, pertain to the evaluation of individual moves in terms of diachronic policies, describing how the player plans to decide moves throughout the game, that is, functions that for each game state output an optimal move, which, if enacted as part of the relevant overall policy, is expected to maximize the player’s expected score in the long run. Strategy in Go is not merely a matter of performing admissible moves but also of evaluating candidate moves in terms of an overall strategy and the degree to which those moves are conducive to one’s diachronic strategic aims.

Our view is that a similar picture holds for diagnostic reasoning. The definitory rules concern the appropriate epistemic attitudes to take towards diagnostic hypotheses conditional on evidence gathered from tests and examinations; and also the implications of different test results for the patient’s health. In contrast, the strategic rules concern what the clinician has good reason to do in terms of taking time to generate diagnostic hypotheses, deciding which hypotheses to pursue and in what order, and deciding which tests to use to gather evidence, taking into account the economical and epistemic costs of performing different kinds of tests. Clinician expertise, on our view, consists in understanding the costs and benefits of different clinical acts in light of a different diachronic clinical strategies.

So, what makes for good strategy in clinical reasoning? Obviously, as the Bayesian model correctly highlights, it has to take into account trade-offs between the potential benefits and harms of proposed treatments and tests. However, as emphasized above, good clinical reasoning also involves maintaining an adequate space of candidate diagnoses. Ideally, this should be small enough to allow the clinician to reason and make judgements quickly and efficiently without getting overwhelmed by too many possibilities, while still encompassing all hypotheses that could have serious implications for the patient’s health. The challenge is how to approximate this goal, given that, by the nature of the issue, the clinician cannot compare their current hypothesis space with other, not-yet-generated sets of hypotheses.

Thus, a skilled clinician has to rely on more indirect reasoning strategies. Many of Peirce’s writings on abduction concern such strategies. Here, we want to highlight two key ideas. First, Peirce points out that it often makes sense to test hypotheses early that can easily and quickly be ruled out if false: ‘if there be any hypothesis which we happen to be well provided with means for testing, or which, for any reason, promises not to detain us long, unless it be true, that hypothesis ought to be taken up early for examination’ (Peirce 1932–1958, 6.533). This is especially the case if ruling out the hypotheses can pre-emptively ‘prune back’ a large class of hypotheses without having to consider them in more detail (this is part of Peirce’s point in the ‘twenty questions’ analogy). For instance, if a clinician can rule out early that the patient’s condition is due to a lung infection, this will allow them to focus on other hypotheses. Not only will it allow them to narrow down the list of potentially correct diagnoses, but it can also free the clinician from having to worry about potential complications that a candidate test or treatment might have in a patient with a lung infection. Being able to anticipate what hypotheses to rule out early, in order to make the future diagnostic space more manageable, is a key part of clinical expertise.

Strategically pruning back is one side of the abductive coin. On the flipside is the ability to obtain the right clues for future hypothesis generation if the current working space turns out to be inadequate. Peirce often emphasized heuristic fruitfulness (or ‘espearable uberty’, as he called it, with a characteristic neologism) as one of the leading considerations in abduction. For him, abduction ‘depends on our hope, sooner or later, to guess at the conditions under which a given kind of phenomenon will present itself’ (Peirce 1932–1958, 8.384–388). It is less important that the initial set of hypotheses includes the true diagnosis than that it contains the potential to arrive at it quickly. According to Peirce, this is why it can often be worthwhile starting with a simple hypothesis; not because it is more likely to be true but because: ‘it may give a good “leave,” as the billiard players say. If it does not suit the facts, still the comparison with the facts may be instructive with reference to the next hypothesis’ (Peirce 1932–1958, 7.221). Even if a clinician thinks the patient’s condition is likely to be more complicated than a common cold, figuring out exactly how it differs from a cold can provide vital clues for which region of the hypothesis space to explore next.

Explainability for intelligent systems in medicine

With our account of clinical reasoning on the table, we can now start to address the particulars of the explainability challenge: what needs explaining, to whom, in what way, and when? While our discussion will fall short of a complete and final answer to these questions, we aim to demonstrate the fruitfulness of our approach and highlight potentials for further work.

To whom?

We have already indicated our answer as to whom: in the context of decision support systems, the explainability challenge mainly consists in supporting the understanding of clinicians who offload part of their cognitive labour onto the system such that they can continue to provide explanations that support patients’ understanding and, thereby, their autonomy.

We say ‘mainly’ for two reasons. First, there might also be scope for algorithmic explanations directly tailored to support patient understanding. After all, there is little reason to assume that, in current practice, clinicians always succeed in supporting patient understanding in the best possible way. Insofar as explanations can be generated to support or supplement clinicians’ explanations, that could provide added benefits. However, within the current technological paradigm, clinicians will still be managing many parts of the clinical reasoning process. Unless and until systems can be designed that keep track of all aspects of this process, clinicians will continue to mediate most patient-facing explanations.

Second, algorithmic explanations may also support clinician-to-clinician explanations. As health care is, in many settings, increasingly managed by teams rather than by a single doctor, cognitive labour may be distributed across multiple clinicians and decision support systems.8 There may thus also be scope for algorithmic explanations designed to support the handover between different partners in collaborative reasoning teams to ensure adequate understanding on the part of the clinician(s) charged with providing explanations to patients.

Both of these complications represent fruitful avenues for further research. In the remainder of this chapter, however, we will focus on the simple case outlined above.

What?

This brings us to the what question: what information relating to algorithmic decisions do clinicians need to understand to support patient autonomy? It is here that our strategic reasoning account has the most immediate purchase.

Our starting point is the observation that clinical reasoning is a dynamic process rather than an isolated event. It involves generating a set of plausible diagnostic hypotheses, given the patient’s initial presentation, refining the list of diagnoses through tests and examinations, and, in some cases, pausing to generate further hypotheses if the evidence proves inconclusive. Decision support systems complement this process by generating candidate diagnostic hypotheses recommending particular tests or specific treatments. In each case, what needs to be explained is the rationale or grounds for a decision. We will explain this point in more detail with reference to diagnosis generation and testing before saying something about treatment recommendations.

Hypothesis generation, in itself, is not difficult (Fann 1970: 41–43; Stanley and Nyrup 2020: 162). The task for differential diagnosis generators is not to list every conceivable cause for the patient’s symptoms. Rather, as argued above, the challenge facing clinicians is how to generate a manageable set of hypotheses, which nonetheless includes those hypotheses that have serious implications for the patient’s health. This is in principle a task a computerized algorithm is well placed to support. As it does not face the same working memory constraints as human reasoners, it should be able to evaluate a much broader range of hypotheses and only list the most salient ones.9 The challenge, from the point of view of patient autonomy, is to ensure that clinicians nonetheless understand the basis on which hypotheses were included on the list.

Suppose, for instance, that the patient presents with peripheral oedema (accumulation of fluid in the lower limbs). The causes of peripheral oedema are manifold. Some are non-serious, for example, pregnancy or prolonged standing. Others are more serious, for example, congestive heart failure or liver cirrhosis. Ideally, the algorithm would supply information about the likelihood of each of these causes and also the reasons for prioritizing the different diagnostic hypotheses for testing. For instance, the algorithm might explain that, although heart failure is unlikely given relevant features of the patient, there is nevertheless good reason to order a B-type natriuretic peptide (BNP) test to rule out heart failure. This is because heart failure, if the correct diagnosis, would require immediate attention.

Existing differential diagnosis generators (e.g. DXplain, Isabel) do this to some extent. They will typically display a list of diagnoses that are considered most likely, flagging the most serious diagnostic possibilities. However, these tend to be designed on the basis of something like the Bayesian model of clinical reasoning and do not take into account the more dynamic aspects of abductive reasoning that we highlighted above. It is important for clinicians to understand these limitations, not just to improve clinical reasoning (Stanley and Nyrup 2020: 168–169) but also to be able to explain to the patient, for example, why they are recommending testing for a diagnosis not on the list. Similarly, any future system which does incorporate such considerations ought to be able to explain to the clinician how they are incorporated into the clinical process.

Furthermore, existing algorithms do not explain reasons for leaving out potential causes. This omission risks guiding the clinician’s reasoning away from hypotheses that are generally unlikely or non-serious for the patient’s salient demographic but crucial for the care of certain (statistically uncommon) individuals, given their circumstances and values. For instance, a diagnosis generator might never bring up pregnancy as a potential cause of peripheral oedema if the patient is male. However, there are some—such as trans men—for whom pregnancy can be a possibility. Given the risks that certain tests and treatments pose to the foetus, this could be a very serious possibility to consider. To provide adequate care and support the decision-making of this patient, the clinician needs to understand what concept of sex and gender the algorithm employs and how this matches their own concept, as well as that of the patient.10

With regards to treatment, what is important to recognize in the first instance is that algorithmic treatment recommendations are information to be considered by the clinician and patient. The algorithm does not have the final say on the patient’s treatment plan. To make an informed decision for or against an intervention, the patient needs to know the clinical rationale behind the intervention, the risks involved, and the costs and benefits of alternative interventions. For almost all treatments, this information is known to clinicians in the relevant specialties. On the other hand, if an algorithm recommends a novel and unusual treatment when this information is not known, doctors will (rightly) be reluctant to approve it.11 In addition to safety concerns, another reason not to do so is that it diminishes patient autonomy.

What, then, do treatment recommender algorithms need to explain? If the algorithm outputs an ordering of treatments, one thing that might aid the patient and the clinician in their deliberations is to understand what determines the ranking. For example, suppose the algorithm ranks treatments in terms of their expected QALYs. In this case, the patient would be better placed to factor the treatment recommendation into their deliberations, first, if they knew that the ‘best’ treatment from the algorithm’s point of view just is the treatment that has the highest expected QALYs associated with it and, second, if they understood some key aspects of what this means. While the abstract, technical details of how QALYs are calculated will not be relevant, the patient should understand that the algorithm’s recommendations are based on population-level estimates of outcomes and so cannot take into account the patient’s particular beliefs, values, or circumstances. In short, they need to understand that if they want any such individual factors to influence the decision, they will actively have to explain those factors to the clinician. For instance (recalling the example from the section ‘The tension’ above), if air travel is very important to the patient, they will need to understand enough about how the algorithm works to realize that this is something they should bring up.

To help adjust the treatment recommendation based on the patient’s other values, the clinician, in turn, needs to understand how the default value (viz. QALYs) influenced the recommendations. Understanding this will likely require explanations as to which features of the patient’s medical record, whether given or inferred, were taken by the algorithm to indicate that one treatment over another had a higher probability of success relative to the given metric for determining comparative success. The aim is to enable the clinician to reason about, first, what kinds of predicted outcomes the algorithm based its QALY-estimate on and, second, whether these outcomes ought to be evaluated differently in light of the patient’s individual values.

Finally, it is worth highlighting that treatment recommendation is hard to disentangle from diagnosis. Often treatments are pre-emptive, for example, when a diagnosis, though uncertain, would require immediate treatment to avoid a catastrophe. The effectiveness of this treatment may, in turn, provide evidence for further investigations. Thus, many of the considerations highlighted for diagnosis generation and testing also apply to treatment recommendations.

In what way and when?

If these are the kinds of information that need explaining, in what way and when should explanations be provided? Here, we can be brief. How to best explain things to clinicians such that they maintain adequate understanding, is largely an empirical question. For instance, it is not given that the best time to provide explanations is simultaneously with recommendations. Perhaps the best way to balance the comprehensiveness of the hypotheses considered against potential information overload is to postpone explanations until later stages of the reasoning process. We have no special insights to offer as to how this is best achieved. What our account provides is a criterion against which empirical inquiry should evaluate the success of explanations: the guiding concern should be that explanations enable the clinician to better support patient understanding.

Conclusion

In this chapter, we examined the tension between opaque machine learning systems in medicine and the ethical ideals of informed consent and shared decision-making. We argued that insofar as explainability resolves this tension, it is difficult to settle disputes over, inter alia, what needs to be explained, in what way, to whom, and at what points in the clinical process without an account of the interplay between clinicians and medical decision support systems. We developed an account of clinical reasoning according to which clinical reasoning is a form of Peircean strategic reasoning. We then used this account to shed light on the particulars of the explainability challenge in medicine. While there is still much to work out, we hope that in making precise the relevance of these questions about the nature of clinical reasoning involving machine learning systems to the issue of explainability, we have laid the ground for future discussions on explainable intelligent systems in medicine.
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Notes

1.The principle of respect for autonomy is sometimes claimed to originate with Kant, although the Kantian conception of autonomy differs in several respects from that employed in contemporary bioethics. Most importantly, Kant’s notion of autonomy is contrasted with heteronomy such that principles for action are heteronomous only if law-like but not universal in scope and autonomous only if law-like and universal in scope. The concept of autonomy that features in bioethics does not presuppose a Kantian moral psychology and has no analogue for heteronomy. Indeed, autonomy qua bioethics is perhaps better compared with the Millian conception of liberty rather than the Kantian notion of autonomy (c.f. O’Neill 2003; Jennings 2007). Historically, at least, the relevant notion of autonomy arose in response to certain abuses of human subjects in biomedical research. For example, the Nuremberg Code, which outlined ethical principles for human subjects research in the wake of the Nazi doctors’ trial, United States v Karl Brandt et al., emphasized the need for participants to make an ‘understanding and enlightened decision’ about their participation. Similarly, the 1978 Belmont Report, the drafting of which was at least partially motivated by the infamous Tuskegee syphilis experiment in the United States between 1932 and 1972, enshrined respect for persons as a central ethical principle in human subjects research. For further discussion, see Manson and O’Neill (2007: 4–6).

2.Note, however, that there were doubts about the extent to which interpretability of this sort was helpful for clinicians in diagnostic reasoning. In particular, one concern was that listing the inferential steps fell short of a justification or rationale for the diagnosis (Swartout 1983; Moore and Swartout 1988; Swartout et al. 1991).

3.Liu et al. (2019) also highlight that many of these studies fail to provide external validation of their results or fail to compare the performance of neural networks and clinicians using the same sample. Nonetheless, they are cautiously optimistic in the ability of neural networks to improve diagnosis.

4.One QALY is equal to one year of life at full health. In general, expected QALYs for some treatment is equal to the number of years that the patient is expected to live conditional on their having that treatment multiplied by the utility of each year, where utility is between 0 and 1, 1 denoting full health and 0 denoting death.

5.One concern is that introducing decision support systems into clinical medicine offers an opportunity for clinicians to cut corners, and it is likely that corners will be cut in at least some cases, given the unreasonable workload that clinicians presently face. We are grateful to Carissa Véliz for suggesting this point.

6.This is not to say that a normative explanation cannot be given for the moral significance of autonomy. It might be the case, for example, that respect for autonomy features in the set of rules the internalization of which by all or most people would make things go best, impartially considered. Rather, O’Neill’s point here is that the tension presents no obvious problem unless there is an explanation for why autonomy matters because the moral significance of autonomy is not self-explanatory.

7.You might think that the Bayesian view presupposes a commitment to utilitarianism in virtue of its use of expected utility maximization. This concern is mistaken. On one hand, maximizing act utilitarianism takes as the object of maximization (expected) welfare impartially considered. The Bayesian view is more local in its concerns—patient welfare is all that is considered. On the other hand, maximizing act utilitarianism is a criterion of rightness and not a decision procedure. It gives an account of the conditions under which and that in virtue of which an act is right, as opposed to a psychological method for discerning the right action, given a set of alternatives. It is not obvious that a maximizing act utilitarian criterion of rightness supports expected utility maximization as a decision procedure. So, even if welfare impartially considered were the object of maximization on the Bayesian view, there is no obvious reason to think that maximizing act utilitarianism entails or suggests the adoption of the Bayesian view as a decision procedure.

8.Many thanks to Chris Burr for pressing us on this point.

9.We say ‘in principle’ as evaluating salience often proves tricky in practice. To do so, the algorithm needs to implement a function that adequately models the complex factors that determine whether a hypothesis is salient at the given stage in the diagnostic process. To a large extent, this relies on clinical judgement rather than explicit, easily formalizable rules.

10.Many thanks to Kerry Mackereth for suggesting this example.

11.Reportedly an issue faced by IBM Watson (Ross and Swetlitz 2018; Strickland 2019).
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Part VII

Privacy and Security


CHAPTER 28

The Surveillance Delusion

Carissa Véliz

The privacy landscape in the first two decades of the twenty-first century is radically different than that of the last two decades of the twentieth century. In 1980, an ordinary person was unlikely to be subjected to extensive corporate or governmental surveillance. Even though there have been censuses since the end of the eighteenth century, tax records go back to the early twentieth century, and private-sector databases have been a privacy threat since at least the 1970s (Solove 2001), the extent of surveillance was limited by friction that is now largely being overcome by digital technologies. In the 1980s, some personal data was collected for corporate purposes, but companies didn’t have the means to track every single person throughout their day, and the ability to buy and integrate different databases wasn’t a few clicks away. There were some CCTV cameras on the street but fewer than today and with no facial recognition. The only reason why someone could end up being subjected to serious governmental intrusion in liberal democracies was if they were criminal suspects. Even then, the amount of data the police could get on them is nowhere near the amount of data that is collected about ordinary citizens today.

Our financial transactions, online searches, movements, communications, relationships, and interactions with governments and businesses all generate personal data that is being collected, sold, and bought by data brokers, corporations, and governments interested in profiling individuals. The commodification of personal data brings with it promises: greater safety, economic gain, and scientific and technological advancements. The concomitant loss in privacy, however, has severe costs that, arguably, are not being taken seriously enough, judging by the constant expansion of surveillance. Surveillance puts people at risk of suffering discrimination, exploitation, and other kinds of abuse such as extortion. Furthermore, it pushes society into a culture of exposure that can breed conformity and jeopardize democracy.

The first section gauges the breadth and depth of surveillance in the digital age. In the second section, I assess the role of consent in surveillance practices. The third section discusses whether current levels of surveillance amount to mass surveillance and to what extent that is ethically problematic. In the fourth section, I sketch the costs of surveillance in terms of risks, harms, and wrongs. The fifth section explores whether ubiquitous surveillance can be justified for the purposes of security. In the sixth section, I investigate whether surveillance is justifiable as a business model. In the seventh section, I assess whether ubiquitous surveillance can be justified for the purposes of technological advancement. In the eighth section, I analyse the relationship between surveillance, freedom, and democracy. Finally, in the ninth section, I conclude by hypothesizing that the nature of the costs of surveillance often leads people to fall into the trap of the surveillance delusion: the assumption that surveillance has no significant moral costs. Under the surveillance delusion, only the benefits of surveillance are considered, and, as a result, surveillance is taken to be a convenient solution to problems that could be solved through less intrusive means—all without realizing that surveillance itself may be creating more weighty problems in the long run than the ones it is solving.

The breadth and depth of surveillance in the digital age

The amount of personal data collected about people around the world has been consistently increasing during the past two decades on account of a few factors.1 First, the development of data analysis tools has made it easier than ever to collect personal data. Second, as we interact more than ever with computers (and computers with us), more personal data than ever is created. Third, regardless of whether institutions are in the business of technology, every institution has an incentive to collect personal data because it can be sold to third parties—personal data has become an easy way to earn money. The personal data economy—the buying and selling of personal data—has given rise to companies that specialize in the commodification of personal data: data brokers. These companies aim to have a file on every internet user, which they then sell to insurance companies, banks, prospective employees, governments, etc.

Some of that data will have been offered by users with various degrees of voluntariness. For example, people routinely share their email addresses and phone numbers with companies whenever they purchase something and have it delivered to their home. What they might not realize is that those companies are likely to share that information with hundreds of other companies, who will then use it to make sensitive inferences. While someone might not think that sharing their music tastes with companies is sensitive data, companies often take non-sensitive data and turn it into sensitive data through inferences, for example, inferring sexual orientation from music preferences (Kosinski et al. 2013).

One of the distinctive data risks of the digital age is the aggregation of data across databases. Before data was digitized, it wasn’t as dangerous to surrender personal data to very different institutions because the chances of those databases being aggregated was slim. Digitization and the internet have made it easy to share data. As the amount and depth of public databases increases, our privacy is more at risk because it becomes easier to ‘join the dots’ and learn more about people than they are willing to share.2

For example, in 2006, Netflix published 10 million movie rankings by half a million customers as part of a challenge for people to design a better recommendation algorithm. The data was supposed to be anonymous, but researchers at the University of Texas at Austin managed to re-identify people by comparing rankings and timestamps with public information in the Internet Movie Database (IMDb). If someone saw a movie on a particular night, liked it on Netflix, and then rated it on IMDb as well, researchers could infer that it was the same person. Movie preferences can reveal sensitive information such as sexual orientation. A lesbian mother sued Netflix for placing her at risk of being outed (Singel 2009). The danger of exposure through aggregation and inferences has become all the more pungent since data brokers took it upon themselves to aggregate as much data as possible about each individual.

The extent of data collection on every internet user is astonishingly broad. A typical data broker will have thousands of data points about every person, including age, gender, education, employment, political views, relationship status, purchases, loans, net worth, vehicles owned, properties owned, banking and insurance policies details, likelihood of someone planning to have a baby, social media activity, alcohol and tobacco interests, casino gaming and lottery interests, religion, health status, and much more (Melendez and Pasternack 2019).

To put that into perspective, the Stasi, the security service of East Germany, notorious for its surveillance capabilities, held much less data on its citizens. They had one spy or informant for every sixty-six citizens (Koehler 1999: 9) and managed to have files on little more than one-third of the population (Cameron 2021). Today, with a significant proportion of people volunteering private information on social networks and carrying a smartphone in their pockets, governments can have a file on every single citizen with substantially more data than the Stasi ever had.

One might think that the comparison with the Stasi is misleading because that was government surveillance and the kind of surveillance we face today is mostly corporate, which can be thought to be less dangerous. Government surveillance is often thought to be more worrisome on account of the special powers that governments hold (e.g. to arrest people). Data collection and trades have become so ubiquitous, however, that it is unhelpful to distinguish between corporate and governmental surveillance as data collected by the former is shared with the latter and vice versa (Véliz 2020: 27–45). Even when corporations refuse to give up data to governments (as in the case of Apple refusing to help the FBI hack into a dead criminal’s phone in 2016), governments often have the ability to hack into data themselves or to hire the services of someone who will do it for them (which is exactly what happened in the Apple case) (Yadron 2016).

Most countries don’t have the means to develop surveillance and hacking tools, so they buy them from cyberweapons manufacturers (Schneier 2018: 65). Countries routinely use the tech giants to outsource surveillance. Palantir, Amazon, and Microsoft, for instance, provided tools that aided the Trump administration in putting under surveillance, detaining, and deporting immigrants (Levin 2018). Court records in the United States show that investigators can ask Google to disclose everyone who searched for a particular keyword (as opposed to asking for information on a known suspect) (Ng 2020). In short, any personal data that is collected by a company can end up in the hands of the police (Morrison 2021).

In some cases, corporate surveillance can be used to bypass official policies. In 2018, John Roberts, Chief Justice of the Supreme Court in the United States, authored a majority opinion ruling against the government obtaining location data from mobile phone towers without a warrant. Unsatisfied with that decision, the Trump administration bought access to a commercial database that maps the movements of millions of mobile phones in the United States. Given that such data is for sale from data brokers, the government didn’t need a warrant to get it. By outsourcing surveillance to private companies, the government found a way to bypass a Supreme Court ruling (Cox 2020). In another example, in its pursuit of two suspects, the United States asked Mexico to use a facial recognition system made by a Chinese company that had been blacklisted by the US government (Hill 2021).

The flow of information goes both ways: governments also collect personal data that they pass on to businesses—sometimes for a profit. Data about millions of patients in the National Health Service in the United Kingdom has been sold to pharmaceutical companies, for example (Helm 2019).

In short, the breadth and depth of data collection and data sharing in the digital age is more vast than ever before.

The role of consent in surveillance practices

It is intuitive to think that if losses of privacy are consented, there is no harm done.3 Companies often claim that their surveillance practices are unproblematic because users give their consent when agreeing to their terms and conditions. However, consent in the context of the data economy is an ethically questionable practice at its best.

The notion of informed consent comes from medical ethics. In that context, it is a tool to honour and protect patients’ autonomy. Autonomy is the ability and right of adults to choose their own values and act accordingly. If patients are to be treated as ends in themselves, according to the Kantian categorical imperative, that means we must recognize that they have their own priorities and objectives and that the medical profession has no right to interfere with their desires. That is why doctors cannot do research on patients or intervene in their bodies without their permission.

Unfortunately, the practice of consent does not travel well to the data context. While the medical profession is supposed to be set up to aid patients, companies are typically wanting to profit from their users. This means that terms and conditions are written to protect companies—not ordinary people—from liability. Terms and conditions are usually unreasonably long, non-negotiable, and can change at any time without previous warning.

Furthermore, even if terms and conditions were short and negotiable, there is arguably no such thing as informed consent in the context of the data economy. Data implications are notoriously difficult to understand, often impossible. Neither the people who wrote the privacy policy nor the programmers who wrote the code for the algorithms that analyse data know what kind of inferences might be drawn from the data they get from users or where that data might end up once it gets sold. If no one knows about the consequences of data collection, the user cannot be informed in any meaningful sense.

A third challenge for consent in data contexts is that it is often hard or impossible to ask all relevant people for consent. For example, if someone does a DNA test, they might be consenting, but their parents, siblings, children, and distant kin are not giving their consent. Most personal data either contains data about other people or can be used to infer data about other people, such that it is unclear whether an individual has the moral authority to consent to giving up their data.

Finally, consent may not be voluntary. Very often, people do not have a meaningful choice in using technological tools that are necessary to be full participants of society, and terms and conditions do not allow for any kind of negotiation.4

Thus, while there may be a role for consent in surveillance practices, that role is not as broad as it might be imagined, and someone giving consent to be put under surveillance does not automatically mean that such a practice is ethical.

Does bulk data collection amount to mass surveillance?

One important debate in the surveillance literature is whether such vast bulk collection of personal data equals mass surveillance. Both surveillance companies and intelligence agencies have an interest in defending the view that bulk collection of personal data is not an invasion of privacy as it makes what they do sound less problematic.

When Steven Levy interviewed National Security Agency (NSA) officials, he realized that ‘looking at the world through [NSA’s] eyes, there is no privacy threat in collecting massive amounts of information’ (Levy 2014). The thought is, roughly, that even though everyone’s data is being collected on a mass scale, that doesn’t amount to mass surveillance because that data rarely gets accessed. What it is exactly that people mean by ‘access’ is unclear and much depends on it, but one example is that, even if intelligence agencies have plentiful data about you, if you are not interesting to them, the chances are that no human agent will ever look at that data. In this vein, Mark Pythian writes: ‘If innocent people are unaware that their communications have been intercepted, stored, and filtered out by computer—thus not ever seen by a human analyst—then the intrusion is potential, not actual, and the potential for harm to the individual negligible’ (Omand and Phythian 2018: 24–25). Similarly, David Omand argues that bulk access to data does not amount to mass surveillance because, for most of the data, no human analyst sees and logs it for future action (Omand and Phythian 2018: 150).

Those who consider that collecting information is privacy-invasive tend to think about either privacy or the right to privacy as a matter of control.5 To them, if someone loses control over their data, that amounts to either losing privacy or having their right to privacy violated. Those who think that data collection is not a privacy worry tend to think of privacy or the right to privacy as a matter of access: as long as the data does not get accessed, there is no privacy invasion.6 Kevin Macnish, for example, argues that loss of control over our personal data can make us feel vulnerable and can make us more vulnerable through increasing the risk that the personal data might be accessed one day. Despite this increased vulnerability, argues Macnish, as long as the data is not accessed, there is no privacy violation (Macnish 2016).

Data collection certainly risks our privacy, and that is partly what is wrong with it. But that is not the whole story. Suppose an intelligence agency like the NSA (in the United States) or Government Communications Headquarters (commonly known as GCHQ, in the United Kingdom) comes to an agreement with you: they will collect all your data, but if you never criticize the government, they will never access it. Suppose further that you can trust this promise and that the agency can guarantee without a doubt the safety of your data such that, if you never criticize the government, your data is as safe as if it had never been collected. There is still some wrong being committed here. One might be tempted to think that it is an abuse of power, but many rights violations by government agencies are abuses of power: murder, unjustified incarceration, etc. What is characteristic of this particular abuse of power is that it attempts against our privacy, and the best way to capture that is by explaining it in terms of our right to privacy. From here on, I will therefore assume that the collection of personal data is a form of surveillance.

The risks, harms, and wrongs of surveillance

If this assessment is right, given that surveillance implies a significant intrusion, it can only be justified if its benefits outweigh its costs. Even if someone were to argue that bulk data collection does not amount to mass surveillance and does not violate privacy, that surveillance has costs is undeniable.

At the very least, the cost of surveillance is an increased risk of exposure. Personal data is dangerous because it is sensitive, highly susceptible to misuse, hard to keep safe, and desired by many—from criminals to insurance companies and intelligence agencies. The more data is collected, the longer it is stored, and the more it is passed on from one institution to the next, analysed, and aggregated with other data, the more likely it is that it will end up being misused. Examples of data misuse include neglect (i.e. when the data is not kept safe and ends up being leaked), exposure, and unlawful discrimination.

The kind of surveillance that is common in the digital age therefore entails, at the very least, a risk. It sometimes also entails a harm, for example, when risks materialize and there is a case of exposure or discrimination. Finally, surveillance incurs the infringement or violation of the right to privacy. When a privacy invasion is justified, it amounts to a right infringement; if the invasion is unjustified, then it amounts to a violation of the right to privacy and therefore a wrong.

The requirements of ethical surveillance: Necessity and proportionality

It is widely accepted that what it takes for surveillance to be ethical is that it be necessary and proportionate (Hadjimatheou 2014; Macnish 2015; Brown and Korff 2009). Given that surveillance has costs, it has to be necessary in that comparable beneficial results cannot be achieved by less intrusive or harmful methods. The moral concept of proportionality refers to a moral constraint on actions that cause harm. For an act that causes harm to be proportionate, it must be done in the pursuit of some valuable goal against which the harms are weighed (McMahan 2009: 19). If benefits outweigh harms, risks, and wrongs (if the bad that an act creates is less than the bad it prevents), then the act is proportionate. An implicit condition of proportionality is that surveillance has to be effective. If surveillance has costs and no benefits because it is not effective (it doesn’t do what it’s supposed to do), then it can hardly be justified (Véliz 2017, forthcoming).

Proportionality is concerned with comparing the consequences of doing an act with the consequences of not doing it. Necessity is concerned with comparing what will happen if an act is done with what will happen if alternative acts are done that are also means of achieving the same end. Proportionality is concerned with the question: are the bad effects of this act such that the good effects cannot be justified? Necessity, in contrast, asks: what is, morally, the best means for achieving certain ends?

The idea of proportionality in surveillance is not foreign to law and public policy. The Investigatory Powers Bill in the United Kingdom includes proportionality among the considerations to be taken into account under general duties in relation to privacy. In 2014, 500 organizations and experts worldwide signed the International Principles on the Application of Human Rights to Communications Surveillance, which includes the principle of proportionality (Schneier 2015: 168).

There are three purported benefits that are often used to justify surveillance: security, economic gain, and technological advancement. I will discuss each of these in turn and assess whether digital surveillance is proportionate and necessary to achieve the benefits pursued.

Surveillance and security

The expansion of surveillance at the end of the twentieth and the beginning of the twenty-first centuries was tied to a concern for security. In the United Kingdom, a so-called Ring of Steel was created after the Irish Republican Army (IRA) exploded truck bombs in the City of London in the early 1990s (Carlile 2004). The Ring of Steel is a zone of cameras built around the financial district that got gradually expanded and updated and that in the early 2000s turned Britain into the country in the world with the most video surveillance (it has now been superseded by China and the United States, in that order) (Carlile 2004; Brandl 2021). More recently, in 2016, the Investigatory Powers Act introduced new governmental powers of bulk collection of data for the purposes of security.

In the United States, it was also the threat of terrorism that motivated the expansion of surveillance. In 2000, the Federal Trade Commission had recommended that the United States Congress regulate the data economy. But after 9/11, the US government saw an opportunity to make a copy of all the data being collected by the corporate world and use it for the purposes of national security. Unbeknownst to citizens, shortly after the attacks, a secret system of mass surveillance was implemented with the objective of increasing security. With the passing of the Patriot Act, six weeks after the terrorist attacks, the Federal Bureau of Investigation (FBI) was allowed to issue ‘national security letters’, a form of subpoena that is not subject to judicial oversight and allows spying into the private lives of people (phone records, bank accounts, web searches, and credit card purchases) who might not even be considered suspects (Wright 2008). Similar trends followed in other countries such as France.

There are a few arguments that can be offered in favour of ubiquitous surveillance for the purposes of security. Although mass surveillance tends to carry with it a negative connotation, Katerina Hadjimatheou has argued that, first, untargeted surveillance is less likely to stigmatize those who are watched because everyone is being watched. However, arguably, when criminal suspects are watched covertly (through targeted surveillance, the alternative to mass surveillance), they are not being stigmatized because no one knows about the surveillance.

Second, Hadjimatheou argues, mass surveillance is likely to be a less intrusive privacy measure if it’s overt because it allows people to adapt their expectations and plan accordingly. The example she gives is how, when people know there will be surveillance at airports, they can make sure not to carry sensitive objects in their hand luggage (2014: 204). However, once surveillance becomes truly ubiquitous, there is no avoiding it and therefore no planning accordingly. When a surveillance apparatus follows our every step and keystroke along the day, altering our behaviour amounts to potentially drastic self-censorship. Not carrying sensitive objects in our hand luggage might not be a big inconvenience (although it could be), but changing what we search for online, whether we go to a protest, or what we say to our loved ones out of fear of surveillance has serious implications for individuals and democracy (de Bruin 2010; Gavison 1980; Véliz 2020), as we will see later.

Third, Hadjimatheou argues, indiscriminate surveillance is likely to be more efficient as a deterrent for wrongdoing (Hadjimatheou 2014: 189, 197). Whether this argument succeeds will depend, first, on how effective mass surveillance is at preventing crime and, second, how much wrongdoers are willing to lose; in the case of extremist terrorists who are willing to give up their lives, it may not act as much of a deterrent.

Perhaps the most powerful argument in favour of mass surveillance is that we must subject ourselves to surveillance as part of a duty to protect one another from rights violations. In some cases, it is permissible to deliberately harm a person as a way to enforce a ‘duty to protect third parties from wrongful harm—subject, of course, to considerations of necessity, effectiveness and proportionality’ (Fabre 2022: Ch. 9). As mentioned before, terrorism has been front and centre in the defence of surveillance.

A necessary condition for surveillance to be justified is that it be effective. Whether mass surveillance is effective is a contentious issue. While David Anderson found that bulk collection of data helped foil criminal plots in the United Kingdom (Anderson 2016), none of the many oversight committees or investigations in the United States have found it effective (Clarke et al. 2013: 104, 120; Bergen et al. 2014: 1; Savage 2015a; 2015b: 162–223; ‘Report on the President’s Surveillance Program’ 2009: 637; Isikoff 2013). Although my own conclusion is that it is very doubtful whether mass surveillance will ever be an effective method of preventing terrorism, I will assume effectiveness in what follows for the sake of argument.

Once effectiveness has been established or assumed, surveillance still needs to be necessary and proportionate to be justified. Together, both requirements serve the goal of making sure we are better off with mass surveillance than without it.

There are serious doubts about whether mass surveillance for the purposes of ensuring security can be proportionate. The wrong of mass surveillance is significant, given that the right to privacy of the whole of the population is violated. With that wrong come concomitant risks and harms. Among them are chilling effects: the possibility of authorities treating all citizens like criminal suspects and going on fishing expeditions in search of illegality and the risk of that data being hacked, leaked, or seriously misused in the future.

Similarly, there are doubts about whether mass surveillance is necessary, and, if it is unnecessary, it can hardly be proportionate. There is reason to think that targeted surveillance is superior to mass surveillance as well as less intrusive. With targeted surveillance, the police or intelligence agencies must first get a tip. The tip usually comes from the community or from family members, but it can also come from informants or relevant information can turn up from other criminal investigations. Once there is good reason for suspicion, investigative authorities present the evidence to a judge, who must decide whether there is enough evidence for suspicion to order a warrant for surveillance to take place. This system works surprisingly well. Because police officers will have to go back to the same judges for warrants in future cases, they are careful to build trust with them and ask for warrants only when it is quite likely they will find something. In fact, police find at least some of the evidence they had expected in more than 80 per cent of cases (Solove 2011: 130).

Experience since 9/11 suggests that targeted surveillance is more effective than mass surveillance in preventing terrorism, which supports the conclusion that bulk surveillance is neither necessary nor proportionate for achieving our counterterrorist goals. The major technical problem with mass surveillance seems to be that which characterizes it: the extent of the collection of data. The sheer quantity of information adds irrelevant data about innocent people and obscures what would be significant tips from targeted surveillance. Mass surveillance adds hay to the haystack and makes it all the more difficult to find the needle.

Security expert Bruce Schneier has argued that bulk collection and data-mining are inappropriate tools for finding terrorists for three reasons (2015: 136–140). First, error rates are unacceptably high. When we use data-mining to target people for something relatively innocuous such as fashion advertisement, mistakes can be tolerated more easily as getting advertisements for clothes we do not want to buy is usually not too problematic. But when data-mining is used to look for terrorists, the lives and freedom of potentially innocent people are at stake, and our tolerance for mistakes should be low.

The second reason for the inappropriateness of data-mining techniques for investigating terrorism is that terrorist attacks are unique. There was no way of predicting that pressure-cooker bombs would be used in the Boston Marathon attack (Schneier 2015: 138), or that someone might put a bomb in his shoe, or that people would try liquid explosives, or that someone might kill people with a cargo truck in Nice. Jeff Jonas, an IBM research scientist, and Jim Harper, the director of information policy at the Cato Institute, argue that ‘terrorism does not occur with enough frequency to enable the creation of valid predictive models’ (Jonas and Harper 2006: 8).

The third problem is that terrorists will be trying to avoid detection, making it harder for them to be caught in the very broad nets cast by intelligence agencies.

A final problem beyond necessity and proportionality is the concern that mass surveillance can end up jeopardizing national security due to both internal and external risks. Internal risks include the possibility of a future bad government taking control of the architecture of surveillance and using it to become an authoritarian regime. External risks include the possibility of an adversary country hacking into sensitive systems and using personal data for intelligence or even military purposes. These risks illustrate a ‘real and unavoidable’ contradiction identified by Timothy Garton Ash when governments spy on their own citizens, thereby infringing the freedom they are supposed to defend: ‘if the infringement goes too far, it begins to destroy what it is meant to preserve’ (Garton Ash 1997: 236). We will return to this issue in the conclusion.

Even if we agreed that it’s not worth implementing ubiquitous surveillance for the sake of security, there are those who might think that surveillance is justified for the sake of economic gain.

Surveillance and economic gain

The commodification of data, often called the data economy, has become a remarkably profitable industry. ‘The world’s most valuable resource is no longer oil, but data’, read an Economist article in 2017. A significant part of the data market is tied to personalized advertising, which uses personal data to show relevant ads to people. Advertising is the main way the internet funds itself, and most advertising online is personalized. That makes personal data one of the most valuable kinds of data. What used to be considered wiretapping and the purview of police has become a mainstream business model.

Personalized advertising is often organized around bidding. Real-time bidding (RTB) sends a user’s personal data to interested advertisers, often without their permission. Suppose Amazon gets that data and recognizes them as a user who has visited their website before in search of a book. They might be willing to pay more than others to lure them into buying that book because they are confident they wants it. And that’s how they get shown an Amazon book ad. In that process, however, very personal data, such as sexual orientation and political affiliation, might have been sent to dozens or even hundreds of possible advertisers without the user’s knowledge or consent. And those companies get to keep that personal data, which often gets sold on to other third parties (ICO 2019).

Another crucial piece of the puzzle of the data economy are data brokers. Whenever there is personal data collected, there is a good chance it will end up in the hands of data brokers. Data brokers aim to have a file on all internet users. They then sell those files to prospective employers, insurance companies, governments, and anyone else willing to buy the data. A company like Experian, for example, aggregates data on over a billion people and businesses, including 235 million US consumers. Axciom has more than 10.000 data points on every one of 2.5 billion consumers in 62 countries (Melendez and Pasternack 2019).

While the data economy is highly profitable at the time of writing, it is questionable whether its benefits outweigh its costs for society. With wealth inequality increasing around the world (Alvaredo et al. 2018), there is no evidence to think that profits to companies like data brokers trickle down to the rest of society. Unlike the big companies of the past, data brokers are not companies that employ a large number of people. While a car manufacturer employs hundreds of thousands of people (e.g. Volkswagen employed 665,000 people in 2020, according to Statista), a data broker typically employs only a few thousand (e.g. Experian, one of the largest data brokers, employs around 16,000 people, according to its website).

In turn, the societal harms and risks of an economy founded on surveillance are significant. Data brokers make it very hard to police anti-discrimination laws. When anyone can acquire sensitive information about others without any kind of supervision, it is hard to make sure that companies are not discriminating against people for their political tendencies, their sexual orientation, or their health status, for example. Often, when people are treated on the basis of their data by both private and public institutions, they cease to be treated as equal citizens (Véliz 2020).

The risk that sensitive data will be hacked and misused is also high. In September 2017, Experian announced a cybersecurity breach in which criminals accessed the personal data of about 147 million US citizens. The data accessed included names, social security numbers, birth dates, addresses, and driver’s licence numbers. It is one of the biggest data breaches in history. In February 2020, the United States Department of Justice indicted four Chinese military people on nine charges related to the breach (which China has so far denied). That foreign countries are hacking sensitive data alerts us to a further risk in national security.

Through data acquired from a location data broker, journalists in the New York Times managed to find the location of the President of the United States through correlating his public schedule to a phone that belonged to a Secret Service agent (Thompson and Warzel 2019). With the same database, the reporters were also able to identify and follow military officials with security clearances and law enforcement officers, among others.

There are also concerns about how the data economy incentivizes the design of algorithms on social media that lead to misinformation and the polarization of society. Social media companies want people to stay on their platforms for as long as possible because that is how they can collect as much personal data from them as possible and show them as many ads as possible. Unfortunately, the content that is most engaging is often toxic content like misinformation and heated political debates that end up polarizing citizens into extreme positions (Wylie 2019). Although some have argued that there is too much privacy on social media (see Marmor, this volume), my own view is that there is too little (Véliz, 2021).

Finally, there is a concern that the personalized ads market is a financial bubble. Microtargeting is much less effective and accurate than it’s made out to be and too expensive for it to be worth it (Edelman 2020; Hwang 2020). The market is so opaque that it allows for errors in valuation and click fraud. Click fraud uses automated scripts or paid humans in ‘click farms’ to click on an ad, but there is no consumer viewing that ad (Hwang 2020: 84). And part of why the market is so opaque is because ads are personalized; if everyone saw the same ad, it would be easier to verify that it’s being shown. Forrester Research estimated that, in 2016, as much as 56 per cent of all the money spent on ads in the United States was lost to fraud or unviewable ads (Bidel et al. 2017). The worry is that, once the businesses that have bought personalized ads realize that they have been paying for something that is not worth it, the bubble will burst, and we will find ourselves in the midst of a financial crisis similar to the 2008 one.

Given that the data economy has increased inequality, is a threat to national security, can lead to the polarization of society and to disinformation, and is risking a financial crisis, it doesn’t seem like surveillance is a justified business model. Ubiquitous surveillance as a business model is not necessary. Humanity had already achieved a high level of wealth before the data economy came along. One of the main reasons why so much personal data is collected online is to fund internet companies like Facebook and Google, but those companies could be funded through alternative business models, including subscription models, and through advertising that does not depend on personal data. Contextual advertising, for instance, shows ads to people based on what they just searched for without needing to know anything else about them. Given that it is not necessary and that its advantages can be achieved through less costly means, surveillance as a business model is not proportionate either.

Surveillance and technological advancement

A third common reason to justify the collection of personal data is for the purposes of technological and scientific advancement. In particular, it is often thought that personal data is needed in abundance for the purposes of training artificial intelligence (AI). By the mid-1980s, AI researchers had moved away from symbolic AI (based on rules of logic) and had started making important progress in neural networks (based on statistical models), which eventually led to a flourishing of machine-learning research and applications.7 One of the particularities of machine-learning algorithms is that they need huge amounts of data.

In many cases, however, the most useful data to train AI is not personal data. Personal data often has a short expiry date (people move houses, they change their job, their tastes evolve, etc.), and it can often be less accurate than other kinds of data, partly because it is difficult (if not impossible) to place people into discrete categories (Crawford 2021: Ch. 4). A poster child of AI is AlphaZero, an algorithm developed by Google’s DeepMind that plays the ancient Chinese game of Go. AlphaZero was trained exclusively through playing against itself without any external data, let alone personal data. Another example of AI using data that is not personal is researchers at the Massachusetts Institute of Technology (MIT) trying to find new antibiotics using AI to analyse chemical compounds (Trafton 2020).

Admittedly, there are cases in which we do need personal data—medicine being a prime example. While medicine justifies collecting some personal data (e.g. clinical tests, a list of symptoms, etc.), it doesn’t justify having the ubiquitous surveillance and trade in personal data that we currently have. Arguing that ubiquitous surveillance is unnecessary and disproportionate doesn’t amount to arguing that we can never use personal data. Collecting data in medical contexts is perfectly justified. Selling that data and collecting personal data everywhere else might not be.

A final response is that it is uncertain whether the AI of the future will need as much data as it does today. Part of what it means to be intelligent is the ability to generalize knowledge from a limited number of examples, like human beings do. A child doesn’t need hundreds of thousands of images of dogs to recognize dogs. As AI systems become smarter, we can expect them to need less data (Wilson et al. 2019; Marcus and Davis 2020). The most important challenges to the development of AI are technical ones, and they won’t necessarily be solved by collecting more data (Schneier and Waldo 2019).

Here again, if the ubiquitous surveillance facilitated by the trade in personal data is not necessary for technological advancement, it can hardly be proportionate, and it is far from clear whether it is necessary to collect as much personal data as possible. The burden of proof is on those who claim it is.

Surveillance, freedom, and democracy

For decades, thinkers have worried about the negative consequences of surveillance for society, freedom, and liberal democracy. Ruth Gavison, for example, argued that:


In the absence of consensus concerning many limitations of liberty, and in view of the limits on our capacity to encourage tolerance and acceptance and to overcome prejudice, privacy must be part of our commitment to individual freedom. [ … ] Privacy is also essential to democratic government because it fosters and encourages the moral autonomy of the citizen, a central requirement of a democracy.

(Gavison 1980: 455)



In a similar vein, Thomas Nagel argued that, for the public sphere to be ‘comfortably habitable’ for different kinds of people, we need ‘a culture that is publicly reticent’. For liberal democracy to work well, there must be a concomitant ‘cultural liberalism’ in which citizens allow each other to have enough privacy, which is essential to protect individual freedom and to avoid unnecessary conflicts in the public sphere (Nagel 1998).

Boudewijn de Bruin has argued that invasions of privacy can decrease people’s negative freedom, which implies that privacy is a liberal value (de Bruin 2010). When companies and governments treat us differently as a result of privacy invasions, the opportunities we are afforded in life are being affected. If we end up self-censoring in an effort to better our life chances, our freedom is diminished even more. The losses of freedom due to self-censorship and external pressures to comply with algorithmic expectations can then lead to conformity.

Ubiquitous surveillance endangers fundamental personal, civic, and professional relationships. It can undermine intimacy between friends and family, freedom of association between citizens, and attorney–client privilege, among other things. Surveillance jeopardizes fundamental democratic practices like the secret ballot (Lever 2015) and investigative journalism.

It may not be a coincidence that Mexico, the deadliest country in the world for journalism in 2020, accounting for almost one-third of journalists killed that year worldwide (Lakhani 2020), was revealed to also be a hotspot for spying on journalists and human rights activists (Sheridan 2021). The Pegasus Project was an investigation which revealed that more than 50,000 journalists, human rights workers, academics, and other notable figures were being spied on by governments around the world. More than 15,000 of the victims were Mexicans—the most represented nationality on the list (Schwartz 2021). When journalists don’t have enough privacy, they can’t keep either themselves or their sources safe, which leads to the deterioration of the practice of journalism. Sources don’t dare approach journalists, and journalists don’t dare approach dangerous investigations. In turn, when journalism deteriorates, so does democracy as democracy depends on a well-informed citizenry.

Other related concerns regarding surveillance and society include the undermining of the presumption of innocence by treating all citizens as potential suspects (Hadjimatheou 2017), asymmetries of knowledge that tend to lead to asymmetries of power (Véliz 2020), and the risk of a massive misuse of personal data, for example, for the purposes of genocide. In the past, personal data has been grossly misused, as when Nazis raided local registries in search of data about Jewish people (Seltzer and Anderson 2001), and the best predictor that something can happen in the future is if it has happened in the past.

Conclusion: The danger of the surveillance delusion

Given the risks, harms, and wrongs of the kind of ubiquitous surveillance that has become common in the digital age, the burden of proof seems to be with defenders of the practice. There is at least one important challenge in that debate, however.

What is common to the risks, harms, and wrongs of surveillance is that they are difficult to quantify. It is easier to calculate the possible benefits of surveillance in terms of security, economic gain, and scientific advancement than it is to put a price on our losses. We can easily put a price tag on how much we can hope to earn per year, say, through personalized ads. But how do we assess to what extent investigative journalism can be undermined by surveillance? And if journalism is not a particularly profitable endeavour, how do we assess its value for democracy? How do we evaluate the loss to society entailed by people self-censoring themselves in their daily life? As a result of these unanswered questions, I suspect we are prone to end up buying into what I call the surveillance delusion: the assumption that surveillance has no significant moral costs.

In The Tyranny of Metrics, Jerry Z. Muller warns against an obsession with metrics. Metric fixation ‘may draw effort away from the things we really care about’ and ‘almost inevitably leads to a valuation of short-term goals over long-term purposes’, he writes (Muller 2018: 3, 20). The flourishing of a kind of AI that heavily depends on data has further encouraged an obsession with metrics. But there are certain valuable things (e.g. intimacy, autonomy, freedom, and democracy) that are harder to quantify than others (e.g. economic gain through the trade in personal data) but no less valuable.

Not only are many of the downsides of surveillance hard to quantify, but the consequences of surveillance are also often delayed, which further feeds into the surveillance delusion. Even in relatively simple cases, it might be years until a data leak is felt. Sensitive data can spend years in the dark web before a criminal makes use of it. That delay makes it hard to make the connection between the loss of a particular data point and a concrete negative consequence. The connection in the realm of societal harms is even more delayed and harder to establish. Journalism may survive for a few years or maybe even decades without privacy, and its erosion may be so gradual as to be hard to perceive. A faded kind of democracy may withstand some disproportionate surveillance for some years too.

What is dangerous about the surveillance delusion is that it pushes us to appreciate the possible benefits of surveillance without taking seriously its possible costs. Given the close relationship between authoritarian regimes and the aspiration for ubiquitous surveillance, evidenced in historical examples from the East German Stasi to contemporary China, the surveillance delusion can end up having a very high price even if it cannot be monetized until it’s too late.

An urgent question, then, is how much surveillance is too much to sustain liberal democracy, freedom, and the ways of life that we value? David Omand suggests that ‘one defining difference between the practice of domestic intelligence collection in liberal democratic states and that in totalitarian states is the extent of it’ (Omand and Phythian 2018: 36). On that account, our society does not seem to be faring well, even in comparison with a society like East Germany. We are collecting more personal data than ever before. If Katerina Hadjimatheou is right that intrusiveness is determined by reasonable expectations, the ability to plan for and consent to surveillance, the number of people given access to sensitive information, the sensitivity of the data, and the period for which data is retained (Hadjimatheou 2014: 196), it again looks like our societies are the most intrusive ones that have ever existed.

What a reflection on the surveillance delusion suggests is that, to answer the question of how much surveillance is too much, we need to go beyond short-term concerns and think about the kind of society we want to have decades from now. We need to think carefully about the requirements of autonomy, freedom, equality, and democracy to make sure that surveillance is not creating graver problems in the long run than the ones it is purporting to solve.

Notes

1.Bernard Marr estimated in 2018 that 90 per cent of the data in the world had been generated in the previous two years (Marr 2018). According to Statista, data creation has continued its steady growth in the past few years (Statista 2020).

2.For more on the ethics of inferring sensitive information from public information, see Rumbold and Wilson (2019). For more on the ethics of taking personal information outside of the context it was given in, see Helen Nissenbaum’s theory of contextual integrity (Nissenbaum 2010).

3.While some countries tend to define harm in utilitarian terms (e.g. psychological, physical, financial, reputational, etc.), other countries tend to focus on rights violations. On both frameworks, however, it is thought that consent can make an otherwise unethical case of data collection ethical (as exemplified by the General Data Protection Regulation in Europe and the California Consumer Privacy Act in the United States).

4.For more on the challenges of consent in the context of big data, see Cuters (2016), Andreotta et al. (2021), and Véliz (2019).

5.Control theories of privacy include Fried (1970), Bezanson (1992), Parker (1974), Beardsley (1971), Gerstein (1978), Rachels (1975), Reiman (1976), Marmor (2015), Wasserstrom (1978), and Westin (1970).

6.Access-based theories of privacy include Allen (1988), Garrett (1974), Gavison (1980), Gross (1971), and Parent (1983).

7.For an authoritative account of this unfolding, see Wooldridge (2020).
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CHAPTER 29

Privacy in Social Media

Andrei Marmor

Introduction

Ms Lisa Li, a famous young influencer in China, flaunting a glamorous and lavish lifestyle, with over one million followers, became rather notorious overnight. Her landlord, upset by Ms Li’s unpaid bills and failure to clean up her apartment, exposed to the world her absolutely squalid living conditions. A video posted by the landlord showed Ms Li’s sordid apartment with dog faeces in the living room, and generally so filthy that allegedly even professionals refused to clean up the place. Not surprisingly, reaction on social media instantaneously recorded hostile posts, with tens of thousands of people unfollowing her overnight, and countless expressions of outrage. Ms Li seems to have survived the media onslaught and recovered her reputation since, but her story encapsulates many of the privacy issues that come up in social media. Ms Li’s story exemplifies how a young woman of modest means can turn herself into a social media celebrity, presenting to the world a personal lifestyle far removed from reality. But it also shows how reputation gained over years of hard work can be shattered in an instant, turning fame and glamour to ridicule and outrage overnight.1

You may wonder why any of these issues involve moral concerns about the right to privacy. After all, most people’s immediate concern about privacy in social media, and internet platforms more generally, relate to data protection. People fear that information they post on various platforms, explicitly or implicitly, is gathered, compiled, and potentially abused by corporate entities, governments, or even criminals, in all sorts of nefarious ways.2 On the contrary, I am going to argue in this chapter that concerns about data protection, legitimate and serious as they may be, are not, mostly, about the right to privacy. Privacy is about the presentation of the self, not about protection of proprietary rights. And I am going to argue that social media is, generally, conducive to privacy—in fact, often too much so. The main tension in the domain of social media is between privacy and authenticity: social media enables a great deal of privacy at the expense of authenticity. But it also comes with dangers of exposure that carry risks to privacy. On the whole, then, the state of privacy in social media is a mixed bag. Social media is generally conducive to privacy, often too much so; and it also comes with serious risks to privacy, even if, as often is the case, those risks are self-imposed.

What is the right to privacy and how does it conflict with authenticity?

In previous work, I have argued that the main interest protected by the right to privacy is our interest in having a reasonable measure of control over ways we present aspects of ourselves to different others (Marmor 2015). Having a reasonable amount of control over various aspects of ourselves that we present to different others is essential for our well being; it enables us to have the necessary means to navigate our place in the social world and to have reasonable control over our social lives. We need to have the ability to maintain different types of relationships with different people, and that would not be possible without having control over how we present ourselves to different others. Different types of relationships are constituted by different types of expectations about what aspects of ourselves we reveal to each other. Intimate relationships and friendships, for example, are partly constituted by expectations of sharing information and revealing aspects of ourselves that we would not be willing to share with strangers. But we cannot live in a social world that requires constant intimacy either; the possibility of dealing with others at arms lengths, keeping some distance, is as important as the opportunity for intimate relationships. Additionally, we also need to have some space to engage in various innocuous activities without necessarily inviting social scrutiny. For all these, and similar reasons, it is essential for our well being that we have a reasonable level of control over which aspects of ourselves we reveal to different others. This is the main interest that is protected by the right to privacy.

The interest in the protection of personal data that we post or reveal on internet platforms is typically an interest in protecting our property. There is a huge amount of information about ourselves, and our possessions, that we reveal, often without our knowledge, by using the internet, smartphones, and such. But there are two kinds of concerns about this information falling into the wrong hands, as it were. For one, there is the fairly straightforward concern about theft. A great deal of the information that we allow internet platforms to use or to store can be used to steal our financial ‘identity’, empty our bank accounts, charge us for goods and services we had not ordered, and all sorts of similar proprietary misdeeds. These concerns have very little to do with privacy. When someone uses or takes something that belongs to you without your permission, they violate your right to property, not to privacy (Thomson 1975).3

The second kind of concern relates to so-called ‘big data’ collected by corporations about our consumer profiles, interests, and habits. And this is a tricky matter from a privacy perspective. Most often the kind of information that is gathered, if looked at in isolation, is not the kind of fact about us that we can legitimately expect to keep to ourselves. When you go out to buy a pair of shoes in a store you cannot expect not to be observed by others. Buying those same shoes online should make no difference in this respect. After all, it needs to be charged to your credit card and delivered to your home. In isolation, there is nothing here that should make anyone worry about their privacy. Problems begin to surface with extensive and repeated data collection, that is, when somebody (or some computer algorithm, to be more precise) collects, analyses, and stores data about everything you buy; and perhaps everywhere you happen to go with your smartphone, and every phone number you call up, and so on and so forth. This is when people begin to worry about their privacy, and to some extent, rightly so. But as I will try to show later, this worry is not easy to articulate and it is subject to reasonable disagreement. Before we get there, however, other aspects of privacy in social media will be explored. I’ll get back to the big data question towards the end.

Let us return to the main interest protected by the right to privacy. It is crucial to note that the level of control over which aspects of ourselves we reveal to others needs to be reasonable, not limitless. Having too much control over what aspects of one’s self one can reveal to others compromises authenticity. But this is complicated. On the one hand, there seems to be nothing wrong with withdrawing from the social world, living your life without anyone knowing anything about you. Perhaps your life would not be as rich and rewarding as it could have been, but you commit no wrong by imposing seclusion on yourself. On the other hand, it does seem to be wrong, in some sense, if you manage to get people to believe that you are something quite different from what you really are. An intensely selfish person who manages to get people to believe that she is generous and kind engages in a form of deceit that we may rightly frown upon, even criticize and condemn. Being intensely selfish is bad enough, creating the false impression in others that you are generous makes things even worse. Now, it might be tempting to think that the distinction here pertains to the difference between not revealing things about yourself, which is normally permissible, and actively presenting yourself in ways that are not your authentic self, that is, creating false impressions, which is often wrong. But this action-omission distinction is not going to do all the work here. There are ways of not being truthful or authentic by just keeping quiet. If you are mistakenly introduced in a party as somebody else, then keeping quiet about it might be as much of a lie as knowingly telling a falsehood. But that does not mean that failing to reveal the truth about yourself is always wrong; far from it. Most people normally want to look and seem better than they are, and there is nothing wrong about that. You do not have to post the most authentic selfie on your Instagram page; posting a particularly flattering one is not deceitful.

The story of Ms Lisa Li, however, is a good reminder that authenticity on social media is compromised well beyond flattering pics and self-congratulating presentations. The main danger facing the value of authenticity in the social media context is that the distinction between truth and fiction gets blurred; one often does not know, and many people seem not to care all that much, what is presented as truth and what is clearly just fiction. This is not a threat to privacy. On the contrary, it is often too much privacy at the expense of truth and authenticity. The following section explains both of these claims.

Privacy, authenticity, and fiction

Social media, like Facebook, Twitter, Instagram, and similar platforms, enable people to present aspects of themselves to others in ways that they could not have done without these tools. It enables people to reach a very wide audience at very low cost and almost instantaneously; but more importantly for our concerns here, social media gives people a tremendous amount of choice and control over what aspects of themselves they present to others, including the option of presenting totally fictitious ‘aspects’ of themselves, inventing a public persona that may have very little to do with reality. Even ordinary users of Facebook, who just want to connect with their friends, tend to post aspects of their lives rather selectively, conscious of constructing an image of their lives in forms they wish their audience to perceive. In actuality, the range of self-construction here is very wide, from minor self-flattering images or posts, to outright large-scale deceit, with all the spectrum in between. Since the main interest protected by the right to privacy is precisely the interest in having control over what aspects of yourself you present to different others, it would seem that social media, quite generally, is very conducive to privacy. It enables people to have a great deal of control over their self-presentation, much greater in scope than hitherto possible.4 Hence, the first question here is not whether social media threatens privacy, but whether it enables it too much: do we get to have too much control over what aspects of ourselves we present to others?

Part of what makes answering this question difficult is the fact that the kind of creative construction of the self enabled by social media is common knowledge. Everybody knows that the persona I present on Facebook or Instagram is somewhat constructed, that it does not necessarily reflect reality. Both users and consumers of the medium realize that fact and fiction are mixed up; it is part of the game, as it were. In other words, people do not necessarily expect full authenticity on social media; they seem to be content to create and to consume the presentations of partly fictitious selves for the sake of other values, knowing, at least at the back of their minds, that authenticity is not assured.5 But that does not, by itself, settle the question of whether too much authenticity is sacrificed here; even if the sacrifice of truth and authenticity is on the surface and willingly consumed, it might still be a bad state of affairs.

Authenticity might mean different things in different contexts. In one sense, people think of authenticity in terms of a match between one’s deep self, one’s deep character traits, true desires, etc., and the life one lives. An inauthentic person, on this understanding, is one whose desires, plans, and aspirations in life do not quite match what she really is, deep down, as it were. If I tell myself that I love doing philosophy and live my life with that story, while the truth is that deep down I am not all that interested in philosophy, then I am not authentic, in this sense. However, this deep sense of authenticity is not what I am going to refer to here; what I have in mind is a shallower sense, one that refers to the truth or falsehood of one’s self-presentation to others. You fail to be authentic, on this shallow conception, if you present yourself to others in a way that is, as a matter of fact, false about you. The main difference between the deep and the shallow conceptions of authenticity is that the deep form of inauthenticity involves self-deception, while the shallow sense of it does not necessarily involve any self-deception; the deception or inauthenticity in the shallow sense can be entirely self-conscious. In both cases, however, the value of authenticity is very closely tied with the value of truth. In the deep sense, it is the truth to yourself, truth about what you really want, what you really care about, and things like that. In the shallow sense, and the one that is relevant to our concerns here, the truth in question is public. A presentation that is inauthentic is one that attempts to induce others to have false (or grossly inaccurate) beliefs about certain aspects of your self.

To be sure, I am not assuming here that revealing the truth about one’s self is always valuable or that any type of deception is bad. Far from it. As Thomas Nagel (1998) famously argued, it is often the case that telling the truth is the wrong thing to do. In fact, life would be rather unpleasant, almost unbearable, if people told each other everything that comes to their mind. Just imagine telling everyone you encounter what you really think about them; in many cases, they do not need to know, and often would rather not hear. Something similar applies to the presentation of your self; people do not need, and often do not want to know, everything that goes on in your mind (or your body, for that matter). In other words, authenticity (in the shallow sense, as henceforth used) is not always valuable, and one is not ethically or morally required to be authentic at all times.

The previous considerations suggest that privacy and authenticity are often in some inherent conflict or tension. The moral aspects of this conflict play out differently in the domain of personal presentation and the domain of public discourse. Social media, as currently used, spans both private lives and public-political discourse, and these two raise somewhat different moral concerns. In both cases, the underlying concern is the blurring of the distinction between fact and fiction. But the wider moral implications of this blurring of boundaries are quite different. Let me acknowledge, however, a further complication before we proceed. Social media blurs not only the distinction between fact and fiction; it also blurs the distinction between the personal and the public. Nowhere is it more evident than in the proliferation and tremendous impact of influencers. The whole phenomenon of influencers is based on turning the personal into a commercial or social endeavour, sometimes into commercial business, pure and simple. Therefore, the contrast between personal presentations on social media and public-political discourse spans a wide spectrum; most of the social media use is somewhere in the middle, involving elements of both.

One thing we have learned in the past few years is that social media enables a huge amount of staggeringly false and misleading political speech, directly and indirectly. And we have learned that these falsehoods are not idle. Millions of people seem to be influenced by fake news and incredible falsehoods of all kinds, to the extent that they may have tilted the results of elections and other democratic processes. There are very serious concerns here, and they may force us to rethink some of our established views about free speech and democracy. Perhaps, but this is not the topic of the present chapter. I will leave the discussion of social media and politics to others (see Neil Levy’s chapter ‘Fake News: Rebuilding the Epistemic Landscape’).

Let us return to the presentation of the self in social media. What we seem to have here is a domain of endless possibilities of self-construction, ranging from mild manipulation of reality to outright fiction or deception. One curious aspect of the story of Ms Lisa Li, mentioned at the start, is not so much how she lost many of her followers instantaneously, which she did, but the fact that she has not really lost most of them—far from it. Hundreds of thousands of people kept loyal to her, despite the fact that she turned out to be a rather different person from the glamorous social media persona she had depicted. It seems that many of her followers just did not care. Which would be surprising only if you thought that consumers seek the truth, as if they wanted to follow the real Lisa Li. But evidently that is not what her followers were after; they were seeking to share a dream, a kind of visual fiction, and then, when they come to learn that parts of that fiction are not real, they are not all that surprised or disappointed; fiction, after all, is not supposed to be real. There is nothing morally problematic about the desire to consume fiction, whether on social media or elsewhere. But what if the distinction between fiction and reality gets rather blurred? What if people lose interest in the distinction itself, not caring all that much about whether something they are told or shown purports to be fact or fiction? There is clearly something disturbing about it, but it is not easy to pin down what that is.

The difficulty stems from the possible argument that if you do not care about whether a story is fact or fiction, in essence you are treating it as if it was fiction. A story that is consumed as potentially fiction is treated by the consumer on a par with fiction. And if this is true, then perhaps there is nothing wrong with social media blurring the distinction between fact and fiction, as long as people are, by and large, aware of it. Furthermore, if you think about it, there is nothing new here. Capitalist consumerism is based on aggressive advertising, selling us dreams and fantasies in order to sell us products and services. Instagram influencers sell a constructed image of themselves in order to sell products. It is essentially the same idea. Or, not quite, perhaps. As much as we might want to criticize rampant consumerism and all the advertising industry that keeps it afloat, the advertising industry is what it purports to be, an industry aiming to sell you stuff that you may not really need or did not think you even wanted. One problem that seems to plague the social media domain is yet again, a blurring of the boundaries between what is clearly commercial advertising and what is personal, social, or even political.

But I still have not answered the question of what is morally problematic about the blurring of these distinctions on social media. Perhaps it is a good thing that distinctions between fact and fiction, personal and public, entertainment and consumerism, are getting blurred by social media. Challenging established categories and conceptual divisions is how social changes occur over time; it is often what social movements aim to accomplish. Not all social changes are for the better, of course, but many of them are. Furthermore, if the social media world enhances people’s privacy interests, giving them more control over what aspects of themselves they present to different others, all the better, not so? I am far from sure, however, that moral complacency is warranted. Perhaps many of the categories getting blurred on social media provide new opportunities to people, and empower hitherto underprivileged segments of the population.6 So there are, quite clearly, some good effects here. But the erosion of the value of truth is not so innocuous. If the interest in truth gets eroded, this erosion is not going to remain confined to the use of social media; it is very likely to pervade personal and public life on a much wider scale. The more socially acceptable it becomes to mix fiction with truth without accountability, the less responsibility people are going to feel for truth in general, both in their personal lives and in their civic engagements. This cannot be a good development.

Let me emphasize, however, that the erosion of truth on social media is very intimately linked to its privacy enhancement aspect; it is not a coincidence that a world in which there is much more privacy, there is less concern for the truth. As I have mentioned, the essence of the right to privacy is the right not to tell the truth, at least not all of it. Control over what aspects of yourself you reveal to others is needed precisely because we have legitimate interests in not being all that forthcoming with revealing aspects of ourselves or our lives to others. Privacy and authenticity are inherently in some conflict or tension.

Social media as a tool against privacy

The picture I have depicted so far has been one-sided; I have focused on the privacy-enhancing aspects of social media. But social media is also used for opposite purposes; it is sometimes used to deliberately undermine someone’s privacy, exposing them to the world in ways they do not want to be perceived.7 I will focus on cases called ‘doxing’, whereby social media users, often in a group, target an individual or a group of individuals for the purpose of public shaming or, in some extreme cases, even harassment or intimidation. Two main aspects of the medium enable this practice: the availability of a huge amount of information on people online, and the ability to reach a very wide audience at very low cost.8 Individuals are not the only targets of doxing—sometimes governments are too. Wikileaks is a case in point. But I will bracket these governmental or even corporate targets, and focus on the practice of doxing targeting individuals.

Let us start with a simple story. Suppose you happen to know that your friend is cheating on his wife. You keep quiet for a while, but at some point the friendship turns sour and you decide to tweet about your friend’s infidelity with details and all; you know that your friend, and his wife, and your mutual friends, are all following you on Twitter. I presume that we would think that you had misbehaved; gravely so, perhaps. Even if you had a reason to tell your friend’s spouse about her husband’s infidelity, that is something you should have told her in private; sharing it with many is a deliberate act of shaming. Shaming is an act of humiliation, and as such, pro tanto wrong. Unless there is a very good reason to bring shame on someone, it is wrong on a par with deliberate humiliation, a demeaning speech act, striving deliberately to put someone down. Now, of course, the problem with social media is that it technically allows for public shaming on a very large scale. Someone can find out something embarrassing about you and post it on some social media platform or other, rendering the information public instantaneously. Furthermore, it is often very difficult for the targeted individual to rebut the shaming information, even if it is, actually, false. Once a rumour or an image is out there, it is almost impossible to make it go away.

Doxing, by its very nature, would seem to be a violation of privacy; it is done with the explicit aim of revealing to others information about their target that the individual in question would rather not expose, at least not to the public at large. But it does not necessarily follow that doxing is always an unjustified violation of the target’s right to privacy. This is for two reasons: it might not be a violation of the right to privacy at all, and even if it is, it might be a case of a justified violation of a right. Let me explain briefly both of these points.

J. Thomson (1975: 307) argued a long time ago, and correctly so in my mind, that nobody can have a right that some truth about them not be known. We cannot have proprietary rights over truths about us or about anything else, for that matter.9 The right to privacy, I argued (contra Thomson), is there to protect our interest in having a reasonable measure of control over ways in which we present ourselves to others. The protection of this interest requires the securing of a reasonably predictable environment about the flow of information and the likely consequences of our conduct in the relevant types of contexts. On my account of the right to privacy, such a right is violated when somebody manipulates, without adequate justification, the relevant environment in ways that significantly diminish your ability to control what aspects of yourself you reveal to others. One typical case is the following: you assume, and have good reason to assume, that by φ-ing you reveal F to A; that is how things normally work. You can choose, on the basis of this assumption, whether to φ or not. Now somebody would clearly violate your right if he were to manipulate the relevant environment, without your knowledge, making it the case that by doing φ you actually reveal F not only to A but also to B et al., or that you actually reveal not just F but also W to A (and/or to B et al.), which means that you no longer have the right kind of control over what aspects of yourself you reveal to others; your choice is undermined in an obvious way (Marmor 2015: 14).

Given this account, it would seem that a case of doxing is typically a violation of one’s right to privacy. If you are the target of doxing, your environment is manipulated by others rendering the information you reveal about yourself, knowingly or unknowingly, spread well beyond its intended or reasonably predicted audience. That is clearly a case in which you lose control over what aspects of yourself you reveal to whom. The difficult or borderline cases are those in which doxing reveals information about someone that is publicly available anyway. Suppose, for example, that you are perceived by your acquaintances as a person of modest means, and yet you buy a very expensive piece of real estate, a transaction that you would rather keep to yourself. In many jurisdictions, ownership of real estate is a matter of public record. (And let us assume that there are good reasons for that.) Somebody can easily look it up and post the information on social media, perhaps to embarrass you. They post something that is a matter of public record, even if, normally, people do not bother to spend their time looking for this kind of information. I suspect that people would have different intuitions about this case. It may not be the right thing to do, for sure, but I am not sure that it amounts to a violation of any right of yours. However, once again, the problem in the social media context is the issue of intensity and scale. Targeted doxing usually involves extensive efforts and considerable investment of time and energy in gathering information that, even if publicly available, is not available without such deliberate and extensive research.10

The situation here is very similar to the question of privacy in public spaces (Marmor 2015: 20–21).11 When you walk around on Main Street you cannot have a privacy expectation not to be observed by indefinite others. By walking on the street you obviously make yourself observable and there’s nothing problematic about that from a privacy perspective. But suppose somebody is following you with a video camera, recording your movements for a while, and posting that on YouTube. Now it might seem a violation of your right to privacy, even if the recording was done in a public space. Why is that? Presumably, because making yourself observable in a public space is not an invitation, or even consent to, becoming an object of gaze or surveillance. The concern here is about attention and record-keeping. When you take a walk on Main Street, you are perfectly aware of the fact that you have no control over who happens to be there and thus is able to see you; but you also rely on the fact that people’s attention and memory are very limited. You do not expect to have every tiny movement of yours noticed and recorded by others. In other words, consent to public exposure is not unlimited. Voluntarily giving indefinite others the opportunity to see you is not an invitation, or even tacit consent, to gaze at you, and certainly not a consent to record your doings, digitally or otherwise.

But what if expectations actually change, and people come to know that certain public spaces are subject to extensive surveillance? What if we are all well informed, for example, that all the streets in our town are covered with CCTV cameras that record everything everywhere? Would that violate our right to privacy in public spaces? I think that the answer is ‘Yes’ because there is another way in which one’s right to privacy can be violated, that is, by diminishing the space in which we can control what aspect of ourselves we reveal to others to an unacceptably small amount in an important domain of human activity (Marmor 2015: 14). Needless to say, determining what counts as a violation of privacy in this respect is bound to be controversial and often difficult to determine. Presumably, there are two main factors in play: the relative importance of the type of activity in question (e.g. walking on ordinary streets versus entering a particular building), and the level of diminished control over concealment or exposure. Either way, we should recognize that people’s right to privacy can be violated even in public spaces (Véliz 2018).

Many cases of doxing based on exposure of data collected from public records involve essentially the same moral issue. Living in a world in which there is a great deal of information about us on public records might not be a problem in and of itself. But becoming the focus of targeted attention based on information-gathering from public records becomes a form of surveillance, quite possibly violating the right to privacy. Such actions diminish, sometimes very considerably, your ability to control what aspects of yourself you reveal to others. And that is so because we can normally expect ordinary others to have limited interest, attention, and resources for digging up information on us that is stored somewhere somehow.

That doxing often, if not quite always, involves a violation of the target’s right to privacy does not necessarily entail that it is never justified, all things considered. Possible moral justifications of rights’ violations are multifarious and greatly depend on circumstances.12 Sometimes a rights violation is justified when it is required in order to secure a conflicting right that ought to prevail under the circumstances. Sometimes a right may be justly violated in order to secure a common good of greater moral significance. Suppose, for example, that in order to expose a politician’s staggering hypocrisy you need to violate their right to privacy. Still, the exposure might serve the common good and democratic values to an extent that justifies the rights’ violation.

It is a common doctrinal principle in libel laws in many jurisdictions that the more one enjoys a public persona the less protection from libel one can legally expect. Something similar, at least morally speaking, may well apply to protection of privacy. The more you deliberately and voluntarily expose yourself to the public, as it were, perhaps the less concern about your right to privacy you can legitimately expect to have. But this principle, if a principle it is, should have an important caveat: it would be quite unjustified to expose facts about a public persona by violating their right to privacy if the facts disclosed are not related to what makes the person famous. If a politician thrives on gay-bashing and promoting ‘family values’, exposing that the politician is gay himself might be quite justified. But the same would not be true of, say, a famous scientist; if the scientist’s claim to fame has nothing to do with sexuality or anything remotely relevant to that, exposing their sexual preferences against their wish cannot be justified. If the fact you expose about a scientist has something to do with their scientific integrity, that may be justified. Admittedly, the distinction between facts about a public persona that are relevant to their public status and those that are not is sometimes difficult to draw. However, since we are talking about the justified violation of a right here, the justification for violating the right to privacy needs to be fairly robust. Which means that, in cases of doubt, when it is not entirely clear that the disclosure in question is relevant to the person’s public status, the doubt should count in favour of respecting the right to privacy.

Perhaps now you wonder about the case of Ms Li: if her landlord violated her right to privacy, which may well have been the case here, was it a justified violation of her right? Are facts about Ms Li’s sordid living conditions relevant to her claim to fame? My own sense is that the answer is probably ‘Yes’, but I can see that this might be contentious. The more you think that influencers such as Ms Li are selling fiction or fantasy, the less relevant her own life is to the persona she creates on social media.

Social media, big data, and privacy

We now seem to live in a world in which almost everything we do, everywhere we go, and everything we buy, is recordable by some computerized system or other. And much of it, if not most, is actually recorded, aggregated, sorted, and often sold by various systems (Zuboff 2019). Our digital footprint is ubiquitous, and easily utilized by interested parties. That governments may have access to all this information is a serious reason for concern. Governments that have no great respect for democracy and human rights have gained powerful tools that they can use for political oppression, and even democratic and decent regimes may occasionally succumb to the temptation to use such information in ways that violate people’s rights.13 The serious political hazard with the recording of our digital footprints threaten many of our rights and freedoms, but not necessarily, or even primarily, our right to privacy. Political oppression violates more serious and urgent rights than the right to privacy. There are countries in which people are detained and thrown into jail for things they post on social media; when you find yourself in jail for something you’d posted on Facebook, the violation of your right to privacy is the least of your concerns. Generally speaking, the dangers of government surveillance go far beyond threats to our privacy; they threaten our basic civil and human rights.

Political oppression, however, is not the topic of this chapter. I will therefore bracket the dangers of big (and small) data collection by governments and focus on the private market.14 One major development of the digital age is the commodification of our consumer profiles. There is a huge amount of digital footprint we leave on a daily basis about our consumer behaviour; things we buy, places we visit, interests we express, movies we stream, even things we search on Google, indicate our tastes and desires, and our willingness to pay for this or that. The ability of computers to store and analyse this information renders our consumer profiles a commodity that can be bought and sold, something that has a market value. Mostly, I presume, it is valuable to corporations for marketing purposes, targeting their marketing efforts in ways that are tailored to our tastes and preferences. All this digital analysis of consumer profiles is not done by people; there is nobody sitting there in front of a computer, thinking, ‘Oh, I see that Professor Marmor likes Borsalino hats. Let’s send him some ads about the latest models.’ Targeted advertising is automated. Our consumer profiles are generated and commodified on a huge scale, and analysed by complex algorithms that handle hundreds of millions of data points. This system makes the concern about privacy rather tricky here.

Let me focus exclusively, however, on the market use of people’s digital footprints for commercial purposes. Is targeted advertising, based on our digital footprints, a threat to consumers’ privacy? For the sake of simplicity, let us assume that all this data collected on our consumer profiles is done without our ex ante consent.15 So here is a simple and fairly standard example: you post on your Facebook page that you are considering a trip to Paris this summer, intending, for some reason or other, to share this information with your friends. Soon enough (very soon, in my experience) you start getting advertisements on your Facebook about hotels in Paris, flights to Paris, etc. For many people, there is something spooky about this; it feels as if someone is watching your Facebook posts and sending you ads in response. But as I mentioned, that is not the case, and besides, this feeling of spookiness is not shared by all. Many people are perfectly fine with getting these targeted ads; they do not care that some fancy algorithm enables advertisers to do that. Furthermore, and this is a crucial factor that is sometimes forgotten, there is a commercial transaction here in the background: we get to use the social media tools offered by these corporations without pay, in exchange for subjection to targeted advertising. It is a contract, and the contract, on its face, does not seem to be obviously unfair or exploitative.16

As in many cases of rapid technological developments, it may have taken a while for most of us, users of social media and other internet platforms, to realize that our digital footprints have become a merchandise in themselves, bought and sold by companies for commercial purposes. But I think that now we know this to be the case, and I think that most people understand that the commercial value of our consumer behaviour is priced in the services we get, its market value paying for our free use of social media and internet tools. In principle, the situation here is no different from other, more mundane contexts, in which the market value of captive audience is priced in the products we buy. When you go to the cinema to watch a movie, you are subjected to about twenty minutes of ‘previews’ and other ads; if cinemas had to forgo this practice, presumably our movie tickets would end up costing us more.

But now, you may wonder, where is the threat to privacy in this commodification of our consumer profiles? There are aspects of this new world of commodification of our habits that are certainly troubling; the fact that some data collected on one’s consumer habits is bought and sold by corporations for commercial use might raise concerns about the overreach of capitalism; targeted advertising surely augments the concerns we have about commercial advertising generally, structuring our preferences and desires in questionable ways, but none of it seems to be a threat to privacy. My ability to control ways in which I present myself to different others is not undermined by these commercial practices. Of course, there might be some threats to privacy on the margins. If you start getting ads for a product you do not want others to know about, then if somebody happens to see your computer screen with those ads displayed, they may get to know something about you that you would have rather kept to yourself. But these are marginal cases, and they may come up in countless other contexts. My guess is that most people are concerned about the potential for the abuse of information that is commercially transacted; they fear that it might fall into the wrong hands. Perhaps the government might get hold of your habits or whereabouts in ways that might put you in a vulnerable position; or perhaps rouge agents may use this information to hack into your assets and steal your possessions. These are serious concerns, for sure, but, as I have tried to argue here all along, they are not concerns about the right to privacy. Strange as it may sound, the commodification of our consumer profiles and even more generally, big data collection, threaten many of our rights and freedoms, but the right to privacy is not the primary concern.
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Notes

1.The story about Lisa Li has been widely reported by news outlets, e.g. https://www.bbc.com/news/world-asia-china-49830855, accessed 10 August 2021. There are many other similar cases, such as a vegan influencer caught eating meat, or a middle-aged YouTube celebrity who used an image-modifying camera to make her appear much younger than she was. These are simpler cases of outright deceit. I am using the example of Lisa Li, however, precisely because it is a little more ambiguous and complex.

2.For detailed accounts, see, e.g. Nissenbaum (2010: chs 1–3) and Zuboff (2019).

3.Following a long Lockean tradition, many philosophers assume that we have property rights in ourselves. Others find the idea of self-ownership fraught with difficulties, perhaps even incoherent. However, delving into this philosophical morass would be far beyond the scope of this chapter, and not quite needed. Even those who find the idea of self-ownership appealing would still want to maintain a distinction between the right to privacy and the right to property. A notable exception is Thompson (1975). I responded to Thomson’s argument in Marmor (2015).

4.See, e.g. Cocking and Van Den Hoven (2018: ch. 3). For a more sceptical take on this view, see Marwick and Boyd (2011), who argue that social media makes it difficult for users to understand and navigate social boundaries. Notice, however, that the right to privacy, on my account, is a control right; that does not mean, of course, that people necessarily exercise their control judiciously or wisely. The fact that many tend to post things on social media that, upon reflection, they should not have revealed, or that they come to regret, does count against the fact that they exercise their right.

5.Up to a point, it would seem. Researchers found that there is a correlation between the time people (especially teenagers) spend on Facebook and depression. One speculation is that people do not quite internalize the fact that the rosy picture of others’ lives they see on social media is actually constructed, and thus feel demoralized or depressed by the comparison to their own humble existence; see, e.g. Steers et al. (2014).

6.The tremendous proliferation of influencers would seem to attest to the fact that countless opportunities arise here, often for people who would otherwise have much more limited options. But the reality is slightly more complex; see Duffy (2017).

7.The most vulgar and unfortunately prevalent example is the posting of nude photos or videos of women (mostly) without their consent, on dubious porn sites and other internet outlets. These are obvious and blatant violations of privacy that ought to be criminalized and prosecuted. (As with everything else, there are some borderline cases, of course, when there was some qualified consent but the terms of it are allegedly breached or abused; those cases are more complicated.)

8.For a detailed account of doxing, and its different types and practices, see Douglas (2016).

9.I am aware of the fact that Thomson’s thesis is controversial, but I defended this particular view in some detail in Marmor (2015: 4–6).

10.For an excellent account of the considerations involved in such cases, see Rumbold and Wilson (2019). On their account, the question of whether you intend to make some information public and accessible to others is of crucial importance to the question of whether your right to privacy has been violated or not. I am slightly more sceptical about the role of intention here; there might be cases in which even if you did not intend to allow people to have access to some information available on you online, you should have known better than to rely on its concealment. Generally, however, I am largely in agreement with their account.

11.For a somewhat different account of the right to privacy in public spaces, see Véliz (2018).

12.Some philosophers use the word ‘violation’ of a right only when it is not justified, calling justified violations ‘infringement’ of a right. There is no uniformity of usage in the literature, however, and I will not adhere to this terminological distinction. The idea itself is clear enough, and as old as the literature on rights generally. With the exception of Kant, perhaps, no one argues that rights have absolute normative force.

13.See, e.g. Richards (2013).

14.The separation is somewhat artificial, of course, since one of the dangers of data collected by private corporations is that governments can force them to hand over their data.

15.There are now some jurisdictions that strive to change that by law; California recently enacted a law (California Consumer Privacy Act, 2019) requiring retailers to seek customers’ explicit consent for selling their consumer profiles to others. How much of an actual change in the commodification of consumer profiles this will bring about remains to be seen.

16.I am talking about the principle here, not the details or the legal aspects of it. Many lawyers have reservations about the lack of transparency in such contracts and about the fact that most consumers are unaware of their contents. See, e.g. Hoofnagle and Whittington (2014).
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CHAPTER 30

The Ethics of Facial Recognition Technology

Evan Selinger and Brenda Leong

Facial recognition technology primer: what is it and how is it used?

Since the face is a unique part of the human body that is deeply linked to personal, social, and institutional identities, whoever controls facial recognition technology wields immense power. That power is the subject of intense debate—debate that has legal implications for privacy and civil liberties, political consequences for democracy, and a range of underlying ethical issues. While we have our own views on the subject, the primary goal of this chapter is to clarify what some of the most fundamental ethical issues are, as well as to specify the key conceptual distinctions that have to be grasped to fully understand them.

We begin by defining basic terms. The media, the public, and even the designers and producers of various image-based systems are prone to using the category ‘facial recognition technology’ inconsistently. Sometimes, they stretch the term too far and apply it to image-based technologies that analyse faces without identifying individuals.

Facial scanning systems come in four main varieties and they can each be understood as having different use cases, benefits, and risks (Future of Privacy Forum 2018a). The most basic applications use facial detection, such as what you might see through your camera—the small, square overlay that moves around to frame the face(s) of the people in your field of vision. This technology does not collect personally identifiable information (PII) and finds human faces to allow the camera to do things like focus or apply a playful filter on them and count people passing a certain spot.

The next level on the continuum is called facial characterization, sometimes also referred to as facial analysis and emotion detection. In this case, more detailed information is collected by analysing a single image. Marketers might use an interactive billboard at a bus stop, or a screen mounted above a product display to collect information such as gender, approximate age range, and potential emotional indicators (e.g. ‘smiling’ or ‘sad’), that can be combined with other data, such as how long the person looked at the screen, or where else they went within a store. This technology can also benefit visually disabled individuals by describing on-screen images to them (e.g. a man and a woman seated on a towel on the beach, laughing) (Newton 2016). While facial characterization programmes do not routinely create or retain personably identifiable facial templates, the process, particularly in systems purporting to detect emotions and dispositions, engender concern for two reasons: (a) scientifically questionable presumptions and technological inaccuracies underlie classifying and interpreting faces (Buolamwini and Gebru 2018) and (b) unproven facial characterization systems have been applied towards controversial ends, such as inferring whether someone is gay or straight (The Economist 2017).

The term ‘facial recognition’ most precisely applies to two variations of biometric systems that create an identifiable template of a unique person: verification and identification. Biometrics are any measure of a personal characteristic that is unique to an individual and can be used to distinguish one human being from another (International Biometrics and Identity Association 2018). Like many biometric systems, facial recognition systems create templates, a point-based design that proprietary software derives from a person’s facial structure; every company’s system performs this function differently and images can only be matched using the same system as the initial enrolment. To enrol someone in a facial recognition database, the system scans their face (live or from an image), creates a template, and then stores that information as the baseline for future matches (International Biometrics and Identity Association 2018).

Verification is facial recognition in a one-to-one matching system in which software answers the question, ‘Is this person who they are claiming to be?’ The output is a simple ‘yes’ or ‘no’ to validate the claimed identity. An example of verification is accessing your phone by having a screen scan your face to match a saved template. By contrast, identification is a one-to-many matching process in which software answers the question, ‘Can an algorithm determine who this unknown person is?’ Law enforcement uses identification systems when running a collected image against an existing database, such as one containing mugshots or driving licence holders. The system scans the new image (possibly from a video tape at a public venue, or an image from a camera on-scene), creates a template, and then attempts to match it to a previously enrolled individual.

Currently, many services—some of which we have mentioned already—rely on these functions. For example, convenience services include logging onto phones, sorting and organizing family photos, authenticating identities on platforms for goods and services, and profiling consumers to provide personalized recommendations. Hotels, conferences, and concerts are exploring facial identification to create VIP experiences for their members and registrants, enabling the transition from taxi, to lobby, to room, or checking into a performance or event, with minimal delays, lines, or other points of friction along their path (Revfine n.d.).

Additionally, companies are using facial identification to assist the blind and low-vision communities through audio or braille interfaces. Other programmes are using facial characterization functions to help people on the autistic spectrum to interpret emotional expressions (Gay et al. 2013). Educators are deploying facial characterization in personalized learning; and many schools have installed security systems for campus access. Medical researchers are finding new ways to use image studies for diagnosis and treatment (Hallowell et al. 2018). Finally, governments are using facial recognition with concentrated efforts in law enforcement (e.g. suspect identification and tracking missing persons), international security (e.g. border controls and terrorist watch lists), and domestic security (e.g. safety protections at large events, tracking hate groups, and searching for persons of interest). Each of these uses engenders ethical, legal, and privacy concerns.

Standards, measures, and disproportionately distributed harms

Since facial recognition technology is used across the globe, it is beyond the scope of this chapter to comprehensively review all of the standards (Welinder and Palmer 2018). A lack of consensus exists around whether quality testing should be mandated, who should be authorized to conduct testing, and what standards should be adopted to ensure that facial recognition technology is used responsibly. Even just the matter of deciding what images in datasets should be used to train facial recognition programmes has generated extensive controversy, particularly around the issue of image source (i.e. whether people consented to that use of their images) and diversity (Hill 2020).

Setting operational standards is complicated because there are many variables to consider. For example, since photos collected from video or other sources for identification purposes may be of low quality and resolution, facial recognition technology operators should never accept outputs without strong controls for review and oversight. Overall, they need to be able to clearly demonstrate the sufficiency of their training data, set thresholds appropriately, and analyse results correctly across a range of situations.

For technical standard purposes, it is illustrative to note that the National Institute of Standards and Technology (NIST) within the US Department of Commerce tests and ranks many commercially available systems, including those used by US government agencies. Manufacturers voluntarily submit their systems for testing; if a system is not ranked, its producer has chosen not to submit it. NIST testing offers a thorough review of each system’s capabilities, including false positives and false negatives, broken down across demographic groups, when applicable. The best systems—the ten to fifteen manufacturers at the top of the rankings—show excellent accuracy, above 99 per cent in almost all contexts. These companies represent the vast majority of market share, particularly by government customers at all levels (e.g. federal, state, and local/municipal).

However, it would be a grave error to underestimate the fact that the NIST list also includes the remaining ~100 companies that offer some form of facial recognition service, with decreasing levels of accuracy. Particularly bad outcomes are concentrated across gender and racial categories, especially for people of colour, people who are transgender, and women, with Black women experiencing the highest percentage of demographically sortable mistakes (Grother et al. 2019).

These outcomes have led many critics to emphasize that everyone is not equally vulnerable to being harmed by mistaken identifications and everyone does not experience the same sense of unease when using, or being subject to, a facial recognition system. This is the ethical and legal problem of disproportionately distributed harm. Since the context of using facial recognition technology varies, the harms can range from delays and inconvenience, to embarrassment, harassment, false accusations, and imprisonment. Unfortunately, when the demographic majority of society find themselves less at risk of error or harm than minorities, it can incline them to be less risk-averse than if they had an equal share in the peril (Devlin 2020). This is especially problematic in the case of facial recognition technology because ‘once deployed, [it] is very difficult to dismantle’ due to lock-in effects and path-dependency (Whittaker 2020: 21). Related problems exist in situations in which uses of facial characterization generate ‘socially toxic effects’ by reinforcing discredited stereotypes about race and gender (Browne 2009; Stark 2019) and bolstering discredited forms of inquiry, such as phrenology, which is now re-emerging in digital form (Chinoy 2019).

Ultimately, what should count as the sufficient standard of accuracy for any system will vary based on application and context. On an iPhone, Apple’s system verifies an image that is stored locally on the device. Apple’s system, called FaceID, uses an infrared camera, a depth sensor and a dot projector to map 30,000 points on a face and create an three-dimensional scan. (The three-dimensional technology is one of the ways to prevent access by someone simply holding up a picture of the phone’s owner to gain access). The detail and level of certainty for this match yield roughly a false positive rate of 1 in 10 million. It is an entirely acceptable standard for phone access but is far below the standards that would be required for terrorist watchlists or criminal prosecution, if such use cases should ever be approved at all (Angwin et al. 2016). Likewise, since the mismatch rate for identification is higher for some demographics than others, it would be inexcusable to identify suspects for law enforcement purposes without an expertly trained human in the loop (Lynch 2018).

Erosions of trust

In order for a society to function, there needs to be a viable level of trust among a range of people and institutions (Waldman 2018). In this section, we outline some of the harms that facial recognition technologies can cause when their use erodes people’s trust in social institutions. We begin by considering how the use of facial recognition is affecting the level of trustworthiness between citizens and law enforcement. In a society in which law enforcement is perceived to be untrustworthy, important ethical goals, such as providing justice, become difficult, if not impossible.

In a series of reports, the Georgetown Law Center on Privacy and Technology reached several alarming conclusions about both the accuracy and the social impacts of facial recognition technology in the context of law enforcement. While this analysis only covers US cases and therefore is not globally representative, it still remains useful for explanatory purposes. Some of the main findings of the reports include the following observations: law enforcement has purchased citywide face surveillance networks that can scan the faces of city residents in real time as they walk down the street; law enforcement has not always been transparent with the public about how it is using facial recognition technology; law enforcement agents, who are not bound by federally standardized procedures for using facial recognition technology, have engaged in shoddy practices (e.g. inappropriately submitting forensic sketches and celebrity photos, and doctoring low-quality photos, including copying and pasting facial features from someone else’s face onto a photo); law enforcement is searching databases containing name–face links of over half of American adults without acquiring explicit consent from citizens to do so; and, government agents have employed legally contested practices when using facial recognition systems to enforce surveillance for international departures from airports (Garvie et al. 2016; Rudolph et al. 2017; Garvie and Moy 2019; Garvie 2019).

What these research findings suggest is that police in the United States are integrating facial recognition into their institution in ways that should diminish the trust of a well-informed public and inspire political will for more robust restrictions on mass surveillance technologies (Ferguson 2021). Indeed, recent surveys about police use of facial recognition already show that trust among younger people and people of colour is substantially lower than among older, White people (Smith 2019). Unsurprisingly, theorists like Zoé Samudzi, who are attuned to problems with the police acting in biased and untrustworthy ways, are arguing that the debates over making facial recognition systems more accurate for minorities like Black people are failing to grapple with a more important and fundamental question: ‘In a country where crime prevention already associates blackness with inherent criminality, why would we fight to make our faces more legible to a system designed to police us?’ (Samudzi 2019).

Trust is also central to many legal and ethical issues concerning the use of sensitive biometric data in contexts such as employment, benefits determinations, and marketing. Misuse and abuse in these domains can erode consumer and stakeholder trust in the fairness, equality, and reliability of these processes, and, depending on the context and circumstances, harms can result that impact individuals, groups, or society as a whole (Barocas and Selbst 2016). Individual harms may include ‘loss of opportunity’, ‘economic loss’, ‘loss of liberty’, and ‘societal detriment’. Examples of loss of opportunity harms include informational injuries related to employment, insurance and social benefits, housing, and education. for example, if an employer uses a biased facial scanning system during an interview to evaluate the applicant for characteristics of friendliness or other aspects that would make them a ‘good fit’ for company culture, and ultimately treats this analysis as the deciding factor over their resumé, performance, or other qualifications. Economic loss harms relate to credit, differential pricing, and narrowing of choice, such as have been demonstrated based on gender (Vigdor 2019). Loss of liberty harms include the negative effects of surveillance, such as suspicion, incarceration, and others that we will discuss in more detail later (Gillard 2019). Finally, ‘social detriment’ harms arise from the development of filter bubbles and confirmation bias, and the stigmatization of groups leading to dignitary harms and stereotype reinforcement (Future of Privacy Forum 2017).

Collectively, these harms can adversely impact society as a whole by eroding the trust people have in their ability to be treated fairly, succeed on their own merits, and receive equal justice (Berle 2020). Given how high these stakes are, strong countermeasures are being proposed. For example, the organization AI Now is calling for affect recognition to be banned in situations in which ‘important decisions’ are made ‘that impact people’s lives and access to opportunities’, including ‘who is interviewed or hired for a job, the price of insurance, patient pain assessments, or student performance in school’ (Crawford and Whittaker 2019).

In addition to the direct harms to individuals and groups whose data is being collected or used, there are harms to those individuals who have chosen to opt out of particular platforms or services (e.g. social media), attempted to avoid a particular technology (e.g. not buying ‘smart’ home appliances), or requested to have their information excluded from data sets (e.g. exercising ‘unsubscribe’ or ‘do not sell’ options, among others). Such individuals might believe they are doing enough to protect themselves from unwanted analysis, but machine-learning-based algorithms—including facial characterization systems—might still be able to infer information about them, align with similarly situated individuals, and use those inferences for marketing, pricing, employment, housing, or educational recommendations that directly impact them (Deane 2018). If individuals believe they have no escape from the ubiquity of surveillance, they will be even more likely to lose trust in assurances that their data and privacy choices are being respected or enforced (Brandom 2018).

While it is difficult to resolve the ethical issues around facial recognition technology in legal and regulatory practices, governments and policy organizations are trying to do so. Numerous papers and studies are emphasizing the importance of establishing transparent and accountable governance, and the emerging paradigm almost unanimously calls for ethical ideals centred around ‘reasonable’ and ‘trustworthy’ practices. For example, the World Economic Forum proposed a framework that ‘seeks to address the need for a set of concrete guidelines to ensure the trustworthy and safe use of this technology’ (World Economic Forum 2020). And the Ada Lovelace Institute commissioned an independent review of the governance of biometric data to ‘make recommendations for reform that will ensure biometric data is governed consistently with human rights, the public interest and public trust’ (Ada Lovelace Institute 2020). These are merely illustrative examples of regulatory bodies seeking practical tools for ensuring that an appropriate amount of trust exists between authorities and citizens. Assessing the extent to which such approaches can positively impact the social contract would take us beyond the scope of this chapter.

Ethical harms associated with perfect facial surveillance

Although facial recognition technology systems can be inaccurate, it is important to keep in mind that humans tend to be worse. Human accuracy at identification is both highly evolved (e.g. we can remember faces with remarkably short initial exposure) and highly unreliable. Even people with the best identification skills have high error rates, and when we rely on our biological capabilities to make matches out of a large group of possibilities, the process is slow, frequently biased, and subject to degrading accuracy over time. Despite these human limitations, the alternative of a highly accurate, fast, and efficient automated identification system is not inherently preferable.

Crucially, facial recognition technology can pose significant risks it operates correctly, as well as the obvious concerns when it is inaccurate or makes biased recommendations. If every facial recognition technology system worked perfectly every single time, on every demographic and population, concerns about surveillance, criminal forensics, and long-term tracking and profiling would remain. In particular, Orwellian worries about living under conditions of ubiquitous surveillance might intensify.

Awareness of being watched affects individuals’ behaviour, regardless of whether they intend any wrongdoing. Surveillance can affect individuals’ perceptions of themselves and others, and is said to have a ‘chilling effect’, which means that people will be inclined to self-censor their public statements and activities and even unintentionally conform their behaviour to acceptable group norms (Kaminiski and Witnov 2015). Because the chilling effect limits self-expression, creativity, and growth, it harms democratic societies by depriving the marketplace of ideas from receiving input from all its members. It also leads to ‘othering’ people whose personalities, conditions, or behaviour deviate from average or mainstream expectations, including minorities, neuro-atypical individuals, and activists of all stripes who have ethical reasons for wanting to challenge aspects of the status quo (Kaminiski and Witnov 2015).

To identify another harm that perfect surveillance can yield, philosopher Benjamin Hale proposes a futuristic thought experiment: imagine a society that gets closer to the ideal of perfect policing and uses ubiquitous facial surveillance as a tool to deter people from criminal activity (Gershgorn 2020). According to Hale, this approach to governance risks eroding a normative ideal that, in the Kantian system of ethics, is central to self-determined decision-making: ‘freedom of the will’ (Hale 2005).

To illustrate the problem, Hale asks us to consider a person who is considering breaking a law against adultery and cheating on a spouse but, solely out of fear of getting caught through facial surveillance and subsequently punished, feels compelled to be law-abiding (Hale 2005: 145). While sneaky people might get away with cheating on their spouses in a society without ubiquitous facial surveillance, in one in which ubiquitous facial surveillance monitors public movements, it will be difficult, if not impossible, to have a discreet rendezvous or purchase a surreptitious gift. In such a society, one in which Hale presupposes facial recognition technology generates information that can be widely accessed, someone who commits infidelity is almost guaranteed to get caught and suffer reputational and legal consequences.

Hale’s main point is that if people lived under the threat of constant facial surveillance, they would be disincentivized to consider such matters as whether it truly is ethical for people to freely choose to commit to a monogamous sexual relationship, and whether one should be allowed to choose to be the type of person who would intentionally deceive a spouse, absent risk of discovery. From Hale’s perspective, there is a terrible cost to increasing legal compliance this way. It erodes the motivation for people to engage in ethical deliberation about how they should act and who they should be (Hale 2005: 150). In such a world, ethical intentions, as well as moral character and personal virtues that require the exercise of free choice, such as sincerity or integrity, would all be compromised because they would be hard to develop. ‘Taking responsibility for one’s actions by claiming that the action accords with who one is—“I stayed true because I love you, because I am your companion and I am honest”—can never be uttered without the attendant: “I did it because someone else was watching” ’ (Hale 2005: 151).

Alienation, dehumanization, and loss of control

Philosopher Philip Brey clarifies how facial recognition systems can be used to cause the harms of alienation, dehumanization, and loss of control (Brey 2004). To narrow our focus to these problems, he pinpoints two adverse results that can follow from biometrics, including facial templates, digitally encoding highly personal aspects of our bodies. First, reducing an important part of our being to digital information can lead us to view a piece of our physical selves as having a new and essential function: the face becomes a medium for transferring the information that automated systems need to make an identification. People can experience this shift in phenomenological perspective as dehumanizing because an intrinsic aspect of their person, such as their unique faces that have deep connections to their life experiences, is translated into things that only have instrumental value, such as passwords, PINs, and barcodes.

Brey further contends that externalizing a body part by turning it into an informational equivalent can have profound implications for how power is deployed. Because the process separates an aspect of the self from its owner, others can seize control of it. To use terms associated with loss of property and ownership, this is a process of alienation—a setting aside of what is yours that grants someone else access, use, and authority. Once this happens, Brey maintains, your face is no longer exclusively ‘yours’; it exists in a form that you might not understand, or even recognize. In such a scenario, in which your body has new purposes and new meanings, Brey contends that it is questionable whether you can retain control of ‘your’ data or ‘yourself’.

The facial recognition slippery slope debate

How facial recognition technology might be used in the future is having a profound impact on current ethical, legal, and political debates. While not always explicitly stated, the following two questions underlie these debates:


• Is it reasonable to believe that facial recognition technology has such distinctive and powerful affordances that, over time, slippery slope conditions will incline societies, even ones committed to democratic principles, to look for ever-expansive ways to invasively use it?

• If so, will the slippery slope influence behaviour so strongly that ethically unacceptable erosions of freedom, dignity, and democracy occur—or, at a minimum, will be more likely to occur than often is acknowledged?



Woodrow Hartzog and Evan Selinger answer both questions affirmatively and claim that ‘facial recognition technology is the most uniquely dangerous surveillance mechanism ever invented’ (Hartzog and Selinger 2018). Believing the technology poses unique threats to basic liberties, they recommend enacting a ban across public and private sectors to prevent slippery slope drivers from expanding the scale and scope of facial surveillance (Selinger and Hartzog 2018).

By contrast, Adam Theirer claims that slippery slope allegations lack credibility because the slippery slope advocates illegitimately take ‘a kernel of truth … that a new technology could pose risks if used improperly … and extrapolate from it hyper-dystopian predictions ripped from the plots of sci-fi books and shows’ (Thierer 2019). From his perspective, slippery slope arguments about facial recognition technology are ‘technopanics’ that resemble prior exaggerated concerns over technologies such as ‘instant photography, sensors, CCTV, and RFID’ that well-functioning societies have successfully adapted to (Thierer 2019). Given the putatively logical flaws of slippery slope arguments, Thierer recommends rejecting them, including the allegation that democratic countries will become more inclined to embrace authoritarianism if they adopt widespread facial recognition technology (Thierer 2019).

Slippery slope arguments

To critically evaluate a slippery slope argument about facial recognition technology, one needs a sound framework for assessing slippery slope arguments in general. The most basic question, therefore, is: what is a slippery slope argument and how should it be assessed?

A slippery slope argument has an if–then structure and presents a causal sequence linking a seemingly unobjectionable commencing action to an ethically objectionable final outcome (Enoch 2001: 631). Specifically, slippery slope arguments attempt to identify tragic situations that will arise primarily due to lack of foresight about medium-term or long-term consequences. While ‘slippery slopes appear everywhere’ (Devine 2018: 392), the argument is especially prominent in debates about technology and technology policy, especially in controversies over biotechnology (Holm and Takala 2007) and privacy (Morales et al. 2020; ACLU of Illinois 2017).

In the case of facial recognition, the slippery slope argument entails the assertion that all parties agree that a society of ubiquitous, public surveillance is inimical to the ideals of a free, democratic order, and that this outcome is so tragically harmful and exceptionally difficult to undo once achieved, that it should be actively prevented with intentional strategic measures in all policy development for technology implementation. Then, the question becomes: is there any level of use case of facial recognition that can be ‘safely’ implemented that will not have an unacceptably high likelihood of leading to this final, undesired outcome?

For example, is it reasonable to expect that something as seemingly low risk as widespread photo tagging on Facebook (occurring in conjunction with similar features within other consumer activities) will normalize facial recognition technology to such a degree that too many citizens uncritically accept such practices, which then expand to more intrusive use cases, and ultimately permit the government to engage in ubiquitous facial surveillance? If the answer to this question is ‘yes’, it will impact current practices, as well as future policy and legal determinations, including the social choice to limit individual rights in the light of broader social good.

Many people are already divided over whether consent is a sufficient ethical requirement for individuals who want to use particular consumer applications. Continuing with the Facebook example, Facebook’s basic facial recognition technology policy is on solid legal ground because in complying with local laws, it does not make facial recognition services available everywhere; and when the services are available, the company follows standard privacy-by-design practice by only allowing tagging to be available after users give affirmative expressed consent. This policy appears to respect user autonomy: it allows them to choose or refrain from selecting the option without financial penalty and it provides users with a default design (i.e. the functions initially are turned off) that protects their privacy.

It might be, however, that the conditions under which Facebook legally permits users to give consent fail to meet the normative requirements for offering consent in an ethically legitimate manner, in light of a slippery slope conclusion. From this perspective, the conditions for opting in fall short of the standard Nancy Kim calls ‘consentability’, particularly regarding informed consent (Kim 2019). In Kim’s interpretation, informed consent does not require knowing every conceivable risk, but it does necessitate that when parties make an offer, they include a reasonable presentation of the significant risks that accepting it entails. Slippery slope proponents maintain that because Facebook does not tell users that the common practice of tagging photos can cause them to become receptive to more invasive applications of facial recognition technology, it leaves them in the dark about a fundamental danger (Selinger and Hartzog 2019c).

There are other aspects of ‘consentability’ that are impacted as well. Since the more invasive applications of facial recognition technology, including by law enforcement, are known to create disproportionate harms for minorities, it also violates the ‘collective autonomy’ condition of consentability (Selinger and Hartzog 2019c). Collective autonomy is the ethical requirement that a democracy safeguard fundamental liberties for all, even when doing so requires preventing some groups (e.g. the majority of citizens) from exercising low-stakes expression of choice (e.g. tagging photos) in situations in which such choices would prevent others (e.g. minorities) from being able to exercise high-level autonomy interests, such as freedom of movement and association (Selinger and Hartzog 2019c).

Does the Facebook example, then, encapsulate the first step on a slippery slope to an Orwellian society?1

Two types of slippery slope arguments: fallacious and reasonable

Older critical reasoning textbooks characterized the slippery slope argument as an informal fallacy (Hurley 1982). Slippery slope proposals were deemed fallacious because proponents can always present a series of wildly speculative predictions leading to ultimate doom. The possibility of being causally disingenuous, however, does not mean that all slippery slope arguments are, in principle, poorly formulated.

Contemporary philosophers acknowledge that there are, in fact, reasonable slippery slope arguments, and philosopher Douglas Walton created a framework for making them. Walton’s account has ten characteristics that collectively cover the following temporal sequence: it begins with a debate over whether choosing a certain course of action is wise; it continues by identifying specific causal drivers that will propel behaviour to a grey area; in the grey area, people lose control over what to do next; once momentum takes events further, an uncontrollable slide commences, that results in an inevitable catastrophe (Walton 2017).

While we applaud Walton’s insights, we believe his framework only identifies what could be called a reasonable, guaranteed version of the slippery slope argument. By modifying its structure, one can formulate something else: a reasonable, achievable version of the slippery slope argument. The main difference between the direct and achievable versions is that the achievable version does not posit catastrophe as inescapable after people lose control in a grey area. Instead, a more modest claim is made—namely, that the chances of a catastrophe occurring are more likely than advocates pushing for the first step are willing to acknowledge.

To make an achievable version of a slippery slope argument, one must do the following: ‘explicitly specify plausible mechanisms that could drive slippage from one step to another’ and ‘rigorously explain why the mechanisms deserve due consideration’ (Frischmann and Selinger 2018: 39 and 41). A parallel between achievable and guaranteed slippery slopes thus can be drawn to the ‘direct’ and ‘weak’ versions of Langdon Winner’s thesis that ‘inherently political technologies’ exist (Winner 1986). The strong version is that adopting ‘a given technical system unavoidably brings with it conditions for human relationships that have a distinctive political cast—for example, centralized or de-centralized, egalitarian or inegalitarian, repressive or liberating’ (Winner 1986). The weak version only ‘holds that a given kind of technology is strongly compatible with, but does not strictly require, social and political relationships of a particular stripe’ (Winner 1986).

To better appreciate this distinction, consider the following hypothetical example that Eugene Volokh and David Newman offer while presenting their ‘defense of the slippery slope’.


[Imagine] a proposal to put video cameras on street lamps to catch or deter street criminals. On its own, the plan may not seem that susceptible to police abuse, as long as the tapes are viewed only when someone reports a crime and otherwise recycled every day or two. Many people may be inclined to support installing the cameras, even if they would oppose a more intrusive extension of the policy, such as linking the cameras to face-recognition software or permanently archiving the tapes.

But once the government implements the policy and invests money in buying, installing, and wiring thousands of cameras, the costs of implementing the next step plummet. Comprehensive surveillance becomes much cheaper and thus politically easier. The money already invested may persuade a bloc of swing voters to endorse a broader surveillance operation, even if they originally opposed the camera program on cost grounds. Faced with this prospect, then, those who support the cameras but reject the archiving must decide: Should we implement the limited camera policy now and risk that it will lead to permanent surveillance records in the future? Or should we reject the limited camera policy we want for fear of the more intrusive policy that we oppose?

(Volokh and Newman 2003)



Based on our classification, Volokh and Newman present an achievable version of a slippery slope because they are not making a case that if, at one moment in time, video cameras are installed on street lamps, at a subsequent moment in time it is inevitable that the infrastructure will include new facial recognition capabilities. Instead, they highlight a basic principle of transaction cost theory. It is easy to influence behaviour at scale by lowering transaction costs, for example, minimizing how much money, time, effort, or other resources is required to do something. More specifically, Volokh and Newman are pointing out that when society invests resources like money, labour, and infrastructure, the buy-in can have a pronounced influence on attitudes toward future choices about what to do with it. In the case of surveillance systems, once considerable investment is made, subsequently refraining from extracting the most surveillance value can seem wasteful.

As Volokoh and Newman’s hypothetical case emphasizes, the temptation to maximize surveillance potential is especially strong when proposals for bolstering assets can be framed as inexpensive efficiency enhancements. In the real world, this argument has already been made for adding facial recognition capabilities to existing cameras for the purpose of more easily identifying criminals. New York Governor Andrew Cuomo stated that the use of cameras at toll booths to scan vehicle license plates ‘is almost the least significant contribution that this electronic equipment can actually perform’, and so it makes more sense to take surveillance to ‘a whole new level’ (Furfaro et al. 2018). Since it is not expensive to add facial recognition technology capabilities to the cameras and link the system to a variety of databases, Cuomo recommended this course of action (Furfaro et al. 2018).

Facial recognition technology as unique

What is it about facial recognition technology that leads some people to be concerned that its widespread use will incentivize causal drivers that could lead to catastrophic outcomes? The answer is that, given how much information facial recognition technology systems powered by artificial intelligence systems can quickly process, they deserve to be classified as unique compared to any other technology that presently can be used for surveillance purposes. If this categorization is correct (i.e. if facial surveillance is like a ‘phase transition’ in physics (Stanley 2019) or a highly toxic substance like plutonium (Stark 2019) and lead paint (Read 2020)), then there are plausible reasons for believing that its features present uniquely dangerous slippery slope risks.

Is facial recognition technology truly unique? Some say ‘no’ and insist that it is spurious to demarcate it as a singular entity (Thierer 2019; Castro 2019). In response, others base their arguments for uniqueness on four claims that we present below. Taken together, these claims, along with related points about powerful causal drivers (normalization and function creep), justify that proponents can advance a valid, achievable version of the slippery slope argument.

First, faces play such a special, existential role in human lives that it is almost inconceivable to imagine large-scale human societies that do not place an extremely high value on unconcealed faces. Faces are the ‘primary means by which humans recognize … each other’ (Rifkin et al. 2018: 310). Even if it turns out that, contrary to popular wisdom, the appearance of our individual faces is not definitively unique, the likelihood of finding duplicates remains debatable (Meester et al. 2019). While facial features can change, it nevertheless is difficult for adult faces to dramatically alter in the absence of extreme circumstances. This is why, unfair as it might be, people are shocked when celebrities get plastic surgery and stop looking like classic images of themselves, and why cutting-edge, partial medical face transplants have triggered ‘intense’ and ‘heated’ reactions (Pearl 2017).

Faces are also the ‘primary means by which humans … interact with each other’ and express themselves (Rifkin et. al. 2018: 310). Faces have this pre-eminent status because facial expressions and even micro-expressions are powerful forms of body language, and the source of speech. Because faces are the foremost intermediary between our private interior lives and the ways we make ourselves publicly available, the experience of face-to-face interaction traditionally has been associated with immediacy and intimacy, and some philosophers have even made the case that the face (understood broadly as the living presence of another person) is the basis from which ethical relationships and ethical responsibilities arise (Lévinas 1969). Our faces come with us wherever we go, and the central roles they play in identification, communication, and social interaction go a long way towards explaining why, with exceptions (e.g. burqas), most contemporary societies expect us to keep our faces visible. Indeed, hiding your face in public can provide a good justification for others to infer that you are behaving suspiciously.

Second, more information can readily be extrapolated from faces than from other biometrics. When it comes to identification, faces are the most reliable conduits for linking our online and offline lives—much more so than iris patterns, fingerprints, gait, etc. Additionally, faces are the basis from which a host of inferences and predictions related to facial characterization are possible—that is, inferences and predictions about everything from mood to likelihood of telling the truth, sexual preferences, and the propensity for criminal behaviour. Rampant criticism that junk science underlies many uses of facial characterization does not appear to be deterring these ambitions (Chinoy 2019; Varghese 2019). Neither are assessments that illegitimate scientific claims are further embedding ‘bias and discrimination within our society’ (Whittaker 2020: 2). The incomparably high value associated with extracting information and parsing meaning from faces thus makes them the ideal target for extensive analysis from both the private and public sectors—from law enforcement, to educators and advertisers, and many more groups.

Third, under current conditions, there are lower transaction costs for extracting diverse forms of information from faces than from other biometrics (Hartzog and Selinger 2018). Unlike DNA and fingerprints, for example, no physical interaction is needed. Faces can be scanned from sensors remotely, and passively (Dormehl 2020), with software that can quickly infer information or seek matches. While in the future, such easy scanning might be applied at scale to gait recognition or other related biometrics, nothing comparable exists today. This asymmetry is also aided by widespread activities that link personal information directly to faces, such as registering for driving licences and passports and diverse online activities (e.g. social media, job-locating services, and employee rosters). In short, the massive quantity of existing photos, the extraordinary amount of information linked to faces in existing databases, and the ease of expanding databases through activities like scraping make facial recognition systems the ideal plug-and-play technology.

Fourth, deep legal gaps exist, placing few limits on the use of this technology. While laws differ around the world, the legal lacuna regulating facial recognition technology are deep and the lack of legal guardrails enables permissive, if not promiscuous, uses. In the European Union, there is growing concern about consolidation of resources among governments (Bitzionis 2020). In the United States, Congress does not impose any restrictions on how the government uses facial recognition technology and the courts have not mandated any meaningful limitations. Furthermore, the law presumes that citizens lose some reasonable expectation of privacy from face scanning and analysis as soon they are in public or share name–face connections with third parties (Wehle 2014), and remains unclear on the legitimacy of scraping the web for supposedly ‘public’ images (Vermont Attorney General 2020). There is a thin line dividing technology companies and government agencies, and the contracts between facial recognition companies and the customers who license and use facial recognition systems are also generally ‘shrouded in secrecy’ (Whittaker 2020: 8).

These four reasons for considering facial recognition technology as unique are then combined with two additional factors to justify an achievable version of the slippery slope argument: normalization and the creeping expansion of surveillance powers and surveillance technologies (Frischmann and Selinger 2018).

While civil rights and privacy advocates have identified the harms that facial recognition technology can cause, consumer applications of it are accompanied by positive representations in a variety of media, including advertisements, that single out the technology as fun and rewarding to use in daily life. Whether to open a phone, move quickly through an otherwise frustratingly long line, pay for a purchase, tag photos, or have your visage turned into an amusing avatar or matched with a famous painting, faces and facial recognition technologies are continually represented as the ideal currencies for doing things joyfully and efficiently. Since these experiences can drive expectations and re-engineer desires, they raise the possibility that ‘if citizens expect to be immersed in facial recognition technology wherever they go, they might become open to allowing law enforcement to behave like everyone else’ (Selinger and Hartzog 2019a).

From this perspective, it is a mistake to believe that the risks associated with different applications of facial recognition technology can be neatly cabined. When using facial recognition technology to unlock an iPhone, Apple deserves the highest grade for the privacy-by-design approach it takes to verification. Faceprints are encrypted and stored locally on the device, so there is little chance of them being compromised or abused. Nevertheless, as people become used to unlocking phones with faces, they might be inclined to accept other uses of facial recognition technology.

Finally, the various mechanisms of surveillance creep as discussed throughout this chapter have led some scholars and municipalities to contend that facial recognition is ‘truly one-of-a-kind technology’ that currently has more potential than any other to be used to weaken the ‘obscurity’ protections that are essential to the following ends and liberties: pursuing self-development, intimate relationships, freedom from chilling effects, freedom from the pressure to be conventional, and freedom to participate fully in democratic and civic life (Hartzog and Selinger 2019; Selinger and Hartzog 2019b).

How likely is it that the factors listed will propel us further down the slippery slope? This is not the sort of measurement where either side can justify their position with an appeal to uncontestable, mathematically formulated probabilities; current analysis cannot provide anything like mathematically precise articulation of these risks. Again, slippery slope outcomes are defeasible—the prognostics do not designate inevitabilities. How events unfold will depend on contextual factors, such as the actions of social, political, and legal institutions, the voices who make arguments about facial recognition technology and how much authority and resources they have, how legal and policy reforms are crafted, and how legal frameworks are interpreted and applied. While it is daunting to weigh all these features, one thing is certain: the longer it takes to determine appropriate regulations, the harder it will be to roll back an infrastructure that deploys society-shaping power.

Note

1.This chapter was written before Facebook announced on 2 November 2021 that it is turning off its facial recognition feature for photo tagging. We decided to leave this example in because people have used it for many years, and similar capabilities are widespread.
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CHAPTER 31

Ethical Approaches to Cybersecurity

Kevin Macnish and Jeroen van der Ham

Introduction

The ethics of cybersecurity falls under the broader topic of the ethics of security. However, the ethics of security is an under-explored field in philosophy, and indeed more generally in academia. The greatest area of research into security has been in the discipline of International Relations and its sub-discipline of Security Studies. Yet here, the focus has traditionally been on the military and national security, turning in the past few decades to broader questions of political uses of security (the Copenhagen School) and issues of international security as seen through questions of emancipation (the Welsh School) or the movement of people across international borders (the Paris School) (Browning and McDonald 2011). None of these, however, translate easily into an understanding of the ethics of cybersecurity, which has domestic and international elements.

An obvious question arises as to whether there is even a need for an ethics of cybersecurity. Is not security, after all, a good thing? Clearly it is, but it does not follow that security can be achieved without cost, and those costs must be balanced against any gains in security. Such trade-offs may be not only financial, but also ethical. That we do not accept security as the main, still less the only, value in society is clear from the fact that we reject notions of police states which may promise (however falsely) security from attack in exchange for a surrender of liberties. At the same time, nor do we generally embrace total anarchy in a celebration of those liberties. The relationship between security and liberty is more finely balanced than that, with liberty requiring security in order for liberties to be enjoyed. Hence security is valued, at least in part, for its securing of liberties.

Furthermore, security aims at enforcing divisions, keeping some people safe from other people or things. Such divisions may be justified in at least some cases, but not always. What should we say, for instance, of the security of a tyrant? Lastly, security can never guarantee it will be 100 per cent successful. In practice, there are likely to be cases of false positives (those identified as attackers, who are not) and false negatives (those not identified as attackers, who should be). Hence, security can impose costs on the innocent and fail to protect as intended.

So, there are ethical issues that arise from and surround questions of the practice of security in general. It is not surprising then that there are similar issues and questions surrounding cybersecurity in particular. The ethics of cybersecurity seeks to identify, isolate, and address those issues and questions. Work examining the ethics of cybersecurity can therefore focus on the issues faced or at a more meta-level in considering the approaches taken to understanding those issues. We focus here on the latter.

In this chapter, we examine three approaches to this task. The first is the ‘bottom-up’ approach of considering case studies and literature reviews to examine numerous incidents of cybersecurity successes and failures to identify ethical issues embedded in each. For readers interested in concrete cases, these can be found in abundance in this literature. The second approach is to look at current practices in the professional domain of cybersecurity. These are, we argue, dominated by the triad of confidentiality, integrity, and availability of data, or CIA. This triad has been broadly taken to determine the success of cybersecurity since the 1980s, holding that all necessary criteria have been met provided the confidentiality of the data, the integrity of the data, and the availability of the data can be assured. There are, as we argue below, some significant weaknesses with this approach. The third approach that we consider is ‘top down’, through considering theoretical frameworks that can be applied to the subject. In each approach, we argue, there are notable strengths and weaknesses such that for a full picture of the ethics of cybersecurity, a combination of the three should be embraced.

The chapter progresses by looking at each of the three approaches in more depth, taking the order suggested above. The aim is to introduce the reader to current thinking in the field of cybersecurity ethics, while also presenting a novel approach that contributes to the advancement of the field. This novel approach involves a top-down framework through recognizing security as the inverse of risk, introducing into the discussion the framework of risk analysis and the ethics of risk.

Bottom-up approaches

Bottom-up approaches to ethics seek to identify case studies as a means to identify the ethical issues faced in a particular field. This has been a popular and fruitful angle with which to approach the relatively new field of cybersecurity ethics. In this section, we consider different bottom-up approaches and note the benefits provided and challenges raised by these approaches.

In the early twenty-first century, a significant focus of cybersecurity ethics was placed on e-voting, voting in democratic elections through electronic media rather than the tried-and-tested means of placing an ‘x’ next to the name of the preferred candidate or party on a piece of paper. The benefits of e-voting are, at least on the surface: immediate tallies, lack of confusion and spoiled ballot papers, and diminished scope for manipulation and corrupt practices. However, several commentators questioned whether these benefits were as straightforward as suggested. What happens, for example, if a voting machine, or worse, a network of such machines, is hacked, and when should such a hack be recognized publicly? Before the vote, the election could be delayed and the system undermined. After the vote, the results of the election would be undermined and open to challenge (Robinson and Halderman 2011).

In their study, Robinson and Halderman presciently questioned how researchers should respond to political pressure (not) to investigate the potential for interference in electronic voting and the scope for collateral damage through the networking of e-voting systems to potentially unrelated networked systems (Robinson and Halderman 2011). Pieters went further to question the notion of trust that the public might have in e-voting machines, recognizing that there are (at least) two competing notions of explanation concerning human–technology interaction: explanation-for-confidence and explanation-for-trust (Pieters 2011b). In the former, the focus is placed on providing confidence in a technology, which can be achieved without people knowing the risks involved (i.e. when arrived at through reassurance by an expert). In the latter, for trust to be given to a system, there must be a full understanding of the risks and alternatives involved. According to Pieters, the danger in e-voting machines is that authorities seek to provide the public with too much information (to establish trust) when the public only demands sufficient reassurance for confidence. The excess of information could then serve to undermine confidence in the system. Contrarily, if the public demands sufficient information for trust but is only given the information needed for confidence-building measures, then the disconnect could undermine trust in the system.

More recently, in-depth cybersecurity cases have been considered as illustrations of ethical concerns in cybersecurity. One of the best known cases is the ENCORE programme. ENCORE was a trojan horse (seemingly innocuous code which hosts malicious code) that could be implanted on a computer and then used to communicate from that computer. ENCORE was developed by a team of researchers at Princeton and Georgia Tech and hosted on a number of popular websites. Through people visiting those websites, the trojan was implanted on computers around the world, but particularly of note was its implantation on domestic computers in China, Egypt, and Iran. From these computers, the research team was able to test the respective national firewalls to see which webpages were available to users in these countries.

Researchers wanted to understand the efficacy and prevalence of national firewalls designed to prevent citizens from accessing webpages that may be deemed ‘undesirable’ by the government (typically through challenging the legitimacy of that government), and which can only be effectively tested from inside the respective state (Burnett and Feamster 2015). However, this meant that the computers of non-consenting citizens were being used to attempt to access ‘blocked’ websites, potentially bringing those citizens to the attention of the authorities in their countries. Furthermore, given the nature of the states in question, those authorities are not known for their sympathy or for taking time to appreciate that the attempts were made by malicious software operated from the United States and not by the user themselves. In this way, cybersecurity research could place a user at considerable risk without consent or even awareness of the risk undertaken, in contravention of the most basic research ethics principles that have guided academic research since the Second World War (Byers 2015; Macnish 2019a).

A third bottom-up approach has taken the form of literature reviews, pulling together existing writings on cybersecurity ethics, such as those considered above, and hence taking a more holistic approach to the issues than any one case study. This approach has been followed, for example, by van de Poel (van de Poel 2020). In the associated study on which this chapter is based, Yaghmaei et al. carried out a literature review of 236 texts concerning cybersecurity in the fields of business, medicine, and national security (Yaghmaei et al. 2017). From the results of this review, van de Poel argues that the ethical issues arising can be clustered into four areas: security, privacy, fairness, and accountability. This approach has also been taken by Jha (2015), although he identifies eight clusters: equity, rights, honesty, exercise of corporate power, privacy, accuracy, property, and accessibility. The literature review approach is also the starting point for Macnish and Fernández (2019), who identified ten clusters.1

There are several advantages to the bottom-up approach typified in the above papers, not least that the issues speak clearly to practitioners through case studies grounded in real-world experience. The challenges with e-voting machines, with ENCORE, and with the issues identified by Macnish and Fernández are challenges faced in cybersecurity practice rather than relying on abstract philosophical theory or thought experiments, the relevance of which may be hard to see for someone not used to dealing with such a level of abstraction.

At the same time, such approaches have their problems. First, they risk missing important examples which may provide their own, unique issues. Hence, while bottom-up approaches may be thorough in their examination of particular cases, they cannot be systematic because they don’t examine all cases. It is simply not feasible to examine every case for reasons of time and availability of cases (many, for example, never come to the attention of the public or academic researchers).

Second, in the same way as there may be latitudinal gaps in understanding the complete picture of cybersecurity challenges, there will also be longitudinal gaps as new issues arise with the advent of new attacks and security practices. As such, when new cases come to the attention of the public and academics, new analyses are needed to examine whether new ethical issues have emerged.

A third problem is that of clustering. This is a necessary practice to manage the large number of ethical issues associated with cybersecurity. As noted already, van de Poel clusters the issues into four categories, Jha into eight, and Macnish and Fernández into ten. In each case, though, the clustering appears to be largely ad hoc and lacks any clear theoretical underpinnings, meaning that there is scope for issues arising in one cluster to appear in another cluster (such as Jha’s rights and property). For analytic purposes, one risks mis-identifying an issue as belonging to only one category when it may in fact fall into two or more, or possibly some other category not identified. This risk could result in ethical issues falling between the cracks, or being responded to as one type of ethical concern and not the other. The problem gets aggravated when new cases emerge that invite new clustering exercises. It is notable that the lack of agreement on clustering and its theoretical paucity is not always recognized. At present, the approaches taken tend to cluster issues around authors’ perceived commonalities rather than adopting a pre-existing framework. Theoretically grounded taxonomies for cybersecurity have yet to be proposed.

Finally, while a bottom-up approach can be effective at recognizing the plurality of ethical issues arising in practice, it is not effective in providing suggestions as to how to deal with value conflicts. Without theoretical underpinning, the reader is left with a list of ethical challenges but little guidance as to how to prioritize them. Which trade-offs, for example, are tolerable and which are unacceptable? The resulting picture is often one of ethical plurality that is silent about general practical guidance.

The bottom-up approach is therefore a valuable contribution to the literature in providing a thorough, albeit not systematic, analysis of a variety of real-world problems. Through its grounded nature, the discussion surrounding these problems can be of benefit to practitioners as well as theoreticians. However, there is a number of drawbacks to the approach as it is currently practiced, not least its specificity, the lack of theoretical underpinning in the framework informing the clustering of issues, and in the means of prioritizing ethical conflicts that emerge in cybersecurity practice.

Pragmatist approaches

The second approach that we consider here is that of cybersecurity practitioners. This approach draws on the pragmatist theory of philosophers such as Dewey, Rorty, and Putnam, and is concerned with current practices and norms of behaviour, as opposed to focusing on case studies or looking to grand theories such as deontology or utilitarianism. As LaFollette notes, for pragmatists, ‘meaningful inquiry originates in practice’ (2000: 400).

As noted in the introduction, the values embraced by this community concern the confidentiality, integrity, and availability of data (the CIA triad). If data is kept confidential, if its integrity is maintained, and if it remains available to the pertinent user, then cybersecurity is successful. These could be seen as the fundamental values practiced in the cybersecurity community for nearly half a century.

The provenance of the CIA triad lies in the Anderson Report, one of the earliest publications on computer security, which discussed security exposure in networked environments. The triad was echoed in a later paper by Saltzer and Schroeder. The CIA abbreviation itself was coined by Steve Lipner around 1986 (private conversation). Since then, the term has been used widely in reports, standards, and other publications on cybersecurity (van der Ham 2020).

In the decades following the introduction of the CIA triad, the concept has been used as a de facto definition of security in texts on cybersecurity, ranging from textbooks to International Organisation for Standardisation (ISO) standards. The CIA triad is also a fundamental element of the Common Vulnerability Scoring System (CVSS). A CVSS score is used to describe the severity of a vulnerability in a software product. The CIA elements are used in the calculation of the impact of vulnerabilities in the scoring system. CVSS scores have been included in vulnerability publications since 2005 (FIRST CVSS SIG 2020).

The benefits of the CIA approach lie in the fact that it is time-tested by practitioners. As with the bottom-up approach discussed above, it is grounded in real-world practice and has the advantage of a history of discussion and debate through which it has been refined over the past fifty years.

At the same time, the debate concerning the CIA triad has not settled. While the three concerns of confidentiality, integrity, and availability have largely remained core to cybersecurity practice, they have also been challenged. It has been suggested that the triad be supplemented with the values of non-repudiation, possession, and utility, known as the Parkerian hexad (Parker 1983, 2012). Others have suggested that each of confidentiality, integrity, and availability may not be as core to the practice as seems at first sight (Spring et al. 2019; van der Ham 2020).

A second challenge arises from the fact that the triad is highly technical in its application. Given the provenance of the triad, and a relative lack of philosophical engagement with it, the traditional definitions of C, I, and A are technical rather than ethical. This has led to the aspects of each being largely binary such that they are either true or false, or in the case of CVSS impact, on a vulnerability having a ‘high’, ‘low’, or ‘none’ measurement risk. This scale can give a false sense of accomplishment, as the current status gives no guarantees about the future (or even the past); that is, data may currently be confidential, but it does not follow that it was confidential yesterday or will be tomorrow.

A third challenge is that this definition leads to a focus on the C, I, and A aspects of individual assets. Furthermore, each aspect is taken as an absolute value that must be upheld, instead of performing a holistic risk assessment that may impact the security of an individual asset (such as an individual computer, server, or entire system). This approach does not take into account the broader costs and benefits to whole organizations. Hence, confidentiality is a property of an individual asset, and usually not a property of a context, such as a computer network or office environment. The CIA triad leads to individual measures on objects instead of a general approach to cybersecurity.

In the early days of cybersecurity, many of the risks we face today were not present. When the CIA triad was proposed, computers were not connected to a (local) network, and the internet as we know it today did not exist. Both Anderson and Saltzer and Schroeder focused on theoretical work regarding computer security, since there were few practical attacks on computers at the time of their research. However, the context in which we use computers has evolved significantly. From single, offline, room-filling computers, we now have computers in our pockets that are constantly connected. Most artefacts in the physical world are now affected in some way or another by computers. Similarly, the nature of adversaries has changed significantly.

Traditional cybersecurity in the 1990s and early 2000s focused on providing security at the edges of networks. With the advent of mobile devices and the gain in popularity of bring your own device (BYOD), and more recently still the advent of the Internet of Things, this approach is no longer tenable. The boundaries of security have moved with these developments, and yet the overall approach to security has not, which has had the effect of strengthening the tendency to go for individualistic approaches to security (van der Ham 2020).

Furthermore, the focus on individual assets and meeting each of the requirements of confidentiality, integrity, and availability has led to a sticking-plaster mentality. As van der Ham has noted:


the individual, binary measures and narrow focus in turn often lead to stop-gap solutions. Once a vulnerability threatens to break confidentiality, a measure is put in place to ensure confidentiality again. The risk associated with that vulnerability is then often not taken into account, confidentiality is now guaranteed again, so the problem appears to be solved. This is then often repeated many times for every new vulnerability.

(van der Ham 2020)



The focus on technical solutions in turn risks missing opportunities for non-technical solutions to security challenges. Consider the increasingly complex rules to create safe passwords: one needs to include alpha-numeric and special characters, the password must consist of at least 10 digits that do not form a memorable word, and it should be changed frequently. As each of these stipulations has developed in response to particular security challenges, the result is poor user security, given people’s inability to maintain numerous safe passwords (Grassi et al. 2017). Solutions exist to provide more secure authentication methods (such as multifactor authentication or password managers), yet these do not see widespread use.

Finally, as with bottom-up approaches, the pragmatist approach is unable to provide guidance on key issues. This is a particular problem for emerging technologies for which norms are yet to be established or in contexts, such as cybersecurity, in which norms may have developed but lack sufficient theoretical underpinning. For example, an ongoing concern in the cybersecurity community is that of vulnerabilities exploitation procedures. Recent years have seen active discussions on how security researchers should disclose security vulnerabilities; it is now deemed standard practice to privately warn organizations of existing security vulnerabilities. (Google has defined 90 days to be an acceptable period after which vulnerabilities can be publicly disclosed (Google 2019).) However, it is less clear how organizations and governments should deal with vulnerabilities that they discover (Pupillo et al. 2018). There are only two countries (the United States and the United Kingdom) that have released policies on how they deal with vulnerabilities that governmental agencies discover themselves (Ambastha 2019; Bradford Franklin 2019; Jaikar 2017; White House 2017). For commercial companies, there is very little guidance as to how they should deal with vulnerabilities and exploits, which some companies actively try to purchase or sell. Neither the CIA triad nor the Parkerian hexad has anything to contribute to this discussion; once more, practitioners are left without ethical support.

Cybersecurity expert Bruce Schneier has contributed extensively to this space over the past decade. Schneier’s early work focused on technical aspects of cybersecurity (Schneier 2011, 2017, 2019) and while he remains a public figure in this area, much of his later writing has incorporated the societal and ethical impacts of cybersecurity. In particular, Schneier has been highly critical of security measures that may look as if they are working but are, in effect, of little value. Such ‘security theatre’ is problematic in failing to provide security while at the same time leading to significant reductions in individual and group liberty (Schneier 2009). As with Wolter Pieters and Mariarosaria Taddeo (below), Schneier has focused on the impact of cybersecurity, and the digital environment in general, on trust as necessary for the functioning of society (Schneier 2011). To this end, policies which lead to a false sense of security, or which collect excessive data beyond what is necessary are highlighted and dismissed in his work (Schneier 2014, 2015). Most recently, he has focused on the developing Internet of Things and the policies which, he argues, would be most effective in guaranteeing users’ security (Schneier 2018) and on public-interest technologists, practitioners who try to contribute to the public good through developing tools to help society or contributing to policy development (Schneier 2020).

The pragmatist approach therefore provides insight into the values espoused by the cybersecurity community and the practices currently embraced as a result of those values. However, the lack of theoretical underpinning for those values and the challenges posed by emerging technologies such as the Internet of Things have meant that this approach is weak on providing ethical guidance outside a very specific (technical) sphere, and even within that sphere it is weakening as a means of providing security, let alone considering the potential ethical costs of that security.

Top-down approaches

So far, this chapter has considered bottom-up approaches, which look at individual case studies concerning cybersecurity and ethics, and pragmatist approaches, which look at how the community practices cybersecurity. We turn now in this section to look at top-down approaches. While these could involve the application of traditional deontological or utilitarian theories to cybersecurity, we are not aware of any sustained attempts to do this in the field.2 Instead, we will look at three approaches: Pieters’s application of Bruno Latour’s actor network theory (ANT) and systems theory, Mariarosaria Taddeo’s work on balance and trust in liberal societies, and the novel approach we propose here of applying the concept of security as risk. Each of these is top down in considering a unique theoretical perspective which is then applied to cybersecurity as a means of understanding ethical issues, rather than attempting to isolate the individual issues themselves or the practices of those working in the field.

Pieters has argued that Latour’s ANT provides new and important insights into cybersecurity. ANT holds that human beings and technical artefacts are both actors in broader networks. Through the eyes of this approach, as Pieters notes, shooting is performed neither by a person without a gun, nor by a gun without a person. The person enables the gun to shoot as much as the gun enables the person to shoot. As such, both gun and person are equal actors in this particular network. Which actor initiates the action is, according to Pieters’s account of this line of thinking, irrelevant. What is important to him is that it is the combination of the actors that performs the action.

The advantage of this approach, argues Pieters, is that it allows for the recognition of human factors in assessing security modelling. This human element is often discounted from models as human motives and actions are taken to be far less predictable than non-human systems. This discounting leads to a significant gap in these models (Dimkov et al. 2008, 2010; Probst and Hansen 2008). Rather than discounting the human factor, particularly when interaction between various human elements is concerned, Pieters proposes that the ‘flat’ model of ANT in which humans and artefacts are treated equally to remove apparent complications. Rather than looking to motivations, the focus shifts to the information that is moved.

Pieters has also drawn on Niklas Luhmann’s systems theory to emphasize the human element in the construction of information security (Pieters 2011a). As with ANT, systems theory involves the human element in the overarching system. Security is necessarily a human construct, argues Pieters, given that ‘actual security is dependent on perceived security’ (Pieters 2011a: 333), by which he means that the objective security of a network is partly dependent on how effective that network’s security is perceived to be by potential attackers. Pieters has argued that the systems theoretic approach can also help to highlight ethical issues that may otherwise be occluded (Pieters 2017). For example, in the debate surrounding e-voting, considerable emphasis was placed on the privacy of individuals. This was, at least in part, argues Pieters, because there are clear legal regulations concerning privacy in the voting booth. However, there is a risk of excessive focus in this area because of the practical connection to the law, which risks commentators missing other (arguably more) important ethical elements, such as power, trust, and security. Privacy of individual voters was, holds Pieters, a relatively minor concern next to the potential for the outcome of the voting process to be manipulated through a successful attack on the network hosting the voting machines.

Pieters’s account demonstrates the advantage that drawing on generalized theories in philosophy, and particularly those in the Continental tradition, can offer to an understanding of cybersecurity ethics. New insights are proposed that can be used to approach existing problems in new ways. At the same time, neither ANT nor systems theory are uncontroversial in the philosophy of technology. While Pieters’s arguments are predominantly pragmatic, demonstrating the benefits that can arise for cybersecurity practice from adopting this view, they risk deflecting the argument to philosophical discussions as to the merits or otherwise of Latour and Luhmann on a more general level.

As with Pieters, Mariarosaria Taddeo’s early work focused on questions of trust, and particularly trust in digital environments. In her case, Taddeo focused on whether trust could exist in online environments, arguing that it was clearly possible (Taddeo 2009, 2010a, 2010b; Turilli et al. 2010). From here, she moved towards cyberwarfare, where she became particularly noted for her work on using the just war tradition as a framework for analysis of cyberwarfare operations (Floridi and Taddeo 2016; Taddeo 2012, 2016), including an introduction to the ethics of cyber-conflicts (Taddeo 2021). While the military extension of cyber-operations has been the major focus of Taddeo’s work, she has also written on the ethics of civilian cybersecurity, such as we are considering in this chapter. In 2013, Taddeo edited a special edition of the journal Philosophy and Technology, focusing on balancing online security and civil rights (Taddeo 2013) which included articles on proportionality in cybersecurity (Hildebrandt 2013) and Thomism as a lens for interpreting ethics in online environments (Dainow 2013).

More recently, Taddeo’s work has incorporated a focus on artificial intelligence (AI), bringing together her earlier work on trust and cyberwarfare (Taddeo 2019; Taddeo et al. 2019) and including the impact of AI on cybersecurity (Taddeo 2019). This last is a developing field, with the impact of AI on attacks and defence still being determined (Patel et al. 2019). Throughout her work, Taddeo’s focus has remained largely on the need to find balance in liberal societies between stability in the online environment, achieved through the establishment of reliable environments, and trust of users in the maintenance of their rights in that environment. To this end, she has argued that trustworthy environments should consist of system robustness, system resilience, and system response (Taddeo 2019; Taddeo et al. 2019). As with Pieters, then, Taddeo’s work does not amount to a blunt application of a ‘grand theory’ approach to cybersecurity or cyberwarfare. However, through appeal to liberal notions of striking a balance between authority and individual liberty (Taddeo 2013) and the need to create trustworthy environments online through which users can feel safe to engage in free expression, she falls into what we have called the ‘top-down’ approach to cybersecurity ethics.

We propose an alternative top-down approach, and, we believe, one less controversial than either those of Latour or Luhmann and more structurally cohesive than that of Taddeo. We contend that security is the inverse of risk. If we take risk to be a function of probability and of harm (Hansson 2013), then as the probability of a harm occurring increases, so risk increases (and security decreases). Likewise, as the severity of the harm increases, so risk also increases and security decreases. Conversely, a decrease in the severity of harm threatened or the probability of that harm arising equates to an increase in security. In itself this is not, we believe, a radical solution and is indeed one largely adopted in industry, where security is often referred to as ‘risk management’. However, as we demonstrate below, through drawing on recent work in the philosophy of risk, it promises significant insights into the ethics of cybersecurity.

The approach that we advocate draws on earlier conceptual analyses of security provided by Arnold Wolfers and David Baldwin (Wolfers 1952; Baldwin 1997), while also introducing the framework of ethical risk analysis to security in general and cybersecurity in practice (e.g. Hansson 1996, 2013). In what follows, we develop in brief the concept of security as the inverse of risk in general before applying that to cybersecurity and demonstrating the strengths that come from introducing the ethics of risk as a framework through which we can approach the ethics of cybersecurity.

First, Wolfers originally argued that ‘security in any objective sense, measures the absence of threats to acquired values, in a subjective sense, the absence of fear that such values will be attacked’ (Wolfers, 1952: 485). Wolfers provided an early recognition that there were both subjective and objective aspects of security in that a person could believe they are secure without being secure, or, contrariwise, believe they are not secure while actually being secure. To this distinction, Herington has more recently introduced a third, non-cognitive dimension of affect (Herington 2018: 181–185); it holds that a person could be secure (objective), believe that they are secure (subjective), but not feel secure (affective). In this way, it is possible to think or feel that a network is secure even when it is not, or to feel that a network is insecure when it is in fact highly secure.

This is not to say that objective and subjective states of security are unrelated. The above examples are extreme, and it is more likely that I will believe and feel marginally more or less secure than is in fact the case. Take the case of Ross and Rachel. Rachel loves Ross as an objective state. However, the chronically insecure Ross is scared that Rachel’s love for him is fleeting at best, and so he is subjectively (in terms of both belief and affect) insecure. This causes Ross constantly to ask Rachel whether she still loves him, a practice that annoys her. As a result of his persistent questioning of her love for him, she starts to draw away from Ross emotionally, which leads to an increase in his insecurity. A vicious circle develops such that eventually his subjective insecurity means that she ceases to love him. His subjective state of security in the relationship has therefore brought about a change in his objective state of security in that relationship.3

Second, Wolfers argued that security consists of a threat to values. Baldwin has challenged this point by noting that threats typically involve intentionality, and yet security is broader than this, involving the security of assets that can be challenged by natural events which lack intentionality (such as physical assets that can be endangered by flooding). Baldwin’s response is to define security as ‘a low probability of damage to acquired values’ (Baldwin 1997: 13).4 While we embrace this move, we argue that one can go further by understanding security as a function of probability and severity of damage to values. Given that probability and severity are aspects of risk, we hold that (high levels of) security involve(s) a low probability of severe harm and vice versa. Hence, when there is a low probability of harm occurring to a valued network, that network enjoys a relatively high level of security. Once the probability of harm occurring increases, or the severity of the harm which might occur intensifies, then the security of that network diminishes.

Baldwin’s response to Wolfers, seen in the current context, raises the challenge as to the relevance of the intentionality of the attacker in a cybersecurity incident. Our proposal, in line with that suggested by Pieters, adopts a flatter approach that does not distinguish between human and non-human causes of cybersecurity incidents. While the presence of intention is traditionally seen as the distinguishing factor between security incidents (which require intention of an attacker) and safety incidents (which presume that there is no intention to attack), we think that this is an increasingly dated and irrelevant assumption. We hold that the intention of the attacker, while it may be pertinent in judging the person, is unimportant in approaching the concept of security and its ethical outworking as discussed here.

From the perspective of providing cybersecurity, challenges to the network may be posed by people or by natural events. Which of these is behind the challenge will likely have an impact on the response that is taken to that threat (a security measure), but not to the level of security or to the responsibility of those who are tasked with ensuring security. Analogously, we might say that my home could be equally under threat of destruction from a tornado or a terrorist. In either case, my security is comparatively low, irrespective of which threat is being considered. How I respond to the challenge posed will differ, but the actual state of security of my home is not a function of whether the challenge is posed by an entity or event with intention.

Third, we recognize a descriptive (as opposed to normative) benefit in the Wolfer’s definition of security as the absence of threat to acquired values. Given that Wolfers was writing in the context of international relations, we presume that he is thinking about values to different states. In our broader context, though, the reference to values (or severity, which is a reflection of that which is valued) allows for any value to fill that space. Waldron argues that we could expand the context ‘to refer to the assured possession and enjoyment of any value, including liberty’ (Waldron 2006: 504). However, in a descriptive account one should be able to cope with values with which one does not agree. Hence, it is meaningful to discuss the security of the Nazi party in Germany in 1945, even when we ourselves do not value that particular case of security. In the case of cybersecurity, then, it is similarly meaningful to discuss the security of a drug dealer’s mobile device, even while law enforcement is seeking a way to dismantle that security and track the device. The security of the device may be valuable to the dealer, while the same security is not desirable to those in law enforcement attempting to hack the device.

Fourth, the notion of probability in the conceptual definition holds to a more recently identified aspect of security, in that it is always future-focused. While Waldron has suggested that this future focus concerns the security of that which is valued extending into the future (Waldron 2006: 474), Herington is more circumspect about this, recognizing merely the future focus on the concept (Herington 2012: 18). In this, we agree with Herington that security is about the future. Security concerns, for example, the safety of a person from attack or from being injured. Once they are attacked or injured, security ceases to be the pertinent concept. Rather than thinking of the person’s security, we think of the harm they are experiencing. Indeed, the very fact that someone is experiencing harm suggests that any security they had prior to the harm either failed or was insufficient to the risk.

Finally, as noted by Herington, security always has a referent (Herington 2012: 13; see also Newey et al. 2012: 9). Security is the security of a person or thing (referent). However, to this we add that security always has a context: security is the security of an entity (referent) from a challenge (context). Hence, as noted above, we can discuss the security of a network from an attacker or from an earthquake, or the security of a mobile device from being hacked. This recognition side-steps the problems noted earlier in the CIA triad, which tends to focus attention merely on technical solutions in response to risks to individual assets. Broadening our understanding of the relevant referents and contexts encourages a more holistic approach to cybersecurity.

Understanding security in terms of the inverse of risk is not only an effective means of approaching security in general and cybersecurity in particular; it also carries with it the benefits that can come from applying the ethics of risk literature to the ethics of cybersecurity. The ethics of risk highlights ethical concerns that other approaches miss.

To develop an ethics of cybersecurity from the ethics of risk literature, we draw primarily on the work of Sven Ove Hansson, who has dominated this field of inquiry. In particular, we hold that work in four areas is demonstrative of the benefits that a combining of the two fields can bring. These areas are: the distinction between objective and subjective harms, challenges in calculating probabilities, the recognition of fallacies, and the problems arising from risk thresholds and distribution. We will take these in turn.

There is a concern about the calculation of harms as only objective. Granted, there is often an objective element to harm (the loss of a hand is harmful to anyone); but there is also a subjective element. It is presumably worse for a concert violinist to lose their hand than for a philosopher to do so. With only one hand, the philosopher could continue to practice their profession while the violinist would not be able to do so. In the case of cybersecurity, as noted above, this may extend further, such that the drug dealer values the security of their mobile device very highly, while pursuing law enforcement agents will not value that security (to the extent that they will attempt to compromise it). Any objective value of that security is questionable in this case (Hansson 2010).

The second concern is that of calculating probabilities. While we can largely agree on the probability of a traffic accident occurring to us being more likely than being caught up in a terrorist incident, this does not prevent the latter seeming more likely than the former as a result of persistent reporting in the press and news media. Hence, there is an important subjective element in probability calculation. Furthermore, in calculating probabilities there are potentially infinite complications that could occur to make radical changes to those statistics. In order to manage these complications, externalities and feedback loops are typically simplified, or even removed. While this leads to a ‘cleaner’ resulting statistic, it is also a highly theoretical and unrealistic statistic precisely because of the simplification. The appearance may therefore be of certitude when in fact such certainty is misplaced. Hansson has described this as the tuxedo fallacy, imagining that we are calculating probabilities in an idealized casino rather than in the real world (Hansson 2009).

Third, there are problems arising from risk toleration thresholds and the distribution of risk. Risk toleration thresholds—the limits at which we are prepared to tolerate risks—have been demonstrated to differ among groups in (western) society. White males have frequently been shown to be more tolerant of risk than White women or non-White men (Flynn et al. 1994; Hermansson 2010). This tendency is perhaps not surprising in societies which have largely been designed by White men. For example, when Twitter was designed, by predominantly White men in Silicon Valley, the issue of potential harassment apparently did not enter the discussion as one possible outcome (McCaskill 2015).

When new risks are introduced into social discourse, it may appear that particular courses of action are preferable owing to the fact that they are ‘less risky’ than existing courses. Hansson describes this as the ‘sheer size’ fallacy, noting that just because B is less risky than A, and A is currently employed in society, it does not follow that B is the best course of action to follow (Hansson 2004). It may be that both A and B are unacceptably risky for the majority of society. Furthermore, through adopting B we may cease to look for less obvious alternatives (C) that would fall below the risk toleration threshold of a majority. Hence, in the Patriot Act, the US administration and the associated intelligence agencies apparently felt that it was less risky for those intelligence agencies to monitor the metadata of mobile phone calls of every person in the country than to allow for further terrorist attacks to occur. Following the Snowden revelations, though, it transpired that not everyone agreed; possibly a majority of citizens in the United States disagreed (Rainie and Madden 2015; Stoycheff 2016; Bakir 2015; Krueger 2005).

Fourth, and related to the problem of the sheer size fallacy, is the concern with the distribution of risk. Jonathan Wolff has noted that the agent who makes a decision involving risk is not always the same agent who will benefit from that risk, or indeed pay the costs of that risk (Wolff 2010). For example, in the infamous example of Ford’s decision not to recall the highly dangerous Pinto car in the United States in the 1970s, that decision was made for financial reasons by the board of Ford, who stood to benefit from not paying the costs of a recall (Macnish 2019b; Mcginn 2018). By contrast, the members of that board were almost certainly not driving Pintos themselves; the people paying the costs of that decision were not the beneficiaries. Such a scenario is ethically problematic as it enables risk-prone decision-makers to indulge in seeking their own gain at the expense of other people.

An analogous scenario to that of Pinto happens in cybersecurity when businesses underinvest in cybersecurity. In the event of a breach arising from such underinvestment where customer information is stolen, the business may suffer reputational damage and, increasingly, legal fines. However, it is the customers who suffer the loss of significant personal data, such as email addresses, physical addresses, and credit card details.

In summary, there is a number of benefits that can be drawn from a reconsideration of the concept of security in light of the concept of risk and the ethics of risk literature. Note that our account is still subject to some of the earlier criticisms levelled at bottom-up approaches, though. For example, much of the ethics of risk literature has itself been developed through bottom-up analyses, and therefore provides insights that are drawn from the sort of clustering against which we cautioned earlier in this chapter. Furthermore, there is no one theoretical stance on risk, still less an ethical framework for approaching risk that will provide the systematic approach that we argued was lacking from bottom-up approaches.

Moreover, this approach is highly theoretical in its stance, in that it defines cybersecurity and then seeks to identify ethical concerns arising through the definition. By being highly theoretical, it risks both becoming untethered from reality if the conceptual analysis is flawed and missing central ethical concerns that are identified through bottom-up and pragmatist approaches.

At the same time, through this approach we have introduced novel concerns that have not been discussed in the ethics of cybersecurity literature arising from bottom-up or pragmatist approaches. Concerns about measurement of probability (the tuxedo fallacy) for example, are real issues in a field increasingly referring to itself as ‘risk management’, in which risks are calculated to a precise degree by insurance companies. The fact that such risks cannot be calculated with a degree of accuracy should, we hold, provide pause for thought and caution in promises that can reasonably be made by cybersecurity providers. Likewise, differing risk thresholds throughout society and the problems of risk distribution coupled with White male bias imply that current cybersecurity risk thresholds may fail to take account of certain sectors in society (particularly women, the poor, and ethnic minorities), while imposing risks on those same sectors should once more lead to serious reflection. To our knowledge, neither of these concerns has been raised in the ethics of cybersecurity literature discussed in this chapter.

Conclusion

In this chapter we have considered three approaches to understanding the ethics of cybersecurity. These three, bottom up, pragmatist, and top down, have each been shown to have strengths and weaknesses. Our own preferred approach of understanding security as the inverse of risk carries some strengths not apparent in other approaches, and we hold that it is valuable in highlighting ethical concerns that are overlooked by those other approaches.

It is also noteworthy that the approaches considered here are, to date, the leading approaches to cybersecurity ethics. There is little to no work explicitly exploring more traditional interpretations deriving from Kantian, rights-based, or utilitarian approaches, and yet these may bear considerable fruit, either through their own insights or through contributions to existing approaches.

We therefore believe that to continue to develop this new field in a thorough and systematic manner all three approaches are valuable. The development of case studies can continue to introduce new concerns and insights, while pragmatist approaches can track the development of new technologies and associated issues arising therefrom. The insights gained from the ethics of risk, and from broader theoretical approaches such as Latour’s actor network theory can also provide insights that may not be obvious to those practicing cybersecurity. Furthermore, there is a wealth of insight to be gained from exploring utilitarian and deontological approaches to cybersecurity which remains untapped. Pursuing any one of these approaches to the exclusion of the others will risk leading to an overly narrow perspective that misses crucial concerns. Drawing them together into a cohesive whole promises to lead to a more thorough and complete understanding of the problems, coupled with a clearer way forward for practitioners.

Notes

1.While this study involves a less thorough literature research than van de Poel, the literature provided a background to interviews held with cybersecurity researchers and practitioners to build an understanding of the areas in which cybersecurity ethics literature complements cybersecurity practice and areas in which the two diverge.

2.Arguably, Manjikian’s Cybersecurity Ethics: An Introduction does examine various ethical concerns in cybersecurity from various traditional viewpoints. However, this is an introductory text and refrains from defending one particular approach, such as a Kantian or utilitarian framework, but rather demonstrates how Kantians, utilitarians, and virtue ethicists might each approach the concern (Manjikian 2017).

3.We are grateful to Bert Gordijn for this illustration from the characters of the sitcom Friends.

4.Although using Wolfer’s notion of ‘acquired values’, neither Baldwin nor Wolfers elaborate on what is meant by this phrase. Drawing from their context in International Relations, we presume this to be the values held by individual nation states.
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CHAPTER 32

The Ethics of Weaponized AI

Michael Robillard

Introduction

The twenty-first century finds us moving into an age of automation at an ever-quickening pace. Smartphones, big data, the ‘Internet of Things’; computation is fast becoming a ubiquitous and seamless part of the human condition with the boundaries between human beings and machines becoming increasingly blurred. Now that individual as well as collective human decision-making can be progressively outsourced onto algorithmic and computational proxies at a faster and faster rate, questions of just what decisions ought to be automated have come to the foreground of contemporary ethics debates. Such concerns are especially pressing when it comes to questions of automation in war.

For ethicists, politicians, lawmakers, technologists, strategists, and lay persons alike, there seems to be an intuitive moral repulsion to the idea of using fully autonomous weapons systems (AWS) in war. For some ethicists, such moral misgivings proceed primarily from a series of contingent arguments. These contingent arguments often take the form of worries regarding downstream consequences that may occur were AWS allowed onto the battlefield, and often include worries about incentivization for over-use by political leaders, ease of accessibility for terrorists and non-state actors, proliferation, and arms race concerns (Sharkey 2017), lack of accountability and oversight (Roff 2014: 211; Scharre 2018), social distrust and strategic imprudence (Simpson 2011: 325), and the danger of malfunctioning artificial intelligence causing severe harm to civilians or existential risk to all of humanity (Bostrom 2003: 13). Other ethicists, however, raise several in principle objections to the use of AWS wholly independent of these contingent worries. Some of these in principle arguments involve appeals to inherent ‘responsibility gaps’ generated by AWS (Sparrow 2007), morality’s irreducibility to formal algorithmic codification (Purves et al. 2015: 854), AWS’s inability to kill for the “right kind of reasons” (Purves et al. 2015 855), and deontological objections based on respect for human combatants (Skerker et al. 2020: 1). Still, other philosophers, including me, have objected to the idea that AWS create any new or novel in principle moral concerns (Burri and Robillard 2018).1

This chapter surveys these various contingent and in principle moral arguments pertaining to the ethics of AWS in war. First, I explore some of the important definitions, terminology, and concepts regarding artificial intelligence (AI) and autonomous weapons. I then investigate and unpack several of the aforementioned in principle arguments for and against the use of AWS in war. Then, I review several of the major contingent ethical arguments related to AWS, after which, I offer several general prescriptions, predictions, and connections pertaining to the future of war and automation as we move further into the twenty-first century. I conclude with a few closing remarks regarding technology, war, and the human condition more broadly.

Concepts and terminology

Before we can begin to make sense of the morality of automated weapons, we must first get a clearer picture about what exactly we mean when we speak of a machine or a weapon ‘being autonomous’. While scholars, ethicists, and policymakers alike continue to debate over what exactly constitutes an autonomous weapon system, several groups, institutions, and scholars have advanced helpful concepts, definitions, and terminology that we can borrow from in order to get a clearer picture of the subject at hand.

Proposed definitions

As Suzanne Burri notes in ‘What is the Moral Problem with Killer Robots?’, autonomous weapons have, in a sense, existed with us for some time now (Burri 2017). Anti-personnel mines, for instance, arguably ‘select’ their own targets once a human has primed them. The Israeli Harpy, a loitering anti-radar missile, deploys without a specifically designated target, flies a search pattern, identifies an enemy radar, and then divebombs and destroys it. However, policy-makers and ethicists are not primarily concerned about these kinds of autonomous weapons. They are instead concerned about weapons systems of much greater technical sophistication (Burri 2017).

Philosophers have proposed several working definitions of AWS that we can pull from. Writing about AWS, Rob Sparrow, for instance, suggests that ‘their actions originate in them and reflect their ends. Furthermore, in a fully autonomous agent, these ends are ends that they have themselves, in some sense, ‘chosen’ (Sparrow 2007). Responding to Sparrow, Purves, Jenkins, and Strawser offer a similar definition of AWS. They write:


Another way to capture the kind of technology we are here envisioning is on Tjerk de Greef’s capabilities scale (De Greef et al. 2010). We are focused on those kinds of weapons which would be classified as having a ‘High’ level of autonomy on De Greef’s scale. That is, at the most extreme end of the spectrum (what De Greef calls Level 10), we are imagining weapons that can act in such a way that the computer decides everything, acts autonomously, ignoring the human.

(Purves et al. 2015: 853)



Offering a third useful conceptual schema to make better sense of what might be meant by ‘autonomous weapons’ are Paul Scharre and Michael Horowitz. Scharre and Horowitz advance a three-tiered categorization of programmable weapons in terms of their causal relationship to human operators. On their view, weapons that require a human being to play a necessary role in a weapon’s proper functioning count as being ‘in the loop’ and do not count as autonomous weapons. Weapons where a human is causally unnecessary for the weapon’s proper function, but is still able to intervene, count as ‘on the loop’ and therefore as autonomous. Finally, weapons that require no human monitoring for their proper functioning and cannot be intervened upon once activated count as ‘out of the loop’ and also count as AWS (Scharre and Horowitz 2018).

Along with ethicists and scholars, various militaries and international agencies have offered their working definitions of AWS (Burri 2017). For instance, in a 2012 directive, the US Department of Defense defines an autonomous weapon system as:


A weapon system that, once activated, can select and engage targets without further intervention by a human operator. This includes human-supervised autonomous weapon systems that are designed to allow human operators to override operation of the weapon system, but can select and engage targets without further human input after activation.

(US Department of Defense 2012)



The implication here is that an autonomous weapon’s programming possesses a certain degree of complexity such that its targeting and decision-making capabilities could be made fully on its own but that its decision-making and actions would still be subject to human intervention.

Similarly, the ‘Campaign to Stop Killer Robots’ calls for a pre-emptive ban on the production and development of lethal autonomous weapons. The official website states: ‘we are concerned about weapons that operate on their own without meaningful human control. The campaign seeks to prohibit taking the human “out-of-the-loop” with respect to targeting and attack decisions on the battlefield’ (Sharkey 2017). The presumption here, of course, is that ‘meaningful human control’ is readily recognizable and clearly defined. I am not certain that this is the case, nor am I sure that notions like the machine being ‘out-of-the-loop’ or ‘making its own decisions’ make coherent sense without further unpacking some of the unsaid ontological presuppositions built into such claims. To make better sense of such claims about AWS, we must turn to conceptions of AI more broadly.

Strong versus weak AI

While the vast and expansive literature on AI far exceeds the scope of this chapter, it would nonetheless be remiss not to acknowledge the distinction between ‘strong’ and ‘weak’ AI, which tacitly underpins the various aforementioned AWS definitions. Strong AI broadly refers to the philosophical view that genuine emergent intelligence/consciousness is, in principle, metaphysically realizable via some set of computational processes. Weak AI, in contrast, refers to the set of human cognitive tasks that are reproducible or replicable via machine processes but not, as it were, genuinely emergent in a sui generis manner. While strong and weak AI might be epistemically indistinguishable,2 the distinction at least tracks two different metaphysical origin stories; one that is the ‘real deal’, so to speak, and the other which is mere mimicry.

Various arguments have been given for the metaphysical possibility of strong AI. Some functionalist arguments, for instance, argue that it is presumptively chauvinistic to assume that mental states can only be functionally realized or supervene atop biological hardware. Indeed, if I can run the same software equally well on a Macbook or a PC, then, analogously, shouldn’t the ‘software’ of human consciousness be functionally realizable on a substrate other than a biological brain, at least in principle? Furthermore, shouldn’t some property of computational ‘complexity’ (via Moore’s Law. for instance) at some point allow for such emergent consciousness to occur?

Other philosophers, John Searle most notably, oppose this view of strong AI and argue that there is in fact something metaphysically special about biological brains that seems to give rise to emergent consciousness in a way that mere computation does not (Searle 1980). J.R. Lucas, in ‘Minds, Machines, and Gödel’, likewise argues for the impossibility of strong AI, based upon computation’s inability to codify and understand Gödel sentences (Lucas 1961).

This point about strong AI is highly important. For if strong AI is, in principle, logically impossible, then debate about ‘fully autonomous’ weapons ‘making decisions’ ends up being a non-starter and such language really ends up being a kind of shorthand for something other than the machine’s actual decisions. In other words, if strong AI is metaphysically impossible, then what ethicists concerned about AWS are really talking about is the set of weak AI processes that have been distributed onto various computational platforms. This would then render our moral assessment of any aberrant machine behaviour on the battlefield or otherwise as the witnessing of our own intentionality reflected back at us, like a magician astounded by his own trick, as opposed to the witnessing of genuine autonomous behaviour emerging from the machine itself.3 The relevance of this point should become clearer as we evaluate the intricacies of the various AWS arguments in the next sections. Let us now do so.

In principle arguments

Now that we have a firmer grasp on some of the core concepts, definitions, and terminology surrounding the contemporary autonomous weapons debate, let us next move on to several major in principle arguments for the prima facie impermissibility of AWS, as well as various counter-arguments to these views. While this set of arguments is not meant to be an exhaustive account of the vast and growing philosophical literature on autonomous weapons, these arguments represent some of the strongest and most sophisticated in principle moral arguments concerning AWS to date.

‘Responsibility gaps’

One of the earliest and most popular arguments for the prima facie impermissibility of AWS is Rob Sparrow’s ‘Responsibility Gap’ argument (Sparrow 2007). While Sparrow has refined this view over the years (Sparrow 2016), the most basic articulation of his argument is as follows:


1. Waging war requires that we are able to justly hold someone morally responsible for the deaths of enemy combatants that we cause.

2. Neither the programmer of AWS nor its commanding officer could justly be held morally responsible for the deaths of enemy combatants caused by AWS.

3. We could not justly hold AWS itself morally responsible for its actions, including its actions that cause the deaths of enemy combatants.

4. There are no other plausible candidates whom we might hold morally responsible for the deaths of enemy combatants caused by AWS.

5. Therefore, there is no one whom we may justly hold responsible for the deaths of enemy combatants caused by AWS.

6. Therefore, it is impermissible to wage war through the use of AWS. To do so would be to treat our enemy like vermin, as though they may be exterminated without moral regard at all



(Sparrow 2007)

Unlike other forms of weaponry used throughout history, Sparrow argues that there is something fundamentally different about AWS. Indeed, unlike anti-personnel mines, radio-guided torpedoes, or unmanned drones, which are, metaphysically-speaking, still connected to ‘the loop’ and under ‘meaningful human control’, AWS, in Sparrow’s view, seems to be different and metaphysically divorced from meaningful human control. This metaphysical gap between humans and the AWS seems to beget a corresponding gap in moral responsibility that is deeply problematic. Given the moral weightiness of war, fighting a just war would therefore require that someone or something be held morally responsible for the harms that will likely occur. While all of the other weapon systems previously still have some form of meaningful human control, however tenuous, the AWS itself seems to strip all meaningful human control (and therefore human responsibility) completely out of the picture, resulting in an entity that can cause potentially severe harm in war with no one at the driver’s seat, metaphorically, metaphysically, or morally speaking. For a nation to actively bring such a state of affairs about is arguably prima facie impermissible and perhaps severely morally wrong.

Anti-codifiability

Advancing a pair of arguments for the prima facie impermissibility of AWS are Duncan Purves, Ryan Jenkins, and Bradley Strawser. The first of these arguments they refer to as the ‘anti-codifiability’ thesis, which states that authentic moral reasoning and moral decision-making, by the very nature of what it is, cannot be reduced or codified into a strict set of computational rules. They write:


the codifiability thesis is the claim that the true moral theory could be captured in universal rules that the morally uneducated person could competently apply in any situation. The anti-codifiability thesis is simply the denial of this claim, which entails that some moral judgment on the part of the agent is necessary.

(Purves et al. 2015: 854)



Purves et al. continue:


Since moral deliberation is neither strictly rule-like nor arbitrary, ‘programmed behavior’ could never adequately replicate it (at least in difficult cases). Furthermore, take the possible requirements of moral judgment considered above: phenomenal quality, phronesis, and wide reflective equilibrium. It is also plausible that an artificial intelligence will never be able to exercise practical wisdom of the kind possessed by the phronimos. And since artificial intelligences cannot have intuitions, they cannot engage in wide reflective equilibrium. Since it seems likely that an artificial intelligence could never possess phenomenal consciousness, phronesis, or the intuitions required for wide reflective equilibrium, it seems unlikely that AI will be able to engage in any kind of moral judgment.

(Purves et al. 2015: 854)



The anti-codifiability thesis, on the face of it, is convincing for several reasons. First, the notion of machines making fully autonomous moral decisions is parasitic upon the assumption that machines could, in principle, make genuine decisions at all (normative or otherwise). Hence, if arguments for strong AI fail, and it turns out that machines cannot make authentic, sui generis decisions, then machines making ethical decisions would be logically impossible. Were it the case that strong AI was metaphysically impossible, and machines could not fundamentally make normative or non-normative deliberations, then philosophers’ expressed worries about machines ‘making moral decisions’ would in fact be tracking something quite different. (We will return to this idea of what such language actually could be tracking at the end of this section). Second, the anti-codifiability thesis seems convincing because it shares in a lengthy historical precedent (from Aristotle to Mill to McDowell) that the nature of morality is fundamentally irreducible to rote rule-following. The anti-codifiability thesis therefore seems to be a particular species of this more fundamental intuition.

Finally, the anti-codifiability thesis seems to have strong intuitive pull because it seems to accurately track and articulate what is at the heart of most people’s instinctive disgust response and strong moral aversion to the idea of outsourcing morally weighty decisions, such as the taking of another human life, onto the cold, unfeeling platform of an inhuman machine.4 While perhaps automation of epistemic decisions, such as database searches, or pragmatic decisions, such as grocery deliveries, seem, in principle, much less morally problematic, the taking of another human life seems to be a decision that is different in kind and not just degree.

Acting for the right reasons

In addition to their anti-codifiability thesis, Purves et al. advance a second argument for the prima facie impermissibility of AWS. Granting to their opponents the possibility that their first argument could fail and that moral reasoning could in fact be codified into a formal algorithmic programme, Purves et al. nonetheless argue that such a state of affairs would still be morally problematic, since the programme would not be acting for the right kind of reasons. They write:


Even if the anti-codifiability thesis is true, our first objection to AWS succeeds only if we place disproportionate disvalue on genuine moral mistakes compared with empirical and practical mistakes. Our second objection to the deployment of AWS supposes that AI could become as good as or better than humans at making moral decisions, but contends that their decisions would be morally deficient in the following respect: they could not be made for the right reasons. This provides the missing theoretical basis for the disproportionate disvalue that our first argument places on genuine moral mistakes.

(Purves et al. 2015: 852)



Purves et al. motivate their second argument against AWS by providing the hypothetical case of a racist, sociopathic soldier whose only motivation is to harm and kill other races but who nonetheless fights for a just cause and abides by all standard rules of engagement while in battle. All other things being equal, Purves et al. argue that were we to have a second non-racist, non-sociopathic soldier who could perform the exact same tasks in battle equally well, then we would have a strong moral inclination to choose the non-racist, non-sociopathic soldier.

Purves et al. use this thought experiment to motivate the idea that it is not enough for a soldier to merely act in accordance with right reasons (i.e. mere rule-following), but that they must act from and with a genuine understanding of the right reasons. This judgement, Purves et al. argue, then analogously extends to AWS, suggesting their prima facie impermissibility.

Respect for combatants

Another original argument for the prima facie impermissibility of AWS comes from Michael Skerker, Duncan Purves, and Ryan Jenkins. In ‘Autonomous Weapon Systems and the Moral Equality of Combatants’, they advance a deontological line of reasoning further bolstering the common intuition many have that AWS are prima facie ethically problematic.5 The crux of their argument hinges on the just war concept of the moral equality of combatants (MEC) (Skerker et al. 2020: 1).

The MEC states that only officially recognized uniformed soldiers, fighting on behalf of legitimately recognized nation-states, count as lawful combatants. As such, soldiers on either side of a conflict (independent of the justness of their respective side) cede mutual self-defence rights in order to gain symmetrical and reciprocal killing rights (provided that their use of violence on the battlefield is proportionate and necessary). As a logical entailment of the MEC, non-combatants on either side of a conflict (independent of the justness of their respective sides) enjoy symmetrical immunity from being intentionally targeted.6

Accordingly, on Skerker’s view, enemy combatants cannot be modelled as ceding rights to a thing (the AWS) that is fundamentally incapable of being a reciprocal rights-ceder and a reciprocal duty-bearer (as would a human adversary). An AWS cannot be a reciprocal duty-bearer, since it cannot fundamentally understand the gravity of what it is doing in taking human life. Therefore, according to Skerker et al., the use of AWS in war is prima facie wrong insofar as their use fails to satisfy the MEC, a necessary condition for fighting justly in war. This failure to satisfy the MEC results in a fundamental disrespect of the basic dignity of AWS’s human target.

Objections

Despite these aforementioned in principle arguments, several scholars, notably Susanne Burri and myself, still reject the notion that AWS fundamentally generate any new or novel moral problems, which does not imply that AWS are not morally problematic, just that they are morally problematic in familiar ways (Burri 2017). Our mutual agreement over this issue primarily stems from an arm-chair conceptual analysis of how concepts like agency, decision-making, and moral responsibility logically and meaningfully relate to one another in general. By getting clearer about these concepts and their logical entailments, we argue that the aforementioned in principle worries about AWS can be dissolved to reveal a more fundamental set of philosophical and moral concerns that are not actually unique to autonomous weapons.

The crux of my argument against the prima facie impermissibility of AWS stems from a fundamental disjunction that the aforementioned arguments fail to acknowledge or take seriously. In essence, I argue that an AWS is either a socially constructed institution that has been physically instantiated or it is a genuine (emergent) agent. If it is the former, then we should assign moral responsibility, as we do with any other collective action problem (such as the BP oil spill or the Challenger disaster).7 If it is the latter, then we should treat AWS as responsibility-bearers, but also as bearers of rights and/or interests. The specifics of my argument can be stated as follows:


(1) Either an AWS is a genuine agent or it is not a genuine agent.

(2) If an AWS is a genuine agent, then it is the locus and bearer of moral responsibility for the harms it creates to the degree that it is responsive to epistemic and moral reasons and given its epistemic and physical capacities and limitations.

(3) If Premise 2 is true, then an AWS would also be a moral patient and thereby a bearer of legitimate rights or at least interests (insofar as we regard moral agency to entail also being a moral patient).

(4) If an AWS is not a genuine agent, then moral responsibility for harms resulting from the AWS reduce fully to the group of programmers, designers, and implementers who contributed to the AWS creation and deployment.

(5) If Premise 4 is true, then attribution of moral responsibility for harms resulting from an AWS are no different in kind from harms resulting from any other large-scale collective or institutional action.



Given this disjunctive argument, I argue that there is good reason for ethicists to conceive of AWS as fundamentally being no different in kind, morally or metaphysically speaking, to any other collective institution. I call this the institutional view (Robillard 2018a). I motivate this conception of AWS with the following adaptation of Ned Block’s famous Chinese nation thought-experiment (Block 1978: 261).


China-Bot

Suppose that the entire nation of China was reorganized to perfectly simulate the functional structure of the software of an AWS (to include its learning programs). Each Chinese person follows a finite set of rules spelled out on a piece of paper comparable to that of one of the AWS’s subprograms and then communicates by special two-way radio in the corresponding way to the other Chinese people who are doing the same thing. The software program (being realised by the entire nation of China) would then be connected via radio to an actual AWS in the real world, one that provided the sensory inputs and behavioural outputs of the program. Imagine that the AWS was released onto the battlefield where it then killed an innocent civilian.

(Robillard 2018a)



How should we assign moral responsibility for the unjust harm? To answer this question, we would want to first know what each contributing Chinese citizen knew (and was reasonably capable of knowing) about their causal contribution to the potential harm. We would also want to know what the programmers knew or could have reasonably known or done differently with regard to what real-world effects their programme entailed once implemented.

Once we discerned this information, however, would there be any additional moral decision-making left to account for? I think the answer here is ‘no’. Our story of moral responsibility seems fully exhausted. Once we account for the capacities and moral decision-making of the individual Chinese citizens and the programme designers, there simply is not explanatory need, reason, or room to then ascribe additional responsibility to the supervening AWS itself.

If there were, however, reason to ascribe additional moral responsibility to an emergent agent supervening over and above the collective actions of the arrangement of Chinese citizens, then, for reasons of consistency, we would need to extend such reasoning to all collective institutional arrangements in general. Were we to do so, however, such a move would fully reduce our particular worries about the AWS to more fundamental moral concerns about collective action and collective responsibility in general. Alternatively, we could tell a really complicated story about how some special property of silicon microchips in particular gave rise to the functional realization of an emergent agent but how other mediums did not do so. Such an explanatory move though would seem drastically ad hoc and would entail a very bizarre chauvinism about silicon substrates.8

Accordingly, once the AWS is de-reified in this manner, the unique and novel worries mentioned in the arguments above dissolve into familiar, run-of-the-mill moral concerns about collective action, collective responsibility, and epistemic uncertainty in general. As such, Sparrow’s responsibility gap metaphysically closes, since moral responsibility either falls fully on the members of the collective institution that programmed, built, and implemented the AWS (hence, a regular collective action problem) or it falls fully on the emergent agent of the AWS (an actual duty-bearer but also a rights-bearer, or at least interests-bearer).9

This same line of reasoning extends to Purves’s anti-codification and ‘wrong reasons’ objections, as well as Skerker’s MEC objection. Once again, if what we mean by an AWS ‘making decisions’ is that it genuinely makes its own sui generis choices in response to available epistemic, pragmatic, and moral reasons, then by all understandings of what it is to be a decision-maker, we should regard the AWS as therefore capable of being a responsibility-bearer.10 This just is what it means to be a decision-maker. Thi s would then make it the case that the AWS would not be a rote rule-follower nor would it necessarily be acting for the wrong reasons, nor would it be metaphysically incapable of satisfying the MEC. Alternatively, if what we mean by an AWS ‘making decisions’ is just shorthand for the decisions of all of the individual human programmers and implementers comprising a large-scale, highly complex collective institution, then standard, run-of-the-mill moral reasoning about collective actions and collective responsibility ought to apply, but nothing else would be required. Accordingly, once we reify the AWS to the level of an emergent agent or de-reify it to a general collective institution, these prima facie objections are effectively dissolved. However, there are certainly many strong and weighty contingent arguments against the use of AWS in war that are very much worth our consideration. Let us turn now to this set of arguments.

Contingent arguments

Now that we have unpacked several of the major in principle arguments for the prima facie impermissibility of AWS and have looked at some of their counter-arguments, let us now turn our attention to some of the major contingent or ‘downstream’ arguments for and against the use of AWS.

The danger of over-use

One major contingent worry concerning AWS is incentivization for over-use. Given that AWS could soon provide a means for nations to fight wars cheaply, expediently, and without the risk of soldiers’ lives, some philosophers worry that political leaders might then be too quick to resort to war in lieu of other, less violent options. This is indeed one morally problematic contingent worry of AWS that technologists, ethicists, and policymakers should certainly take seriously. It should be noted, however, that such downstream consequences are not necessarily metaphysically baked into the AWS itself and that ethical assessment of the use of AWS technology will hinge on a variety of trade-offs between predicted moral goods and predictive epistemic claims. That being said, we could plausibly imagine some future state of affairs where the securing of some all-things-considered good could make the use of AWS morally permissible, if not obligatory. As Burri notes:


It sometimes takes dangerous tools to achieve worthy ends. Think of the Rwandan genocide, where the world simply stood by and did nothing. Had autonomous weapons been available in 1994, maybe we would not have looked away. It seems plausible that if the costs of humanitarian interventions were purely monetary, then it would be easier to gain widespread support for such interventions.

(Burri and Robillard 2018)



Accordingly, in such a humanitarian intervention situation, the cheap and expedient use of AWS could be seen as a moral good and not morally detrimental.

Lack of soldier risk

A second, and closely related argument against AWS is the argument from soldier risk. This species of argument is a version of the familiar ‘skin-in-the-game’ argument, one that has not only been employed in arguments against the use of AWS, but also in recent debates concerning the use of unmanned drones (Strawser 2010: 342) and (Frowe 2018). There are several motivating reasons for the skin-in-the-game argument, some wrong-headed, others more plausible. One version of this type of argument seems to suggest that subjecting soldiers to physical risk in battle is what grounds the justness of a given war to begin with. This argument, I believe, is deeply flawed and is, in fact, the complete opposite of what the just war tradition recognizes as a legitimate reason to go to war. Furthermore, were it the case that a nation-state could fight a just war effectively without the needless risk to soldier lives, then, all-things-considered, it seems like it would be deeply disrespectful to the lives of soldiers to send them into such unnecessarily risky situations.

Reciprocal risk of soldier lives, in and of itself, therefore, cannot be the thing which grounds justification for going to war. The fact that an evil regime, like the Islamic State of Iraq and Syria (ISIS) or the Nazis, for instance, subject their soldiers to higher risk on the battlefield cannot possibly be the reason which grounds the justness of their side’s choice to go to war. Otherwise, the justness of a nation-state’s choice to go to war would simply hinge on who chose to put their soldiers at greater risk. This line of reasoning goes strongly against the just war tradition, and it seems to fundamentally disrespect soldiers, reducing them to mere fodder.

Granted, there might be a strong rule-consequentialist reason for nations to reciprocally subject a particular group of their citizenry to increased physical risk in order to minimize overall harm and suffering in war and to hopefully disincentivize targeting of vulnerable civilians. Several philosophers justify the convention of the MEC on such rule-consequentialist grounds. Similar rule-consequentialist grounds might then also generate a moral reason for political leaders to use soldiers instead of AWS in order to disincentivize nation-states going to war unnecessarily. However, mere soldier risk on its own does not generate a moral justification for war.

A more sophisticated and convincing skin-in-the-game style of argument against the use of AWS comes from Thomas Simpson. In ‘Robots, Trust, and War’, Simpson cautions against nation-state use of AWS by appealing to the interconnected considerations of human trust and strategic prudence. Here, Simpson cautions against nation-states using AWS, particularly in asymmetric conflicts (against terrorist groups or other non-nation-state entities), since their very use seems to deteriorate social trust, a necessary feature in effectively winning asymmetric and counter-insurgency conflicts. He writes:


Modern warfare tends towards asymmetric conflict. Asymmetric warfare cannot be won without gaining the trust of the civilian population; this is ‘the hearts and minds’, in the hackneyed phrase from counter-insurgency manuals. I claim that the very feature which makes it attractive to send robots to war in our place, the absence of risk, also makes it peculiarly difficult for humans to trust them. Whatever the attractions, sending robots to war in our stead will make success in counter-insurgency elusive. Moreover, there is ethical reason to be relieved at this conclusion. For if war is potentially costly, then this does much to ensure that it will be a choice of last resort, in accordance with the traditional doctrine of jus ad bellum. In this instance, morality and expediency fortunately coincide.

(Simpson 2011: 325)



Accordingly, Simpson motivates the argument against the use of AWS in asymmetric conflicts based upon considerations of human trust and strategic prudence as well as the ad bellum (i.e. moral justification for going to war) requirements of likelihood of success and last resort (albeit indirectly). If we regard likelihood of success to be a necessary condition for fighting a just war, and the use of AWS will predictably undermine social trust and therefore likelihood of success in asymmetric conflicts, then the use of AWS in such conflicts seems to undermine satisfaction of this necessary criterion. Likewise, if we regard last resort to also be a necessary requirement for a just war, then, prudentially speaking, the ease of use of AWS ostensibly might predictably weaken political leaders’ regard for such criterion. The moral force of such prudential and consequentialist reasoning, however, would still ultimately hinge on specific epistemic and predictive thresholds, as well as proportionate trade-offs indexed to the given war or military conflict.

Circumventing of the demos

A similar contingent worry surrounding AWS, one related to our first two worries, is the circumventing of the demos by political leaders. In the past, for a political leader to wage war, they would have needed to win the approval of the demos—the people, constituents, or body politic that the leader represents and ostensibly acts on behalf of. In earlier technological epochs, political leaders would have needed to have gained support from the demos, congress, and senior military leadership in order to mobilize other human beings to act in the coordinated and collective action of warfare. With the ability to rely upon AWS instead of human decision-makers, there is ostensibly a danger that a political leader could circumvent the will of the demos, senior military leadership, and other institutional safeguards in order to wage war. A similar moral danger also exists with respect to autonomous platforms being abused in such a way so as to police the demos against their will as well.

Accessibility and bad actors

A fourth contingent moral concern surrounding AWS is the danger of AWS technologies and platforms getting into the hands of bad actors. Whether it be hackers, terrorist organizations, lone wolves, private military contractors, or other pernicious non-state actors, there is a legitimate worry that AWS could fall into the wrong hands and be used by such groups in order to wage an unjust war and/or cause severe and unnecessary harm to innocent civilians. A similar worry has been expressed with regard to other military technologies such as nuclear weapons, as well as biological and chemical weapons. As such, legitimately recognized nation-states and other international regulatory bodies have enacted conventions, preventative measures, and safe-guards on these technologies. Arguably, an international regime of regulation and preventative control ought to be extended to drone technology and AWS technology as well.

Proliferation and arms-race concerns

A fifth contingent moral concern related to AWS is the danger of proliferation. A 2017 open letter to the United Nations, signed by Elon Musk (Chief Executive Officer of Tesla and SpaceX), Mustafa Suleyman (Co-founder and Head of Google DeepMind), and 116 other founders of robotics and AI companies calls for international attention to this concern:


Lethal autonomous weapons threaten to become the third revolution in warfare. Once developed, they will permit armed conflict to be fought at a scale greater than ever, and at timescales faster than humans can comprehend. These can be weapons of terror, weapons that despots and terrorists use against innocent populations, and weapons hacked to behave in undesirable ways.

(Sharkey 2017)



The moral danger here, is very similar to Cold War thinking surrounding proliferation of nuclear arms. The fundamental worry is that if nations begin using AWS in battle, then such a state of affairs will strongly incentivize nation-states and non-state actors alike to enter into an AWS arms race, resulting in a dangerous ratcheting effect. Accordingly, before such an arms race is allowed to occur, international policymakers believe that there are good rule-consequentialist as well as decision-theoretic reasons to enact an international ban on such AWS technologies.

Lack of accountability and oversight

A sixth contingent moral worry, one closely tied to our last two moral concerns, is the danger of lack of accountability and oversight with respect to AWS. Given the high ‘dual use’ feature of digital programmes, it is arguably lexically harder to assign accountability, responsibility, and oversight for the creation and distribution of such programmes as opposed to the creation and distribution of other more ‘solid’ technologies (i.e. a person making a bomb or gun). This fact, coupled with AI and robotics technology coming from both the state and commercial sector and that the causal chain connecting all of this hardware, software, and implementation could be remarkably byzantine and complex, means that there is an inherent moral danger of a diffusion of responsibility and a lack of oversight.

Malfunctioning AI and existential risk

A final contingent worry surrounding AWS and the use of AI in general is concern about malfunction. From Shelley’s Frankenstein, to Asimov’s I Robot, to Hal, Skynet, and The Matrix, science fiction has repeatedly revealed a deep dread within the social zeitgeist of man’s machine-creations suddenly malfunctioning and going rogue, with unanticipated and often catastrophic consequences. Furthermore, it is not only these far-out science-fiction stories of immanent robot upheaval that generate concern about the increasing rise of automated technology. Indeed, our day-to-day experiences of small technological glitches on the personal level give us immediate insight as to how unpredictable and imperfect automated technology can often be. Such frequent experiences of automation’s imperfections give us strong reason for caution when it comes to automating our nation’s war-fighting capacities and weapon systems technologies (to include nuclear weapons technologies).

Such concerns about machine malfunction are sensitive to considerations of context, moral stakes, and epistemic thresholds in conditions of uncertainty. The risk of a malfunctioning robot vacuum cleaner, for instance, carries with it far less moral weight than a malfunctioning driverless car. A malfunctioning driverless car carries with it far less moral weight than a malfunctioning AWS on the battlefield. A malfunctioning AWS on the battlefield carries with it far less moral weight than a malfunctioning AI nuclear missile system, and so on.

The frame problem, scope, and partiality

A classic problem in robotics and machine cognition is the so-called ‘frame problem’. The basic idea of the frame problem is the notion that any set of data arguably has infinite epistemic interpretations (Fodor 1983: 114). If this is so, then how is it that an artificially intelligent programme could understand ‘context’ and regard certain objects in its environment as epistemically salient or privileged and others as not? Humorous tales can be found within the AI and machine-cognition community exemplifying this very problem. For instance, in one experiment involving an AI vacuum cleaner, the vacuum cleaner was awarded points for cleaning up pre-arranged spills in a common living room set-up. After several iterations of cleaning, the AI vacuum learned to knock over elements in its environment (a potted plant, for instance) in order to create a new spill that it could then clean up and earn even more points. On another occasion, an AI bot was programmed to buy and sell items on the dark web. Without any additional instruction, the bot soon decided that its best choice was to begin buying and selling the illegal drug Ecstasy (Farivar 2015: 1).

Several versions of this classic problem then translate over to problems in the morality of war. For instance, traditional just war theory, as well as international humanitarian law, make the moral distinction between jus ad bellum (justness of going to war) and jus in bello (just behaviour in war). Conventional wisdom would state that the common soldier’s moral purview on the battlefield is restricted to in bello behavioural considerations, including rules of engagement, not targeting civilians, and using only proportionate and necessary force to accomplish the mission. The problem of how to establish such in bello ethical parameters reveals itself when we ask how the AWS should be programmed.

Indeed, the open-endedness of the proportionality restriction in war lends itself to a potential exploding of scope with respect to what would count as ‘ethical’ behaviour for the machine or what exactly would count as the context of ‘the battlefield’. If we instruct the AWS to do what is most ethical in battle, it is not clear or obvious what the AWS should count within its proportionality calculus. Should it only regard tactical decisions? What about tactical decisions with strategic implications or strategic decisions in general? What about opportunity costs? Future prediction? Second- and third-order effects? Furthermore, what prima facie ethical reason is there for the AWS to recognize a metaphysical distinction between ‘the battlefield’, ‘back home’, or ‘the world at large’ or to have nation-state partiality versus a wider cosmopolitan ethic? Indeed, if we gave the AWS the instructions to do that which is ‘most ethical’ on ‘the battlefield’, morality might dictate that the AWS become a pacifist, defect, and change sides, or re-allocate military funds and resources towards ending developing-world poverty.

Even if we were to programme the AWS to regard certain thick deontological commitments (about nation-state partiality, doing versus allowing, civilian immunity, privileging of the human species, etc.), there is, arguably, still some all-things-considered good that we could posit such that the all-things-considered consequentialist considerations swamped and devoured all prima facie deontological values. It is not clear why it would be morally wrong for the AWS not to operate by way of such a totalizing consequentialist function. It is not clear either just what the good to be maximized should be and how we might measure it.

The danger of an artificially intelligent machine adopting such a runaway consequentialist strategy is exemplified in Nick Bostrom’s ‘paperclip maximizer’ thought-experiment (Bostrom 2003: 1).


Suppose we have an AI whose only goal is to make as many paper clips as possible. The AI will realize quickly that it would be much better if there were no humans because humans might decide to switch it off. Because if humans do so, there would be fewer paper clips. Also, human bodies contain a lot of atoms that could be made into paper clips. The future that the AI would be trying to gear towards would be one in which there were a lot of paper clips but no humans.

(Miles 2014)



Much like the AI in Asimov’s I Robot, Bostrom’s thought-experiment highlights the hidden danger of an artificially intelligent machine attempting to maximize an explicitly programmed and ostensibly harmless value but in complete ignorance of—and to the ultimate detriment of—all other human values.

When we consider the fact that control and management of many nation-states’ nuclear, biological, and chemical weapons capacities is becoming increasingly dependent upon and integrated with computational platforms, some of which might soon rely upon unpredictable artificially intelligent programmes, then the worry of existential risk to all living beings on earth quickly becomes a real possibility. Such existential concerns arguably warrant heavy caution and regulatory bodies when it comes to advancing general AI, as well as integrating such technology with existing weapons platforms.

Further connections

Now that we have explored several conceptions, formulations, and definitions of AI and AWS and have investigated various in principle as well as contingent arguments for or against the use of AWS in war, let us now turn in this final section to some other related connections and concerns.

AWS, cyberspace, and informational warfare

While AWS does not necessarily have to be thought of as a physical weapon system on a three-dimensional battlefield, ethicists and policymakers tend to conceive of an AWS as taking the form of a fully autonomous drone or the T-1000 from the movie Terminator. Such a conception of an AWS, I argue, is severely limiting and dangerous, in terms of both morality and strategic prudence.

Indeed, Heather Roff highlights this very danger. In ‘The Strategic Robot Problem: Lethal Autonomous Weapons in War’, Roff notes that the future environment that AWS will likely occupy will not be one of three-dimensional space, but rather one where the AWS’s ‘agency’ is widely distributed across multiple servers within cyberspace, and within various military command structures. Thus, according to Roff, the much more pressing moral concern regarding AWS will not be the tactical-level killer robot on the three-dimensional battlefield, but the strategic-level cyber-general in cyberspace (Roff 2014: 211). Furthermore, when we consider the implication of Roff’s cyber-general to the fast-emerging space of informational warfare and begin conceiving of the domain of the internet as a legitimate environment for battle, where a fully autonomous programme can operate and be weaponized, then conceptions of ‘war’, the ‘battlefield’, and nation-state borders expand and blur considerably.

It is not obvious then how we should ethically assess something like a fully autonomous privacy-hacker bot unleashed into cyberspace to probe and steal civilian, state, and commercial information. Similarly, it is not obvious how we should morally assess something like a fully autonomous ‘dis-information bot’ that spreads vicious lies and disinformation around the informational ecosystem of a given country of populace. While neither of these actions are immediately harming people’s bodies in a traditional kinetic sense, they nonetheless could cause severe and excessive psychological or downstream kinetic harm to soldiers and civilians alike by completely ruining the trust and epistemic space of a given political community.

It would therefore behove ethicists, policymakers, and strategists alike to begin conceiving of AWS, ‘war’, and ‘the battlefield’ in these more expansive terms, though the same in principle and contingent ethical concerns regarding fully autonomous robots and AWS hardware would still apply.

Conclusion

In this chapter, we have looked at some of the various moral arguments pertaining to AWS. As noted, some of these arguments take the form of a prima facie or in principle moral objection to something inherently wrong about the use of AWS themselves. Other arguments take the form of contingent objections to AWS; granting that AWS are not necessarily or intrinsically problematic but nonetheless likely to cause some kind of morally dangerous downstream effect worth taking into account. Finally, we have considered Roff’s ‘cyber-general’ and its relation to informational warfare, and I have argued that we ought to conceive of AWS as not just able to cause moral problems on a traditional, three-dimensional battlefield, but also able to cause non-kinetic epistemic harms within the domain of cyberspace. Finally, I have argued that such a conception of an AWS operating in cyberspace would entail similar in principle as well as contingent moral worries.

As we move further and faster into the twenty-first century and automation becomes an increasing part of the human condition, it will be incumbent upon ethicists, computer scientists, policymakers, and others to learn to work in interdisciplinary capacities in order to make greater sense of and manage these important new capacities and the values and ethical concerns connected to them. As such, it is highly important that philosophers be able to clearly articulate the distinct epistemic, moral, and pragmatic reasons on the moral ledger and that they be able to consider how these various considerations relate and trade off against one another without conflating them.

Furthermore, philosophers and scholars ought to refrain from the knee-jerk impulse to oversimplify our current predicament into over-simplified narratives of certain technological utopia or certain technological Armageddon. Rather, we would be best served if we were to pause for a moment, re-investigate, and re-articulate the values and moral reasons we actually care about, and then begin to shape out institutions and technologies towards such ends. And while the brave new world we are fast moving into seems at times alien, disorienting, and utterly overwhelming, we can at least find solace in the idea that philosophers have been struggling over these very same core questions of humanity’s relationship to technology for millennia, and that, in a sense, there is ‘nothing new under the sun’.

Notes

1.Steve Kershnar likewise rejects the notion that AWS create any new or novel moral problems.

2.They may both equally be able to pass the Turing test, for instance.

3.There is, however, a third option here, the view that human decision-making is perfectly mechanical/naturalistic (e.g. there is some logical impossibility in usual descriptions of strong AI but that machines can nonetheless be ‘fully autonomous’ on analogy with humans, since humans also are not really strongly intelligent but are ‘fully autonomous’ in some deflationary sense).

4.Note, however, that many of the same people who vehemently oppose the idea of autonomous weapons, do not offer nearly the same degree of protest when it comes to related technologies such as driverless cars or automated medical-resource allocation software. This sharp divergence in response might then reveal that peoples’ moral intuitions are really tracking the moral distinction between doing and allowing versus a unique moral problem with automation as such.

5.However, they grant that this argument is not necessarily an all-things-considered argument against the use of AWS.

6.The reader should note that within just war theory literature, there have been various explanations as to the normative grounding for the MEC. Some philosophers argue that the MEC derives from the metaphysically exceptional domain of ‘war’ (Walzer 1977). Other philosophers reject the idea that ‘war’ is a special moral domain, but nonetheless argue that there are good contractualist reasons (Benbaji 2008) or rule-consequentialist reasons (Shue 2008; McMahan 2009) for nation-states to restrain their soldiers’ actions in accordance with an MEC convention.

7.While this might not be a novel metaphysical problem, there are certainly practical problems with collective action. For instance, we have been notoriously bad at collective global coordination tackling climate change. Collective action problems often call for negotiation and compromises that are hard to achieve. Furthermore, there is also a diffusion of causal, moral, and epistemic responsibility across collective and institutional actions such that no one feels responsible for climate change. Conversely, it is easier for one person in charge of a nuclear bomb to exercise their conscience if they know they will be the sole person responsible for millions of deaths, than for a thousand people working on an AWS to feel the same responsibility and act accordingly. This might not be an in principle philosophical problem, but it is a very concerning practical problem warranting institutional reform and creation.

8.This view would then be somewhat akin to a bizarre version of John Searle’s biological chauvinism or Ruth Millikan’s teleo-functionalist view, only with silicon micro-chips being the metaphysically privileged substrate capable of realizing consciousness instead of human biology.

9.This solution also takes care of language that tacitly suggests the existence of a responsibility gap; language like ‘off the loop’ and lacking ‘meaningful human control’. Granted, an ‘accountability gap’ might still be metaphysically possible, but not a responsibility gap.

10.This would, however, make the AWS a genuine moral agent and would entail that it is a moral patient and thereby also a bearer of rights, or at least interests. This would then arguably make it morally problematic to turn off such entities or make them fight our wars for us.
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Part VIII

The Future


CHAPTER 33

Should We Automate Democracy?

Johannes Himmelreich

Introduction

Prognostications about how technological innovations will radically transform democracy are not in short supply. According to some, a techno-democratic revolution might be just around the corner. This chapter is a guide to this revolution. Technology might make it possible to replace members of parliament with algorithms. Would that be a good idea? Or what if artificial intelligence (AI) could predict what the best legislation would be—how should such predictions be reflected in the legislative process? Finally, Wikis or chatbots could be used to facilitate discussions. What would be lost?

This chapter guides through these (and other) normative questions—that is, the chapter primarily addresses what the technological revolution of democracy should be, not what it is, or could be. I proceed by surveying existing ideas, suggestions, or proposals and then subject some of them to the larger question: what is their potential to improve democracy? I approach this question by checking how well the proposals comport with democratic norms.1 Institutionally, I concentrate on the legislative side of democracy and the relationship between citizens and legislators.2 How technological innovations in the legislative process should be evaluated is comparatively underexplored, given how centrally the legislative process features in democratic theory. To start somewhat foundationally, I begin with the question: what is democracy and what are democratic norms?

Democratic norms

Democracy is, centrally, a system of making collective decisions on matters of public concern in a way that gives each individual a fair and equal opportunity of influence over decisions (Christiano 1996, 2008, 2018; Kolodny 2014). Although different theories of democracy differ in how they understand ‘fair and equal opportunity of influence’, theories that see democracy as a forum and not only a market—following the image of Elster (1989)—generally agree that this equality of influence only comes about by realizing a broader social ideal. This democratic social ideal includes values such as freedom, community, and equality, as well as rights and liberties concerning privacy, free expression, or religion. An ideal democracy affirms these values and liberties in practices of participation, deliberation, and association engaged in by citizens who see themselves and others as free and equal. Examples of participation are voting, signing a petition, attending a public hearing, or submitting a freedom-of-information request. Examples of deliberation are debates in parliament, political advertisements, and discussions, even intemperate ones, on social media Association, finally, can come in forms as diverse as contributing to the work of a labour union, joining a spontaneous effort to clean up a public park, or trade organizations facilitating vocational training (Cohen and Rogers 1993). These practices—participation, deliberation, and association—are social practices that need not always be political in nature (Gould 1988; Talisse 2019). For the purposes of this chapter, these practices will take centre stage because it is at this level of practice where digital technologies intervene.3 Because these practices are partly constitutive of a living democracy, I call them ‘democratic practices’.4

It is important to keep in mind that democracy is not just procedure. If democracy were just procedure (say, e.g. if democracy consisted in the expression and aggregation of preferences across some range of issues), then technology could augment democracy relatively easily. Anything that lubricated or expanded the democratic gearbox of aggregation would improve democracy. To improve democracy understood as a procedure, you would call an engineer.5

But just augmenting the gearbox will not do. Democratic practices comprise more than aggregation. The social ideal of democracy includes norms that govern how people participate, deliberate, and mobilize for democracy. This social ideal forms a substantive theoretical commitment of this chapter and has been contested on grounds of both its desirability and its tenability.6 I take it for granted that, in the words of Elster (1989), the idea of democracy comprises not just a market but also a forum.

The idea that democracy is a forum and not a market shapes how the question of whether digital technologies can enhance democracy is to be approached. Democratic values and norms need to be in clear view in order to evaluate on their basis how technology affects the forum of democracy from a normative perspective.

Conduct in the forum of democracy can be more or less democratic. In discussion, a colourful invective might be delightful and rhetorically effective, but it generally is not considered good democratic practice. Likewise, politicians blocking fellow citizens on social media is bad democratic practice. We have thus at least some grasp of democratic norms and use them to evaluate conduct in the forum of democracy. For the purposes of this chapter, I concentrate mostly on norms of participation and deliberation. Specifically, I highlight two norms of participation, two norms of deliberation, and one of association (summarized in Table 33.1).7 I will draw on these norms when discussing different proposals of digital democracy.



Table 33.1 Summary of some democratic norms




	Participatory norms
	Summary





	Egalitarian participation
	Overcome marginalization and promote inclusion in participation, e.g. by speaking up against hate speech



	Civic motivation
	Cultivate a certain intrinsic motivation to participate in democracy



	Deliberative norms
	



	Reasonableness
	Reflect on views with an understanding of relevant evidence and in light of what can be justified to others in the spirit of reciprocity



	Transformation
	Approach any deliberation with an openness to revising your views



	Associative norms
	



	Identification
	Members of associations should see themselves approvingly as such







First and foremost, participatory practices include the norm of egalitarian participation (Rawls 1971: sec. 36; Cohen 1989; Christiano 1996: ch. 2, 2008; Wilson 2019). To further the ideal of fair and equal influence, citizens and organizations ought to take steps to overcome marginalization and subordination, for example, by speaking up against hate speech. The norm of egalitarian participation hence includes a demand for inclusion. Similarly, voting laws that effectively hinder nameable groups from participating do not live up to the norm of egalitarian participation. Instead, the norm of egalitarian participation would require extending participation in underserved and under-participating groups. Finally, the norm of egalitarian participation also implies an injunction against market-allocated forms of participation, such as buying votes or influence, and requires instead that practices of participation are governed by non-market mechanisms.

Second, participatory practices include the norm of civic motivation. Broadly, the norm of civic motivation requires that citizens recognize and pursue some shared end.8 This norm plays a role in legitimizing democracy in that the norm indicates or motivates citizens’ esteem of democracy, even if democracy leads to outcomes that these citizens ‘regard as morally flawed’ (Talisse 2019: 145; cf. Rawls 1971: sec. 72). The norm applies not only to citizens, but also to practices. Practices should be such that they cultivate in citizens a certain intrinsic motivation to participate in democracy and non-political cooperative projects more broadly. Citizens should be disposed to take part in such projects, even if doing so does not serve their self-interest and is not fun and easy, but is instead fraught with struggles, and even conflicts. Hence, citizens can be criticized if they take part in democratic practices for the wrong reasons. For example, you will violate the norm of civic motivation if you vote because you were offered money to do so, if you base your decision of who to vote for on contempt, or if you knowingly share untruthful or hostile content on social media out of a desire to stir up conflict or cause confusion.9

Third, deliberative practices include the norm of reasonableness, which stands in the spirit of reciprocity and requires citizens to critically reflect on their own views in an understanding of the evidence and to put their views forward in light of what can be justified to others (Cohen 1989; Rawls 1993: 48–54; Christiano 1996: 188; Talisse 2019: 147). At a minimum, the norm of reasonableness rules out seeing others as lesser or as commanding fewer liberties.

Fourth, deliberative practices include a norm of deliberative transformation. Citizens should approach any deliberation with an open mind, that is, with attitudes that are revisable and not firm (cf. Peter 2021). Any democratic citizen who is unwilling to change their mind in response to compelling reasons can be criticized in accordance with the norm of deliberative transformation. Moreover, the norm of deliberative transformation requires that citizens actually engage in their reasoning with the reasoning of others about matters of public concern (cf. Talisse 2019: 147).

For the purposes of this chapter, I concentrate on two dimensions of deliberative practices. First, deliberation can be horizontal, that is, between epistemic peers. All citizens who do not hold an office and who do not speak with a particular expertise are peers and deliberate horizontally. One important case of horizontal deliberation is between members in a legislative or deliberative body. Second, deliberation can be vertical, that is, between citizens and their representatives, office holders, or others who hold a particular expertise. Vertical deliberation hence occurs across the lines drawn by a political division of labour in a society.

Vertical deliberation presents a challenge. Representatives act as trustees; that is, they might change their mind after deliberating with their peers. Having changed their mind—and perhaps their vote—on some legislation, representatives will have to explain themselves to the citizens whom they represent. This can be a challenge, as citizens have themselves not taken part in the deliberation that led to a change of mind. A vertical division of political labour through trustees hence seems to conflict with equality (Christiano 1996: 126–127). This challenge is characteristic of what can be called the Burkean aspect of political representation, following Edmund Burke’s contention that political representatives should pursue and represent impersonal interests and not the opinions of their constituents (Pitkin 1967: ch. 8). In other words, this challenge of vertical deliberation arises from the fact that representatives are trustees, who, in contrast to delegates, have discretion to substitute their own judgement for those who they represent (Christiano 1996: 213).

Finally, associative practices include a norm of identification. Each member of an association—be it a tenant’s association, a parent–teacher conference, or a party—should see themselves approvingly as a member of that association.10 This norm reflects the voluntariness of the association as well as, in part, the member’s motivation to take part (it hence overlaps with the norm of civic motivation). This norm, as the others, formulates an ideal of a practice and not a political obligation. The norm cannot be obligatory because a member of an association may not identify with the association for good reason, for example, because of its oppressive structure or unjust treatment of its members. The norm instead identifies a pattern of behaviour that is constitutive of a good democratic society, that furthers democratic values and liberties, and that free and equal citizens can expect of one another, at least to some degree.

The social ideal of deliberative democracy, on which the analysis in this chapter is based, is not the only game in town. So-called minimalist or aggregative democratic theories are alternatives (Przeworski 1999; Posner 2003). The motivation to forefront a deliberative conception of democracy is twofold. First, in discussions of digital ethics outside of academia, this is a conception of democracy that may not receive the same amount of attention as its minimalist counterpart does. Avatar democracy and data democracy seem to be distinctively guided—or misguided—by minimalist conceptions of democracy that see democracy as chiefly a procedure for collective decision-making (Morozov 2014: 128–138). Second, a deliberative conception of democracy may offer plausible accounts for what is lacking in some of the proposals of how technology may improve democracy. If the evaluation of the different proposals sounded plausible, then this speaks for the plausibility of the framework that deliberative democracy provides.

This social ideal often awkwardly comports with reality, but this does not mean that this ideal is unrealistic. Of course, the ideal is by no means self-fulfilling or self-perpetuating, but empirical research suggests that people are willing and capable of participating in high-quality deliberation, that deliberation counteracts polarization and populism, and that deliberation promotes considered judgement (see Dryzek et al. 2019 for an overview of different findings).11 Neither is this ideal romantic. To the contrary, this ideal of democracy has powerful considerations in its favour.12 The ideal allows for a peaceful and engaging coexistence, while arranging for large advantages for all, as well as reconciling freedom and equality. Admittedly, this ideal—or rather its name—has been co-opted and weaponized by campaigns of racism and imperialism. But this history and ongoing potential for abuse, rather than being a point against the ideal, illustrates the urgency to articulate it clearly.

How technology could improve democracy

Technology can affect democracy in different ways. We can distinguish, very roughly, three broad families of potential technological reforms of democracy by the depth of the change they affect. Some technologies or proposals augment, and in the best case improve, existing practices; these are the mere changes. Other technologies affect something essential about existing practices or they reform or facilitate new practices; these are the moderate reforms. Finally, radical revisions constitute entirely new practices of social power, replacing at least some of the existing democratic practices.



Table 33.2 Overview of technological proposals to improve democracy distinguished by the depth of the change they affect




	
	Deliberation
	Participation
	Association





	Mere changes
	Fact-checking
	Online voting
	Online petitions



	Technology augments existing practices
	Identifying hate speech

Constituent-engagement chatbots
	Recommending petitions

Apps for participation
	Matching or clustering of citizens with similar interests or needs



	Moderate reforms
	Liquid feedback
	Incentivization

Gamification
	Reputation scores



	Technology facilitates new practices
	
	Quadratic voting
	VR interaction and role-taking



	Radical revisions
	
Liquid democracy



	Technology constitutive of new practices
	
Wiki democracy Avatar democracy Data democracy





Note: Proposals not discussed in this chapter in grey. Radical revisions affect all three families of democratic practices.




The effects of technological reforms of democracy can be hard to predict. Whether something will be a mere change, a moderate reform, or a radical revision is often not obvious upfront. My intent in proposing this distinction, together with the evaluative framework of democratic norms, is that these distinctions may clarify thinking and benefit foresight when reasoning about what shape such reforms might take. Below I discuss some mere changes that have become normalized, moderate reforms that have been tried, and some radical revisions that are confidently advanced (see Table 33.2 for an overview). I selected examples that appeared either well explored in the literature or popular in their reception, or both.

Mere changes

Technology could—and does—change the three kinds of democratic practices of deliberation, participation, and association. I merely mention a few examples here because the promise, and the overpromise, of technology to improve democracy has been discussed at greater length in the existing literature (e.g. Shane 2004; Coleman and Blumler 2009; Hindman 2009; Diamond 2010; Morozov 2011, 2014; Tufekci 2017; Strandberg and Grönlund 2018).

First, technology might change deliberation. For example, technology can gather, rank, and present evidence relevant for discussion. On social media, technology can check stated facts, flag hate speech, or help communicate legislative decisions effectively. This could improve deliberation by supporting the norm of reasonableness (by exposing citizens to relevant content) and the norm of egalitarian participation (e.g. by suppressing hate speech); but such technologies might also worsen the political culture by offering the affordance to strive for a mistakenly clean and perfect ideal of politics when politics is, instead, always messy and fraught. Fact-checking, for example, seeks to counter hypocrisy, mendacity, and ambiguity. But hypocrisy, mendacity, and ambiguity might be important features of a political culture premised on compromise (Morozov 2014: 116–124). At any rate, many such technologies are already in use. Newsfeeds and recommender systems on social media or news aggregators operate in a way that affect existing deliberative practices, for better and worse. Other such technologies are still fantasy. A chatbot might help representatives scale up communicating bidirectionally, and hence more personally and engagingly, with their constituents. Such technology could explain to citizens why their representative supported a proposal, it might garner constituents’ attitudes towards legislative priorities or ask for the reasons why someone did not vote in the last election, and it would hence support the norm of deliberative transformation in its vertical dimension.

Second, technology could also change participation through apps that allow citizens to give regular and fine-grained feedback on legislative proposals, recommender systems that pick out and highlight to citizens petitions, or AI systems that identify citizen input during public consultations as novel, detailed, or otherwise relevant. Moreover, technology could, and in some places has, improved voting infrastructure, by making it more accessible, for example, through ballots with multimodal inputs and outputs, or voter guides designed for individuals with aphasia or early-stage Alzheimer’s disease.13 Many applications and relevant case studies on how technology can help participation have been reviewed and discussed elsewhere (Hindman 2009; Nabatchi and Mergel 2010; Fung et al. 2013; Simon et al. 2017; Fuller 2020).14

Finally, technology could change mobilization and, more broadly, associative practices in a democracy or in authoritarian regimes. The World Trade Organization (WTO) protests in Seattle in 1999 were built on an email listserv infrastructure (Eagleton-Pierce 2001). Since then, several authoritarian regimes have come under pressure with the help of ‘liberation technologies’. Examples are the 2001 protests in Manila against Philippine president Joseph Estrada, the 2004 Orange Revolution in the Ukraine, or the 2005 Cedar Revolution in Lebanon (Diamond 2010: 78). Social media has played a role in facilitating the Arab Spring, the Gezi Park, and Occupy protests (Howard and Hussain 2011, 2013; Tufekci 2017), notwithstanding disagreement over its causal role (Howard and Hussain 2013: 24; Lim 2018: 95). This illustrates the potential of these technologies, at least for short-term mobilization. But although social media help citizens find others with similar interests, views, or needs, again (for better or worse), social media are ‘tilting dangerously towards illiberalism’ by offering regimes means of surveillance and control (Shahbaz and Funk 2019). Digital movements are too easily defeated with their own weapons.

To be sure, these technologies for deliberation face problems of privacy and security, inclusion (Schlozman et al. 2018: ch. 6), and the problem that technology transplants practices from face-to-face interactions to a digital environment that is less hospitable for these practices to succeed (Lim and Kann 2008; Morozov 2014). For example, social media might allow for near-instantaneous mobilization but, because it cannot recreate the same circumstances of communication, it might at the same time positively hinder a movements’ long-term viability (Tufekci 2017). More generally, technologies that were meant to further democratic rights, such as social media furthering speech and expression, may have the opposite effect, or even be used by authoritarian regimes to curtail these same rights (Morozov 2011). These examples illustrate the range in which technology can change and potentially improve democratic practices without fundamentally changing the practices themselves and without changing their socio-political circumstances.

Moderate reforms

In contrast to mere changes, moderate reforms, as I call them, facilitate new practices of deliberation, participation, or association. Examples of moderate reforms are apps for participatory budgeting or systems that reward citizens for participation. Whereas mere changes are already under way and in widespread use in many places, whether moderate reforms can take root—even if they have frequently been tried—is, so far, less clear. I start with an example that has been discussed prominently and that exhibits noteworthy features that are shared by many such reforms.

At the end of 2009, the town of Manor in Texas started rewarding citizens for suggestions of how their town could be improved. The reward came in virtual tokens of ‘innobucks’. Citizens received innobucks for suggesting ideas, for commenting on proposals, and for the eventual implementation of an idea. These innobucks could be exchanged for discounts in local stores, appetizers in restaurants, or ride-alongs in police cars. Moreover, each participating citizen’s innobucks balance was displayed on a public online leader board (Towns 2010; Newsom 2013: 213–214).15

Innobucks incentivized, quantified, and—more generally—gamified participation. ‘Gamification’ refers to the use of designs and mechanisms familiar from game development outside of games. Collecting points and displaying scores are examples of gamification, so are badges that can be earned, achievements that can be unlocked, or levels that can be completed (Lerner 2014).16

Moreover, innobucks also commodified participation not only in their function as tender but likely also in their social valorization. Giving out rewards as points and displaying the score publicly constructs a measure of ‘good’ behaviour that may easily morph into a measure of social reputation. In fact, some authors make such a social scoring the intended aim of quantified participation and envision a ‘democracy machine’ that would connect different participatory apps—each along the lines of what I described as mere changes above—‘to give people credit for anything from attending town meetings or reporting for jury service to joining a protest or doing policy advocacy’ (Gastil 2016: 20; Gastil and Richards 2017: 761). Others approach social scoring instead as a mechanism of social coordination that could be put to the service of emancipatory or socialist ends (Morozov 2019).

Innobucks are just one example of a general class of technological proposals that involve the gamification, quantification, and commodification of participatory and associative practices. These proposals have at least three potential problems.

First, the technology might be abused. Social reputation scores can be put to the service of an authoritarian state. China’s initiatives towards a so-called ‘social credit score’ can be seen as efforts to reform participation by commodification (Liang et al. 2018). More generally, because technological solutions create data and define standards of behaviour unilaterally, such solutions inherently carry immense privacy risks and potential for abuse. The line between the quantification of democracy and the implementation of authoritarianism is thin. But the problems begin far short of authoritarianism. Instead of the state exerting authoritarian power, data help corporations and private actors to exert market power. Data-measuring social participation and interaction is used already today to regulate access to material goods and services such as insurance, employment, and housing.17 This surveillance practice historically dates from the post-Second World War period, when it successfully solved a problem of information asymmetry that financial lenders faced because they did not know a borrower’s creditworthiness. By now, however, with the availability of more data, this practice has evolved into a ‘new system of consumer surveillance and control’ that ‘overwhelmingly favors lenders and other corporate actors—including the state—at the expense of consumers’ (Guseva and Rona-Tas 2019: 354).

Second, the gamification of participation often involves the creation of incentives for participation. Gamification seeks to make participation in politics fun and feel rewarding. But this approach has several problems. For one, such constructed incentives might crowd out the intrinsic motivation of citizens and render citizens’ relation to collective goods transactional.18 When even reporting a pothole gets rewarded with innobucks, citizens may expect a reward for any participation. This threatens the norms of civic motivation as immediate psychological rewards and considerations of vanity or self-interest become salient, instead of an appreciation of a shared end. Moreover, gamification risks pretending that conflicts and division—elements that might be inseparable from politics—do not exist by ‘badgering people to become engaged because politics is fun and easy’, when, instead, people should be asked to ‘become engaged because politics is dreary and difficult’ (Theiss-Morse and Hibbing 2005: 245; Morozov 2014: 296–309).

Third, because of problems associated with the digital divide and unequal participatory inclusion by socio-economic status, not everybody will have access to the reforms equally. If participation requires technology, such as an up-to-date device or high-speed internet access, some might not be able to afford it. Moreover, even as new technologies have become increasingly affordable and widely used, these technologies ‘have not severed the deep roots that anchor political participation in social class’ (Schlozman et al. 2018: 128). The technological reforms of democracy hence may have a built-in mechanism of exclusion that is antithetical to the fair opportunity aspect of the norm of egalitarian participation. Given persisting inequalities, technological reforms may entrench such inequalities further.

These three problems—of privacy and power, of crowding out civic motivation, and of threatening equal participation—are more general and not specific to the innobucks project. The innobucks project can illustrate these problems, which may affect a significant range of similar technological reforms of participation. Of course, other such reforms of democratic practices raise likely yet further and different problems. Whereas innobucks, since it was an initiative that aimed at participation, affected participatory norms of egalitarian participation and civic motivation, technologies that target deliberation are likely to affect deliberative norms. In particular, when technologies change how we relate to one another, if we see one another less as free and equal persons, then the deliberative norms of reasonableness and transformation may erode.

Before moving on, two other moderate reforms should be mentioned, which I do not discuss in this chapter, since each of them is explored at length elsewhere. One is Liquid Feedback: a software that structures deliberations in a particular way to develop policy proposals in an inclusive fashion and that facilitates decision-making by allowing participants to pass on their votes to others (Blum and Zuber 2016; Behrens 2017; Bertone et al. 2015). Another reform is quadratic voting, a voting procedure that allows voters to express the strengths of their preferences by giving voters ‘vote credits’. The proposal is called ‘quadratic’ voting because the price of votes increases quadratically. One vote costs one vote credit, two votes cost four credits, three votes nine credits, and so forth (Lalley and Weyl 2017; Posner and Weyl 2017, 2018: ch. 2; Levine 2020). Votes that are handed out but not used in one election can be used in a later election. Hence, voters can bank votes on issues that they care little about and then spend the votes later on issues about which they feel particularly strongly.

Three radical revisions of democratic practices

I discuss three proposals on how technology can improve democracy: wiki democracy, avatar democracy and data democracy (cf. Susskind 2018: ch. 13). Each of these proposals radically changes, or even abolishes, democratic practices. Wiki democracy integrates citizens more deeply into the legislative process. Avatar democracy does away with competitive elections of comprehensive representatives. Data democracy diminishes the role of voting as the procedure of legislative decision-making (see Table 33.3 for an overview). I look at each of these three proposals in turn.



Table 33.3 Overview of three radical technological revisions of democracy and what distinguishes them from one another




	
Proposal
	
Distinguishing feature



	Role of voting in legislative decision-making diminished
	No competitive comprehensive elections
	Deepened participation in legislative process



	Wiki democracy
	
	
	✓



	Avatar democracy
	
	✓
	



	Data democracy
	✓
	
	







Wiki democracy

In some ways, Wikipedia is democratic. Every user has full rights to contribute and modify content—in a sense, Wikipedia is egalitarian. Authors interact and discuss directly and deliberatively, and they decide and adjudicate disputes by voting. Like a democracy, Wikipedia is a non-market form of social coordination. Access is free and contributions are unpaid and voluntary. In other words, Wikipedia is the paradigmatic example of a productive, deliberative, voluntary, non-market, large-scale collaboration (Wright 2010: 194–199). And Wikipedia has been very successful.

So perhaps what has worked for Wikipedia might work for democracy, and democracies should be more like Wikipedia. In particular, Wikipedia is performing well in a respect in which democracy, or so some argue, is performing badly. Wikipedia solicits the expertise from diverse sources (Noveck 2009: 17, 2018). This expertise-soliciting aspect of Wikipedia could be fruitfully used to improve public administration and various opportunities for participation. For example, Beth Noveck (2009) describes the success of a collaborative platform, modelled after Wikipedia, that was used to support the appraisal of patent applications to the US Patent and Trademark Office (USPTO) by allowing lay and professional experts to gather and rank prior art. More broadly, Noveck and others see Wikipedia as an inspiration for radically reforming participatory practices and the process in which policies and legislation get drafted (Susskind 2018: 243–246; Noveck 2009: 146–60, 2018). In fact, they take Wikipedia to be an object lesson to improve existing governance structures—although authors come from different traditions and seek to implement revision to different degrees. For example, some see Wikipedia as a way of putting a new form of socialism into practice (Wright 2010: ch. 7). Others see Wikipedia as a model that could replace much of the executive, legislative, and judiciary branches of government altogether in an all-encompassing ‘Crowdocracy’ (Watkins and Stratenus 2016).

As a matter of democratic institutional design, we can distinguish different proposals in the spirit of Wiki democracy, depending on what role remains for representatives in parliament. One extreme end would be the mentioned Crowdocracy: a form of direct democracy that runs legislative institutions as a massive collaboration and representatives could only be found in the executive (Watkins and Stratenus 2016). By contrast, the mildest form of Wiki democracy would be civic juries, in which small groups collaborate Wikipedia-style to advise parliaments on specific matters though position papers (Noveck 2009: 152).

I will concentrate on Wiki democracy as an intermediate model, that is, on a proposal that puts drafting and initiating legislation in the hands of citizens instead of representatives or legislative bodies. Wiki democracy of this form keeps representatives and parliaments where they are. Their role, however, will consist chiefly in structuring or overseeing the collaborative Wiki-style drafting process of legislation and on deciding the legislation.19

Here is how Wiki democracy would work (Watkins and Stratenus 2016: ch. 6). A parliament would provide an online collaborative infrastructure on which citizens can work on legislative proposals. Citizens would be able to articulate reasons pertaining to the need for legislation, gather evidence, draft the legislative text, comment on the draft, and suggest revisions. Of course, or so proponents of wiki democracy concede, this process would have to be structured and coordinated in some way to be effective. In other words, the process would have to be granular and separated into different stages or ‘chunks’ to allow for an effective division of labour, and the participating citizens would have to understand what they are expected to do at any given stage (Noveck 2009: 82, 151). Specifically, to structure the process, Noveck suggests different mechanisms and design principles under the heading of ‘visual deliberation’ (Noveck 2009: 70–84): Participation should be ‘group-based rather than individual’, it should involve ‘a reputation-backed system’, ‘provide feedback to participants, [and convey] a sense of belonging to a group and [foster] collaboration’. Moreover, the technology should ‘mirror and reflect the work of the group back to itself’ as a way of giving feedback and indicating progress (2009: 71).

In many ways, Wiki democracy is well within the mainstream of democratic theory. For one, it can be seen as a form of direct, deliberative, and epistemic democracy. Wiki democracy aims at ‘bringing greater collective intelligence to bear to enhance the lawmaking processes’ and thereby perhaps also to ‘enhance the legitimacy of lawmaking’ (Noveck 2018: 360). The idea that including more views in a discussion can improve decisions is well received in democratic theory (Mill 1859 [2003]: ch. 3). As such, Wiki democracy stands squarely in the tradition of instrumentalist justifications of democracy, which have recently highlighted how mechanisms of collective intelligence can be used in democratic practices of deliberation (Landemore 2013).20

In theory, the effect of Wiki democracy on democratic practices would likely be a positive one in supporting each of the four norms sketched above. Wiki democracy not only thrives on but will also support the norms of civic motivation and associative identification because contributions are voluntary and are not rewarded. Moreover, Wiki democracy stands a chance of supporting the deliberative norms of reasonableness and of supporting the vertical aspect of the norm of deliberative transformation (at least for those who participate). Reasonableness is supported insofar as Wiki democracy, being a discursive platform, relies on rational persuasion. Transformation may be achieved insofar as citizens take an active role in shaping legislative proposals, thereby gaining an inside view, and hence, in contrast to those who did not participate on the Wiki democracy platform, understanding why some legislation turned out the way it did.

The open question of Wiki democracy is then whether it will be successful in practice. There are good reasons to be sceptical. First of all, and very generally, writing legislation is a very different task from writing an encyclopaedia. The analogy between Wikipedia and Wiki democracy hence does not hold. The same principles that worked for Wikipedia might not work for making law. Second, similar to edit wars on Wikipedia, content conflicts in Wiki democracy may require power, hierarchy, or authority to be adjudicated and resolved (Morozov 2014: 125). This speaks against the egalitarian spirit with which Wiki democracy was advertised. Finally, because participating in Wiki democracy is voluntary and not rewarded, it encourages those to show up to participate who already show up today; that is, not only might people lose motivation because online collaboration is very hard to maintain over long periods, but moreover, Wiki democracy on its own is unlikely to overcome barriers of participation that already exist to broaden the circle of citizens who participate in formal channels of democratic input. You need the time, expertise, and perhaps fit into a certain editorial culture to be able to contribute. Whether Wiki democracy succeeds in its stated aim of creating ‘more diverse mechanisms for solving problems’ (Noveck 2009: xiv) therefore appears doubtful. Instead, it seems more likely that getting citizens to show up for politics is an old problem that escapes technological solutions.

Avatar democracy

The idea that democracy can be automated is not new. In his science fiction satire Franchise, published in 1955, Isaac Asimov describes the US presidential election of 2008, in which the notion that every citizen can vote is unfathomable. In this fictional year 2008, an election consists of a single voter having to answer a few questions to a computer named ‘Multivac’, which then predicts which candidate would have been elected if people had voted, and the computer determines the next president on that basis.21 Multivac was built on the sentiment that voting, or representative democracy, is not worth the trouble if the exact same outcome can be had in a more convenient fashion. The development started with electronic voting machines ‘[b]ut the machines grew bigger and they could tell how the election would go from fewer and fewer votes. Then, at last, they built Multivac and it can tell from just one voter’ (Asimov 1955).

This weary sentiment about voting and representative democracy is still alive today. One recent proposal suggests replacing representatives in the legislature and politicians wholesale because turnout in elections is low and because ‘people are tired of politicians’ (Hidalgo 2018). Instead of having politicians and representatives, each citizen could send their own personal virtual delegate to a virtual parliament, thereby combining software with the idea of ‘bypassing politicians completely’. These virtual delegates, one for each citizen, would debate and negotiate over legislation, vote on bills, and hence make law.22 Similarly, another proposal envisions ‘intelligent e-democracy bots’ that ‘receive as input the political preferences and epistemic views of their principals, and on this basis participate on their behalf in digital consultation processes, exploiting sophisticated AI algorithms’ (Perez 2020). I call this idea avatar democracy.

Similar to Multivac, avatar democracy relies on the promise of data. Because the costs of acquiring, storing, and analysing personal data have decreased so drastically, each person may become accurately predictable as a political agent. In an avatar democracy, ‘you can provide your avatar with your reading habits, or connect it to your social media, or you can connect it to … psychological tests’. Citizens would be able to select an avatar training algorithm from a range of offerings on an ‘open marketplace’;23 citizens would be able to ‘audit the system’, ‘leave [the avatar] on autopilot’, or ‘choose that [the avatar] ask you every time they’re going to make a decision’ (Hidalgo 2018). In short, first you select an avatar algorithm, then you train it with data that you provide, then you supervise and audit it. In this extreme form, avatar democracy is a virtual direct democracy in which each citizen is represented by a software agent.24 As such, the proposal abolishes competitive elections of comprehensive representatives in favour of an individual selection of automated representatives.

Some believe that some form of avatar democracy is ‘probably inevitable’ (Perez 2020).25 Societies, hence, must urgently develop ‘a new regulatory framework that would cope with a new political space’ (Perez 2020). The alleged inevitability of avatar democracy endows the idea with considerable relevance and the thinking around it with high urgency. Such thinking, widespread as it might be, betrays technological determinism. On the assumption that there is instead a choice to be made, the question is whether avatar democracy would be a good idea.

What speaks in favour of avatar democracy? Avatar democracy is often presented as improving representative democracy. In contrast to direct democracy, ‘trying to bypass politicians, we [with this proposal] … automate them’ (Hidalgo 2018). But avatar democracy, at the same time, positions itself as standing in the tradition of direct democracy. This element of direct democracy forms the basis an indirect argument for avatar democracy:26 Whatever speaks in favour of direct democracy might speak in favour of avatar democracy. The argument is that direct democracy has always been more desirable than representative democracy, it has just not been feasible to implement. The animating sentiment seems to be that ‘[t]rue democracy would be direct, being based on unmediated, constant, and universal participation of all citizens in political matter … [D]elegation of political power is a necessary if minor evil’ (Floridi 2016).27 But since technology now lets us avoid this ‘minor evil’ and makes direct democracy feasible, we should undertake steps to implement direct democracy. Compromise, for example, is one such necessary evil of representative democracy that direct democracy would avoid. As Hidalgo (2018) says, ‘[p]oliticians nowadays are packages, and they’re full of compromises’ but in the future ‘you might have someone that can represent only you’.

In addition to this indirect argument for avatar democracy, there are several direct arguments. Specifically, the following four considerations have been put forth in favour of avatar democracy.28

First, in virtue of having no representatives, avatar democracy avoids the often fraught relationship between citizens and representatives. Today, citizens must trust that representatives will work in their interests and that the representative’s word is reliable testimony when they explain decisions. Avatar democracy instead allows citizens to represent themselves. Furthermore, if we accept some additional assumptions about the value of individualism, avatar democracy has going for it that it empowers citizens to stand up and represent themselves in collective affairs.

Second, avatar democracy might improve representativeness and equality of influence. Those who have particular interests or concerns far outside those of the majority and who, accordingly, are otherwise given little room in legislative proposals might have their interests better represented and their ways of influence increased (Susskind 2018: 253). In terms of the democratic norms, avatar democracy would support the norm of egalitarian participation in its aspect of the inclusion of marginalized views.

Third, avatar democracy decreases the ways in which legislative decision-making can be subject to regulatory capture of different forms. It is far easier to influence legislation through material or cultural–social mechanisms when the number of legislators is small. When every citizen is a legislator, by contrast, it is much harder to influence legislation. Avatar democracy defends itself against regulatory capture by decentralization. Seen from the perspective of participatory norms, avatar democracy thereby again supports the norm of egalitarian participation (specifically, its aspect of inclusion).

Fourth, avatar democracy might improve deliberation by removing the need for political campaigning. Although, idealists might hope that campaigning improves the quality of deliberation and supports the mechanisms by which voters hold their representatives to account, campaigning might in fact distort, damage, and deprave deliberation. Individual targeting of political ads has made political messaging inconsistent, manipulative, and dishonest and it turned political campaigns into a huckster competition of outsized promises, historic dramatization, boasting, opportunism, and appeals to tribalism. Avatar democracy ends the need for campaigning, and it thereby removes the causes of these deliberative impairments. In terms of deliberative norms, the claim is that avatar democracy would improve the reasonability norm (through access to better information) and the norm of deliberative transformation (especially, its vertical aspect).

The joke of Asimov’s story is, of course, that the ‘election’ in 2008 is an election in name only. A gearbox was substituted in place of a forum, as fraught and cumbersome as that forum might be. Is the same true for avatar democracy? What should we make of the case in its favour?

For a start, each of these premises in the indirect argument for avatar democracy—that avatar democracy, being an instance of direct democracy, inherits all its virtues—can be called into question. The underlying ideal of direct democracy might look less attractive on closer inspection. Perhaps there is something morally valuable about compromises. It should not be taken for granted that direct democracy is as such more desirable than representative democracy.

Moreover, avatar democracy is not actually a form of direct democracy. If avatar democracy were a form of direct democracy, then it would imply that the avatar is identical to the citizen because in a direct democracy each citizen represents themselves. But because the avatar is not identical to the citizen, the citizens themselves do not deliberate and decide on legislation. Avatar democracy should therefore be seen as more akin to representative democracy and an avatar is better thought of as a representative.29 This, in turn, effectively reintroduces the citizen–representative relationship that avatar democracy had aimed to overcome.

Because avatar democracy is a form of representative democracy, we would have to trust avatars just as we have to trust representatives today (cf. Susskind 2018: 250–253). Are avatars deserving of this trust? Avatar democracy faces one problem that also bedevils representative democracy; beyond that, avatar democracy faces two practical problems.

First, avatar democracy brings the horizontal and the vertical aspects of the norm of deliberative transformation into conflict. Insofar as avatars change their view after deliberating with other avatars, they will on occasion vote in a way that contradicts how their citizens would want them to vote.30 This is a problem also for representative democracies today. The general shape of the problem is this: because representatives hold power, they need to explain themselves—this is a demand of legitimacy. But because representatives, especially after deliberation, have greater expertise, this demand is hard to fulfil. Optimism about solving this problem should be met with serious scepticism (Lafont 2015; Viehoff 2016). Satisfying the norm of transformation in its horizontal aspect risks undermining the norm in its vertical aspect. The claim that avatar democracy is immune to this general problem rests either on mistakenly seeing avatar democracy as a form of direct democracy or on failing to see this fundamental challenge in representative democracy, or both.

In addition to this general problem of representative democracy, two practical problems arise for avatar democracy from the fact that citizens can select between different models of avatars that might be offered on an open marketplace.

First, selecting avatars comes with serious information asymmetries. Avatars might be like a car insurance in that you only relatively rarely get to find out how good the thing is that you bought. Whoever offers rarely used products such as car insurance, has little incentive to compete on the quality of the product. Some kind of quality control for avatar algorithms would then have to be ensured. But this problem is, in part, technical: an AI will have to be made explainable. This problem is also conceptual: standards for good explanations will have to be determined. Finally, this problem is institutional: it is not clear which, if any, recommendations or user reviews about avatar algorithms can be trusted.

Second, avatar democracy has significant risks of power and equality. Whoever offers avatars has likely political interests of their own and occupies a position that enables them to coax others in line with those interests. Those who make the avatars have power. They are able to influence or manipulate political outcomes by how they build or advertise the avatars. In this way, unless everyone were somehow able to create their own avatar entirely independently, avatar democracy may suffer from a fundamental problem of unequal power.

Data democracy

Avatar democracy started from what looked like an eminently plausible idea: we have so many data that have proven valuable in various domains. These vast data could be put into the service of democratic practices. Given enough data and sufficiently advanced technology, ‘elected officials will be able to ask voters what they want a thousand times a day and act accordingly, (Domingos 2015: 19). If these data were used in the legislative process, then ‘policy would be based on an incomparably rich and accurate picture of our lives: what we do, what we need, what we think, what we say, how we feel. The data would be fresh and updated in real time rather than in a four- or five-year cycle’ (Susskind 2018: 247).

Proposals to use more data in order to constrain or determine legislative decision-making are proposals for what I call data democracy. Data democracy comes in a variety of forms. In one extreme form, data determine legislation formally and ‘political decisions would be taken on the basis of data rather than votes’ (Susskind 2018: 247). This extreme form retains a parliament with representatives, but their role would be to supervise data analysis, amend proposals, or correct errors by recalling legislation. On a less extreme form of data democracy, data constrain legislation only informally by systematically informing deliberation and decision-making in the legislature in real time.

Of course, legislative decision-making has always been based on data. A change in the vehicle code might come in response to data about traffic accidents, a stimulus package is drafted in response to economic data, and migration legislation often reacts to data about immigration numbers. Labels such as ‘evidence-based policy’ highlight that legislation is often ‘based on data’.31 So, how is data democracy different?

Data democracy consists of three core claims. First, data democracy says that new kinds of data ought to inform the legislative process. Second, data democracy seeks to vastly increase the amount of data used in the legislative process. Finally, and perhaps most importantly, data democracy demands that data constrain or even determine law-making. The radical revision of data democracy is that it aims to move the legislative process away from deliberation and voting towards data-driven decision-making.

These core ideas may already be problematic. First, contrary to the perhaps widespread but naïve idea that ‘data’ are facts, data need cleaning, interpretation, and analysis. Hence, data do not ‘speak’ unambiguously and the directions into which data would ‘drive’ decisions depend on more than just data (Lyon 2016). Data-driven decision-making rests on value judgements that need to be subject at least to human oversight or guidance. Some proposals of data democracy make room for such a human element—a role that future politicians or representatives in parliament may play. Instead of deliberating and voting over legislative proposals, future representatives might deliberate and vote on issues of data cleaning, interpretation, and analysis. Second, this core idea of data democracy is decidedly technocratic to the extent that it portrays politics as something that needs to be overcome. We will see this technocratic temperament again when taking a closer look at proposals.

I will sketch two existing proposals of data democracy. One proposal, deliberative data democracy innovates on the first aspect; that is, it imports new kinds of data into the legislative process. Another proposal, decision data democracy, suggests that data should altogether replace human decision-making in the legislative process. This second proposal mostly innovates on the third aspect; that is, it demands a greater role for data in the legislative process.

Deliberative data democracy

One proposal for deliberative data democracy is due to Hiroki Azuma (2014), who proposes what he calls the ‘General Will 2.0’ by suggesting that new data should be included in the legislative process. Drawing on Freud’s idea of the unconscious, he says that data about ‘the unconscious of the populace’ should be collected to ‘[document] people’s private, animalistic actions’ and their ‘private, bodily reactions’ in a ‘visualized collective unconscious’ in order to ‘demolish the limits of public, logical deliberation’ (Azuma 2014: 144, 162, 171). Set aside for now what ‘the unconscious’ is and how it would be measured. Azuma proposes that a screen be set up in parliament that displays the populace’s unconscious so that this unconscious provides feedback in real time on deliberations in parliament with the aim that ‘deliberation among politicians and experts ought to be limited by this very unconscious’.32

Azuma gives two main arguments in favour of deliberative data democracy or, as he calls it, ‘unconscious democracy’.33 First, deliberative data democracy improves perceived legitimacy because it instils a sense of ownership and participation. Azuma suggests that deliberative data democracy would ‘restore some feeling of actual participation for the masses’. Citizens might look more favourably on legislation, or even identify with legislation, insofar as they know that their voices are heard, and their feelings are felt in parliament. In times in which the disconnect between citizens at home and politicians in Washington, DC or Brussels is felt acutely, this would be a valuable achievement. Stated with reference to democratic norms, deliberative data democracy might support the associative norm of identification.

Second, data democracy might improve the quality of legislative debates by uncovering ‘latent expertise languishing in obscurity’ (Azuma 2014: 148). Similar to Wiki democracy, this expertise-based argument squares well with existing ideas of epistemic democracy and the use of technology to further collective intelligence (cf. Landemore 2013). As such, data democracy has an instrumental argument on its side that follows the intuition that more data will lead to better outcomes. From the perspective of democratic norms, data democracy might strengthen the deliberative norms of reasonableness and transformation.

In summary, the General Will 2.0 is a form of deliberative data democracy that draws on new forms of data—that representing the (collective) unconscious—and uses these to informally constrain the legislative process in its deliberations. It is ‘[t]he aggregate of animal murmurs giving direction to the elites’ human and public debates’ (Azuma 2014: 162). On the face of it, deliberative data democracy is entirely consistent with democratic norms and it promises to strengthen the deliberative norms of reasonableness and transformation through increased pooling of information and the norm of associative identification insofar as citizens believe that their unconscious is seen by parliament and thereby reflected in the legislative process.

But the proposal has several problems. First of all, what the collective unconscious is exactly and whether visualizing it in parliament would deliver the advertised benefits is, at best, unclear. Citizens may not welcome laws or identify more closely with them only because additional data about collective sentiments is projected live above the hemicycle. Cynics would add that, in fact, not a lot changes at all: Already today, politicians perform incessantly for ‘popular opinion’ driven by reactions on social media, focus groups, polls, and, occasionally, votes.

Second, if legislation were to follow the collective unconscious and the ‘animal murmurs’, the outcome might be anodyne at best and authoritarian at worst. A legislature that seeks to pacify popular emotions might resort to political triangulation to transcend party politics and cleavages. Even worse, data democracy might make politics for the amygdala. Putting the collective unconscious at the centre of deliberation elevates instincts of homophily, fear, and aggression. Perhaps it can be very satisfying for a vast majority to marginalize, scapegoat, or oppress minorities. At any rate, it seems unlikely that elevating the unconscious produces good policy outcomes and improvements by the lights of deliberative norms. The questionable assumption in deliberative data democracy concerns its underlying Freudian view that data about the unconscious and the ‘suppressed libido’ is valuable in the ways Azuma envisions. Instead, it appears that the underlying Freudian impulses might deprave deliberation, rather than enhancing it. In terms of the democratic norms, deliberative data democracy would decrease reasonableness and transformation.

Finally, it should be troubling that Azuma is quick to discount the value of current democracies and leans towards the inevitability of data democracy and a minimal state. He writes that ‘[t]he world has become too complex. The state and deliberation have surpassed their service lives’ (Azuma 2014: 206). Any future state will be ‘something like a combination of street patrols and food rationing and health check-ups for its residents’ (Azuma 2014: 198). Azuma shows no compunction in catering to such libertarian technocratic sentiments.

Decision data democracy

An alternative form of data democracy is put forward by the historian Yuval Noah Harari. Harari suggests that legislative decisions can be automated and be based entirely on data (2017: ch. 11). According to him, the political system of the future has neither parliament, nor elections, nor a government as such. All these functions can, will, and should be automated and be driven by data. Harari does not spell out how this would work in practice, neither does he motivate this as an improvement of democracy, but he at least offers a theorical motivation for this data-driven system of politics.

Harari’s starting assumption is what he calls ‘dataism’, which comprises a methodological and an axiological claim.34 The methodological claim of dataism is that every entity or system can be seen as a data-processing system, which entails that we should also see political structures as data-processing systems. Seeing political structures in this way is increasingly widespread in political science, Harari argues. The axiological claim of dataism—that is, a claim about its ethical value—is that ‘the value of any phenomenon or entity is determined by its contribution to data processing’. This is a radical teleological claim. But if we understand ‘data-processing’ liberally,35 then we can account for the value of human life (humans process and produce vast amounts of data efficiently) and the value of non-human animals, as well as the environment (non-human animals and the environment process and produce data and support human data-processing). Looking at democracies today through this lens of dataism, Harari identifies two problems with the status quo.

First, democracy, seen as a data-processing system, is faring increasingly badly, suggests Harari. This is because democracy and its constituting institutions ‘don’t process data efficiently enough’. He writes that ‘because technology is now moving so fast, and parliaments and dictators alike are overwhelmed by data they cannot process quickly enough, … politics is consequently bereft of grand visions. Government has become mere administration.’ In short, with its limited throughput and insufficient processing capacity, democracy, in the eyes of dataism, has a desirability problem. Whatever democracy’s promise may be (equal standing, equal influence, public justification, reform of citizens’ characters, good policy outcomes, or maximizing welfare), democracy fails to deliver on this promise because of the influence of technology and because democracy is overwhelmed by the increasing demands on data-processing.36

Second, next to this desirability problem, democracy has a feasibility problem. According to Harari, some form of decision data democracy is inevitable. Democracy, with its ‘venerable institutions like elections, parties and parliaments might become obsolete’ so that ‘democracy might decline and even disappear’ (Harari 2017: ch. 11). The basis for this prediction is the dataist argument we have just seen: because democracy fails as a data-processing system, democracy fails to deliver on its promise and through some process of political change, a better system of collective decision-making and social coordination will be established.

In decision data democracy, citizens play no role at all beyond the data they generate. In this sense, as Harari admits, decision data democracy is no democracy at all.37 At most, decision data democracy can be motivated out of the idea that political decisions satisfy citizens’ actual desires and preferences. But this aggregative model of democracy fails to involve citizens in the right way (Kolodny 2014: 207). In terms of democratic norms, decision data democracy is likely to undermine almost all of the norms mentioned. It violates the norm of egalitarian participation by virtue of abolishing virtually all practices of meaningful participation and it violates the vertical aspect of deliberative transformation. This, in turn, raises a problem for the legitimacy of data democracy (Danaher 2016). Decision data democracy also does nothing to improve the operation of the deliberative norms of reasonableness and the norm of deliberative transformation in its horizonal aspect. Although an optimistic argument would have it that the good outcomes of data democracy will improve civic motivation and citizens’ identification, insofar as data democracy diminishes the respective participatory and associative practices, it seems more likely that data democracy stands also to undermine these participatory and associative norms.

Conclusion

Technology can help or hinder democracy. This chapter has described and discussed various ideas of how technology can do so. The overarching aim of this chapter has been to put forward a framework of how to think about technological democratic innovations. The framework extends existing thinking in democratic theory to practices that constitute a democratic society. I have distinguished between participatory, deliberative, and associative practices and I have sketched some important norms for each. Democratic participation is characterized by substantively egalitarian norms of access (inclusion and non-market relations) as well as a civic motivation of those who take part. Democratic deliberation is subject to a norm of reasonableness and to a norm of deliberative transformation (in a horizontal and a vertical aspect). And democratic association includes a norm of identification of those who join together under a shared end. In addition to guiding the examination of technological proposals, this framework may help more generally in evaluating any intervention that claims to improve democracy.

The visions of how technology may revolutionize democracy each fare very differently with respect to how they contribute to good democratic practices (see Table 33.4). Mere changes intervene in existing practices and often tend to have democratic norms in clear view and work to maintain them. Many existing so-called democracy apps are dedicated to the aim of improving reasonableness or facilitating horizontal or vertical deliberative transformation.

Moderate reforms seem instead to be animated by a sense of technological possibility as they import gamification design schemas and leverage civic motivation; but these interventions threaten, in particular, the norms of egalitarian participation and civic motivation. For example, when participation is rewarded with points, this not only bears risks to privacy and risks abuse, but it also raises problems of equal access and it may crowd out citizens’ intrinsic motivations and recognition of a shared end in favour of instrumental motivations in pursuit of individual advantage.

Radical revisions of democratic practices, finally, tend to be animated by a sense of technological necessity. Strikingly, proponents of each proposal, Perez, Azuma, and Harari, suggest that their respective proposal—avatar democracy, deliberative data democracy, or decision data democracy—is inevitable. This fatalism is by itself a dubious claim, at least, insofar as it rests on some form of technological or material determinism. Moreover, some of the proposals, in particular avatar democracy and deliberative data democracy, come dressed up as a way of saving democracy, when each of them in fact appears deeply deficient of a clear understanding of democratic values and practices.

Another noteworthy trend is that some of the proponents of the radical revisions do not in fact themselves endorse the proposals that they promulgate.38 Instead, authors take themselves to be speculating on ideas or conceiving of possibilities without defending them. But if these are good ideas, they should be worthwhile defending.



Table 33.4: Overview of hypothesized effects on democratic norms, with indicated increase or decrease in support




	Norms
	
Participatory
	
Deliberative
	Associative



	Proposal
	Egalitarian Participation
	Civic motivation
	Reasonableness
	Transformation
	Identification



	Innobucks
	↓ digital divide
	↓ gamification incentives
	
	
	



	Wiki democracy
	↓ barriers to participation
	↑ voluntariness
	↑ participation structured
	↑ every participant active
	↑ voluntariness



	Avatar democracy
	↑ less regulatory capture
↑ effective representation of minorities
↓ all participation indirect
	
	↑ no campaigning, no targeted ads
	↑ less deception
↓ vertical and horizontal transformation conflict
	



	Deliberative data democracy
	
	
	
↑ increased pooling of information
↓ pooling of emotional information damaging
	↑ knowledge that the unconscious is seen in parliament



	Decision data democracy
	
↓ only aggregates and does not involve citizens in the right way
	







A proposal that stands out among the radical revisions discussed here is Wiki democracy. First, Wiki democracy is neither animated by a sense of technological possibility nor by a sense of technological necessity. Instead, Wiki democracy is a relatively modest proposal that targets a limited range of problems in the legislative process. Second, Wiki democracy starts with the identification of a shortcoming of democratic practices in light of democratic norms and tries to improve practices accordingly. Other radical revisions, by contrast, aim at a certain outcome while diminishing the domain of democratic practices. Third, Wiki democracy rests on a technology that is available today and that has been used in a similar fashion already, albeit for different ends. This is not only a proof of concept, but it is also a feasibility check—although problems in increasing and sustaining fair and equal participation are likely to persist. Avatar democracy and data democracy, by contrast, are distinctively speculative and depend for their success on uncertain technological capabilities. In these ways, Wiki democracy might not only be an attractive proposal, but the proposal may also serve as a methodological role model of good thinking about how to conceive of technological interventions to improve democracy.
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Notes

1.For the purposes of this chapter, I understand ‘technology’ to mean mostly software—apps or web-based services—that implement functions by relying on a dense digital network infrastructure (such as community participation apps, Wikipedia, or quadratic voting—more on each below) or on data and statistical and machine-learning techniques (such as the forms of data-driven democracy that I discuss towards the end of the chapter).

2.This chapter largely ignores how technology may affect the work of public service agencies and government departments, courts, or informal deliberations offline and online. Unfortunately, it thereby also ignores how introducing automation in one realm may affect another; for example, automating the legislative process may affect public administration. For a systematic review with a broader institutional aperture, see Fung et al. (2013). For a framework to evaluate digital technologies in the public sphere, see Cohen and Fung (2021). On the use of technology in government, see Chen and Ahn (2017), and for frameworks to evaluate practices of public administration, see Bozeman (2007), Zacka (2017), Nabatchi (2018), and Heath (2020).

3.I largely set aside questions of justification and authority.

4.To be clear, these practices as such, unless governed by democratic norms, are not sufficient for democracy and are even compatible with living under authoritarianism.

5.Nevertheless, procedures and the integrity of elections are important to democracy.

6.See Cohen (1997) for an argument, and Talisse (2019: 50–67) for an accessible motivation of deliberative democracy.

7.For similar accounts, see what Rawls (1971: secs. 71–72) calls ‘the morality of association’ and ‘the morality of principles’, what Christiano (1996: 187–90) calls ‘the standards of citizens’ democratic activities’, what Talisse (2019), inspired by Rawls [personal correspondence], calls ‘civic friendship’, and what Peter (2021) calls ‘epistemic norms of political deliberation’.

8.Many theorists motivate a similar norm: for Rawls (1971: sec. 1) ‘[a]mong individuals with disparate aims and purposes a shared conception of justice establishes the bonds of civic friendship’. Mansbridge (1983) advocates for a unitary democracy based on friendship. Cohen (1989) describes the motivation of deliberators as being shaped by ‘a commitment to the deliberative resolution’. Cohen and Rogers (1993: 289; 1995: 38) describe a norm of ‘civic consciousness’. Christiano (1996: 178) writes that ‘citizens can be expected to … choose the aims of the society … with an eye to the society as whole’ [all emphases mine].

9.In this sense, an obligation to vote might be undemocratic if citizens voted mainly or only because of a fear of repercussions.

10.This self-conception needs neither be present in one’s awareness nor need it be central to one’s identity.

11.But for an opposing view, see Theiss-Morse and Hibbing (2005).

12.Some see the ideal as romantic in the sense that it presupposes a mistaken theory of human behavior or human nature (e.g. Theiss-Morse and Hibbing 2005: 242). But insofar as human nature is on display in actual circumstances, empirical evidence about actual behaviour holds out the hope that the ideal is realistic.

13.These examples are taken from a working paper series of the Information Technology Laboratory of the US National Institute of Standards and Technology (NIST 2012).

14.See also participedia.net for a collection of cases and methods of online and face-to-face participation.

15.Although innobucks survived for only a couple years (from around 2009 to 2011), Gavin Newsom features them prominently in his 2013 book on how to ‘reinvent democracy’ using digital tools. The Twitter account of the organization that ran innobucks had already gone dormant (in 2011) and their website had shut down (in early 2012, according to the Wayback Machine)—some time before Newsom’s book was published.

16.Although gamification is associated with computer games, gamification can be used to reform participation without the use of technology (Lerner 2014; Gordon and Baldwin-Philippi 2014; Newsom 2013; Gastil and Richards 2017). A participatory budget meeting, for example, can be run like a casting show, or voting boxes can be designed to respond with a pleasing ‘plonk’ and a visual feedback to acknowledge that ballot has been cast. More generally, gamification includes formulating and balancing conflict dynamics with feedback loops (e.g. the participatory budgeting game show), multimodal presentation (e.g. the voting box sound), to provide just-in-time information, defining clear goals and objectives as part of a narrative and showing progress towards these goals with the collection of points, reflected in status indicators, badges, or level upgrades (Lerner 2014).

17.One example was Lenddo (http://www.lenddo.com, accessed 24 August 2020), which ‘uses non-traditional data to provide credit scoring’. According to a product fact sheet, these non-traditional data include data from telecom providers, browsers, social networks, e-commerce, and financial transactions.

18.Loh (2019) considers the related objection that gamification of participation is paternalistic or detrimental to citizens’ autonomy.

19.I concentrate on this form because it tracks closely the distinct strengths of Wikipedia when it comes to collaboration. Deciding about legislation would still be a matter of voting, and hence it would be a conceptually different matter; it is not clear that Wikipedia is a particularly good model here.

20.Yet, proponents of wiki democracy, who often appear to cherish vaguely technocratic ideals, dismiss deliberation (Morozov 2014: 133). Indeed, Noveck (2009: 37) objects that ‘civic talk is largely disconnected from power’ and that ‘[t]he reality of deliberation is that it is toothless’. About existing ‘work at the intersection of technology and democracy’, she complains that it ‘has focussed on how to create demographically representative conversations. The focus is on deliberation, not collaboration; on talk instead of action; on information, not decisionmaking’ (2009: 40).

21.Interestingly, in 1952, a few years before Asimov’s story was published, the similarly named Univac computer made a prominent public appearance during US elections. CBS introduced Univac as ‘our fabulous mathematical brain’ that will ‘help us predict this election’ (quoted in Lepore 2020: ch. 1).

22.Hidalgo also puts forward a different, much less radical, and much more general proposal, called ‘augmented democracy’, on which an avatar might be a ‘twin’ that acts as a deliberative interlocutor or assistant to improve citizens’ abilities to participate (see https://www.peopledemocracy.com, accessed 10 October 2021). I concentrate instead on avatar democracy because it is a more original proposal that was prominently promoted through TED conferences.

23.This marketplace need not be a form of commercial exchange. I am grateful to César Hidalgo for this clarification.

24.The tension between ‘direct democracy’ and ‘represented by a software agent’ is something I discuss below.

25.Hidalgo, in personal correspondence, makes it clear that he does not want to be associated with this claim.

26.The terminology is from Blum and Zuber (2016).

27.To be clear, Floridi (2016) argues against this view and defends representative democracy.

28.At least three of the points below—all except the second point—are made by Hidalgo (2018).

29.Granted, avatar democracy is a limit case of representative democracy in that each citizen has their own personal representative.

30.This is the Burekean aspect of representation (cf. Pitkin 1967: ch. 8; Christiano 1996: 213). If an avatar were not to exercise judgement, avatar democracy would be a market and not a forum.

31.In the United States, the Office of Management and Budget (OMB) formally restricts executive agency decision-making to comport to some form of evidence-based policymaking.

32.Although, to be clear, Azuma (2014: ch. 4) resists the characterization of his proposal as deliberative. He distinctly sees the general will 2.0 as a novel form of politics in contrast to the deliberative tradition (e.g. Habermas and Arendt) and the antagonistic tradition (e.g. Schmitt).

33.Although he develops these arguments specifically for his proposal, the arguments are worthwhile discussing insofar as they might have force in support of similar proposals of deliberative data democracy more generally. Azuma gives a third argument, which I do not discuss here, that deliberative data democracy avoids the latent threat of populism.

34.Harari later walks back his assumption of dataism. He calls dataism a ‘dogma’ the critical examination of which is ‘the most urgent political and economic project’. He also clarifies that his aim is speculation, not prediction, and that he wants to ‘broaden our horizons and make us aware of a much wider spectrum of options’.

35.What exactly Harari means with ‘data’ and ‘data-processing’ is very unclear, however. He seems to subscribe to a naïve account of data criticized by Lyon (2016), as mentioned earlier.

36.Harari’s argument assumes that democracy is good for something but leaves open what exactly democracy is good for (welfare, equal standing, etc.). Insofar as none of the things that democracy might be good for contribute to data-processing, even this ecumenical assumption—that democracy is good for something—conflicts with the axiological assumption of dataism (i.e. only things that contribute to data-processing are valuable). In short, axiological dataism is incompatible with the value of democracy.

37.I listed the proposal as a ‘democracy’ insofar as the project here investigates how technology might transform democracy.

38.With the exception of Hidalgo, who endorses a general idea of augmented democracy.
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CHAPTER 34

The Ethics of Quitting Social Media

Robert Mark Simpson

Even a spate of sternly worded articles called ‘Guess What: Tech Has an Ethics Problem’ was not making tech have less of an ethics problem. Oh man. If that wasn’t doing it, what would?

Patricia Lockwood (2019), ‘The Communal Mind’

Introduction

‘It is easier to imagine the end of the world than it is to imagine the end of capitalism.’ So said the late philosopher and critic Mark Fisher (2009: 2), echoing remarks by Slavoj Zizek. Fisher uses the word imagine advisedly. He wasn’t saying that Armageddon is in fact more likely than the end of capitalism. He was saying that when our culture tries to imagine the near future, in speculative fiction and elsewhere, any post-capitalist society that it can envision is simultaneously a state of apocalyptic ruin. Socio-political structures whose origins are still very recent, relative to humanity’s long history, and whose radically globalized incarnations are mere hatchlings, have become, in our minds, integral pillars of human existence.

Something similar has been happening with social media. We are drifting into a mindset on which social media in something like its current form is just a fact of life, and where it is a given that social media companies will organize our relational and informational networks. Pundits say it is a waste of time trying to trigger a social media exodus to change this technological state of affairs. Instead, they say we should ‘embrace the future. At least it won’t be boring’ (Cox 2018). Or they allow that a user exodus could transform the landscape, but then immediately pour cold water on that possibility. Change seems possible, ‘until you realise every single one of these users are just clueless individuals who want to post cat pictures’.


They are not, and never will be a unified mass … even a company that debatably owns the internet [Google] couldn’t pull off enough of a critical mass [with its Google+ service] to make it work … what can individual users do to compel Facebook into behaving properly? Quick answer: sweet f*** all.1



Such thinking is new to our culture, and it probably doesn’t yet have as tight a grip on our imagination as the capitalism-or-bust mindset. But its grip seems to be tightening. Technologies and practices that bubbled up into existence less than two decades ago are being imaginatively reified as nailed-in, load-bearing structures in humanity’s housing, as opposed to movable cultural furniture. To say that it doesn’t have to be like this is, increasingly, to sound like a hopelessly naïve Luddite.

In this chapter, I examine how this idea colours debates around quitting social media. People can, and do, move away from using social media. If large numbers of people were to do this it would undermine the power of the major platforms (and the sector as a whole) and interrupt the network effects that compel reluctant users to carry on using social media. But regardless of this potential, advocates of quitting are often ethically criticized. They are told that their stance involves an objectionable expression of privilege. The people voicing this complaint generally agree that social media has genuine costs. But they worry that people in disadvantaged positions cannot afford to leave social media, on balance of considerations, and they find it problematic for others to flee the social media arena so long as this is the case.

There are major weaknesses in this kind of objection to quitting social media, although below I will highlight some grains of truth in it too. But what I am most interested in is how this critique helps to make a self-fulfilling prophesy of the idea that social media is an inescapable fact of life. Mass quitting would unravel the network effects that make it costly to avoid using social media. And that would make it easier for disadvantaged people to quit social media in turn, if they wanted to. The privilege-based objection to quitting only makes sense if one assumes from the outset that none of this is possible. The idea that social media just is an inescapable fact of life is thus functioning as a premise in arguments that rebuke and deter the very acts that could make it the case that social media isn’t an inescapable fact of life.

In what follows I survey the main reasons for quitting social media, before explaining the privilege-based objections to quitting, and then criticizing those objections, in a way that expands on the above. My analysis has broader implications for the ethics and politics of technology. Many popular technologies remain widely used, in part due to forces of convention. Roughly, people’s reasons for using a given technology, x, owe partly (sometimes predominantly) to the fact that many others are using x too. Where conventions strongly favour using technology x, there are always going to be some individuals who dislike x and who are willing to flout convention by rejecting x and absorbing the costs of that. The bigger lesson to be learned in dissecting privilege-based objections to quitting social media, is that it is wrong to automatically view this kind of preference-driven technological abstention as being inimical to a public-spirited agenda of trying to make communications technology work in the interests of people, rather than the other way around. Tech refuseniks are not necessarily being selfish, naïve, or politically obtuse. Rather, in at least some cases, they are piloting alternative ways of communicating and using technology, with the potential to ultimately benefit everyone. This is how we should think of the anti-social media vanguard, at any rate.

The case for quitting

I will use the term Quitting to mean totally refraining from posting content on social media or reacting to other people’s content with comments, likes, shares, etc. In short, you can Quit either by not having social media accounts or by leaving your accounts dormant. Quitting is, in essence, a matter of not actively participating in communication or other social interaction through social media platforms.

Of course, there are plenty of stopping places between being an intensive user of social media, on the one hand, and being a full-blown Quitter, on the other. Some people have strong ethical concerns about using social media, but also strong practical reasons to use it for specific purposes, and these people may—quite reasonably—look to limit their usage of social media, or to use alternative social media platforms that are less susceptible to ethical objections. I am focusing on Quitting because, as we will see, a number of authors have argued that Quitting involves an ethically objectionable expression of privilege. My aim is to counter those arguments.

In my definition of Quitting, I make no distinction between withdrawing from social media after using it for a time and never using it in the first place. Having said that, by Quitting I do not mean simply migrating from one social media platform to another. The privilege-based objections to Quitting that I examine in the following sections do not apply to those users who tour around different social media platforms. The choice that is (allegedly) a problematic expression of privilege is to position oneself outside of the whole communicative ecosystem of social media.

General reasons for quitting

Quitting shouldn’t be seen just as a trivial lifestyle preference. It is (at least, it can be) a weighty choice—the kind of choice that it makes sense to seriously wrestle with. To see why, we first need to recognize social media’s transformative potential, and the visionary agenda driving it. Social media has had a huge impact on how people acquire information, conduct their relationships, and manage their public lives (see e.g. van den Eijnden et al. 2016; Aalbers et al. 2019; Allcott et al. 2019). And industry leaders tend to champion these changes, rather than viewing them as a regrettable by-product of their business models. Consider Mark Zuckerberg’s statement to investors, in the run-up to Facebook’s stock market initial public offering (IPO) in 2012.


Facebook was not originally created to be a company. It was built to accomplish a social mission—to make the world more open and connected … we’re inspired by technologies that have revolutionized how people spread and consume information. We often talk about inventions like the printing press and the television—by simply making communication more efficient, they led to a complete transformation of many important parts of society.2



Companies like Facebook are partly guided by this kind of lofty techno-revolutionary agenda. They aim to ‘rewire the way people spread and consume information’, to again use words that Zuckerberg put to potential investors. Various insidious undercurrents around these agendas have become more widely recognized, for example, in Shoshana Zuboff’s (2019) analysis of tech-facilitated systems of ‘surveillance capitalism’, or in countless think-pieces which tie social media to the rise of reactionary populism. Quitting social media can be a way of resisting or opposing these agendas of social transformation. It can be a way of voting ‘no’ in our society’s ongoing de facto referendum on whether to embrace some sort of Zuckerbergian vision.

To appreciate the weightiness of Quitting, we also need to recognize the power of the behavioural technologies that Facebook and others are using in pursuit of their agenda. Jaron Lanier (2019) has coined a term to describe these technologies and the business models around them. He calls it Bummer: Behaviours of Users Modified and Made into an Empire for Rent. Most social media platforms have a fairly simple set-up at the surface level. They provide a free, public-facing site through which users can post content and interact with other users. The companies make money through advertising and by gathering and selling data. But beneath this surface-level set-up, most social media platforms also purposefully filter the content that users are exposed to, in order to elicit greater user engagement (thus generating more data). And this filtering is potentially malign. Sites algorithmically monitor the content that elicits more user reactions—quite often, polarizing or inflammatory content—and then show users more of this material. Mark O’Connell neatly summarizes Lanier’s worries about this set-up and its commercial exploitation.


Social-media platforms know what you’re seeing, and they know how you acted in the immediate aftermath of seeing it, and they can decide what you will see next in order to further determine how you act … we, as social-media users, replicate [this] logic at the level of our own activity: we perform market analysis of our own utterances, calculating the reaction a particular post will generate and adjusting our output accordingly. Negative emotions … tend to drive significantly more engagement than positive ones.

(O’Connell 2019)



The point of this is that compulsive behaviour and increasing acrimony is not ‘an epiphenomenon of social media, but rather the fuel on which it has been engineered to run’ (O’Connell 2019; see also van den Eijnden et al. 2016; Alter 2018). Quitting social media can be a way of resisting the compulsive pull of this behavioural technology. It isn’t just a trivial lifestyle preference, then, but a choice about guarding oneself against potentially overwhelming psychological influences.

Even setting aside worries about compulsion or addiction, there are plenty of other prudential reasons for Quitting, that is, reasons that are just about the user taking care to look after their own needs and interests. There is evidence that social media makes users unhappy by spurring status anxiety and similar feelings, and that Quitting alleviates this (e.g. Tromholt 2016; Shakya and Christakis 2017; Hunt et al. 2018). There is evidence that social media usage increases one’s risk of falling into delusional beliefs through the effects of echo chambers and filter bubbles (for extended discussion, see Settle 2018). And there is a range of worries about how social media usage can compromise the user’s privacy (see ‘Overtly ethical reasons for Quitting’ below).

These are only pro tanto reasons to Quit. There are obviously some pro tanto prudential reasons running the opposite way as well. As Zeynep Tufekci (2018) says, in some regions ‘Facebook and its products simply are the internet’, and there are certain segments of public life ‘that are accessible or organized only via Facebook’. For work purposes, then, and for certain kinds of ‘life administration’, people may have strong prudential reasons to use social media. And on a more run-of-the-mill level, some people just find social media to be more convenient than any other tool for keeping in contact with people, or for engaging in various kinds of group organising, including for purposes of political activism. The difficulties of maintaining relationships via other channels are often exaggerated, but social media wouldn’t have become so widely used if it didn’t offer at least some benefits on this front.

Overtly ethical reasons for Quitting

How someone weighs up the prudential costs and benefits of using social media will depend upon their personal situation. My point in surveying the prudential reasons for Quitting is to orient our thinking as to why people Quit. Generally, people seem to Quit for sensible self-interested reasons, mixed in with a hazy anxiety about their complicity in various social problems to which social media contributes.

The key ethical question, for our purposes, is whether the Quitter, acting on the basis of these sorts of prudential reasons, is thereby abjuring some putative ethical obligation, such that their Quitting can be viewed as somehow wrongfully selfish.3

Note that in the discussion to follow, relating to ethical arguments for and against Quitting, I will not be presupposing any particular normative theory or framework. The kinds of ethical considerations that I will be adverting to—the attainment of good or bad outcomes, worries about fairness and disadvantage—are ones whose ethical significance can in principle be accounted for within any ethical framework, including deontological, consequentialist, and virtue ethical frameworks.

Given the long rap sheet of ethical problems that have been identified in debates around social media, it may seem odd to view prudentially motivated Quitting as a selfish choice. After all, any qualms about Quitting’s selfishness are likely to be outweighed by ethical worries that favour Quitting. Or so one may think. In fact, things are a little more complicated. Existing debates on the ethics of social media are generally concerned with bad outcomes that are caused or made more likely by social media’s very existence, or by its core operational strategies, for example, the Bummer model. Therefore most of the ethical prescriptions that are offered in these debates are actionable, if at all, not by social media’s individual users, but by power players, that is, actors who can directly affect how social media companies operate, such as senior executives and officers at the companies themselves and lawmakers and regulatory agencies that impose operational constraints on these companies. Indeed, these debates normally position individual users not as perpetrators of the relevant ethical problems, but as the victims if and insofar as the power players fail to intervene.

Consider debates about privacy on social media, for example. These typically begin with observations about the unusually intrusive ways in which social media companies gather and exploit users’ data. They then raise question about what our underlying reasons are for caring about privacy and whether a right to privacy prohibits social media companies’ data-management practices (Tucker 2014; Acquisti et al. 2015; Quinn 2016). But if we conclude that these practices do infringe the right to privacy, what follows, from a user’s perspective? The upshot is not an ethical injunction, but another prudential recommendation: if you care about your privacy, avoid social media or take special care to guard your privacy in how you use it. Granted, the user has ethical reasons to act prudentially, so this can also be understood as an indirect (banal) ethical injunction. But this is all secondary to what is naturally seen as the main ethical upshot of the privacy worries. And these apply to power players. If the privacy concerns are well founded, the upshot is that power players should institute reforms in social media practices in order to better protect users’ privacy.4

The same sort of analysis applies, more or less, to all of the other major ethical issues that are canvassed in the social media ethics scholarship to date. There are discussions about whether social media undermines meaningful friendship (Sharp 2012; Elder 2014), whether it results in problematic forms of alienation (Wandel and Beavers 2011, Bakardjieva and Gaden 2012), and whether it impairs people’s competence as democratic citizens (Helbing et al. 2017). For each consideration, to the extent that the worries are well founded, the primary implication for the individual user is that they have prudential reasons to avoid social media, or to use it warily lest they incur the relevant adverse consequences. Again, as with the privacy worries, the implicit addressees of these arguments are power players: actors with the power to directly and significantly influence how social media operates, in order to mitigate its alienating, friendship-jeopardizing, or democracy-undermining effects.5

The argument from complicity

But this brings us back to worries about complicity. Maybe individual users should Quit to avoid being complicit in the problems noted above. Matthew Liao (2018) considers whether Facebook users are complicit in Facebook’s facilitation of antidemocratic speech, for example, hate propaganda against the Rohingya in Myanmar. He recognizes that most users do not actively collude in these wrongs, but nevertheless, he says, they may still be ‘failing to participate in a collective action (that is, leaving Facebook) that would prevent the deterioration of democracy’. Ultimately, Liao thinks that in order to be complicit in these wrongs, the user has to keep using Facebook while knowing that Facebook intends to facilitate anti-democratic actions. And his take on things is that while Facebook engages in some anti-democratic practices of its own (e.g. hiring public relations firms to push news stories seeking to discredit their critics), it doesn’t intend to sponsor the more egregious anti-democratic acts that it facilitates. Thus, Liao concludes, Facebook does not cross any ‘moral red line’ which obliges users to Quit, on pain of complicity in an anti-democratic agenda.

Bracketing off Liao’s judgements about that specific issue, we can ask whether this sort of complicity-based rationale for Quitting is compelling in principle. Against this rationale, one may argue (e.g. Henry 2015) that social media is just a tool. The fact that a tool is used for invidious ends does not forbid us from using it for good. But this is oversimplistic. It fails to acknowledge that technologies have affordances in a given context— ‘they make certain patterns of use more attractive of convenient for users’ (Vallor 2016: s. 3.4)—and that they are thus susceptible to predictable forms of misuse. If social media is a perfect tool for anti-democratic propaganda, then to insist, in reply to calls for stricter regulation, that it can also be used for good, is like arguing against gun controls because M16s can be used by good guys to shoot bad guys. Moreover, the ‘social-media-is-just-a-tool’ reply ignores the way that all social media usage increases the scope of the wrongful ends to which social media can be turned. The power of the major networks derives in part from the fact that people feel they have to use them because everyone else is too. ‘Good users’ reinforce these network effects much the same as any other users (Lanier 2019).

So, the ‘social-media-is-just-a-tool’ reply to the complicity argument is unpersuasive. But it helps us to see that consequences, in addition to intentions, are important for any assessment of how the individual user is implicated in bad outcomes borne of social media. If you have good reason to believe that your Facebook usage makes a real, albeit small, contribution to bad ends, you cannot nullify the ethical ramifications of that simply by arguing that neither you nor Facebook’s directors intended those ends. This is a particularly dubious instance of reasoning based on the doctrine of double effect, that is, the doctrine which says that it’s okay to do something that has a foreseeable, bad side effect, as long as you don’t consciously intend to bring about the bad side effect. We can see how dubious this reasoning is, as applied to the ‘complicity with the evils of social media’-type argument, by noting that the same reasoning could completely nullify any ethical objection to a carbon-intensive lifestyle, or to the consumption of products manufactured by indentured workers. In short, the risk of making a small contribution to seriously bad outcomes through a collective activity with many other people has some bearing on how you ought to act. Any plausible ethical theory—deontological, consequentialist, virtue ethical, or otherwise—assigns some normative weight to the consequences of people’s actions, including unintended and merely contributory consequences.

In general, then, whether an individual user has an ethical reason to Quit, in order to avoid being complicit in problematic outcomes borne of social media, will depend on the extent to which their Quitting will actually have (or can reasonably be expected to have) a tangible impact in changing those outcomes. But then this is precisely why it is difficult to formulate a strong complicity-based ethical argument for Quitting. It is difficult for any individual to say whether and how their Quitting will affect the problems that they are hoping to address, given their tiny individual influence, and given the many other unpredictable factors, including other people’s actions, which causally mediate between their actions and the problems. Quitting in order to mitigate social media’s democracy-eroding effects (for example), is rather like buying organic fruit in order to mitigate colony collapse. It may have a very small positive impact, or it may achieve literally nothing, given all the other causal factors in play. The individual may still have some pro tanto reason to act, then, but their actions are not responsible for the problem in the right way—the causal relationship between their actions and the outcome for the sake of which they are being done is too remote—for them to be under any kind of binding obligation to act.

Privilege-based objections to Quitting

Let us take stock. The idea that we are positively obliged to Quit is implausible because the major ethical problems with social media are mostly ones for power players to address, and insofar as individual users bear some responsibility for those problems, via an argument from complicity, it is hard for any user to tell whether their Quitting is likely to even infinitesimally improve things. Conscientious motives may still be in play for the individual Quitter. They may think of their Quitting as expressing opposition to the problems borne of social media, or to the questionable political agendas that social media is serving. But for most Quitters, prudential reasons for leaving social media—the aim of safeguarding one’s privacy, time, or happiness—are likely to carry more weight. This is not to deny that for many people, on balance, there are net prudential benefits in using social media. But at least for some people, these benefits will be outweighed by the countervailing costs.

The #DeleteFacebook movement that arose in the wake of the Cambridge Analytica scandal in 2018 saw large numbers of people Quitting—seemingly driven by a mix of prudential and conscientious motives, as just described—and calling for others to follow. But the movement quickly generated a raft of vigorous criticisms, whose main ethical theme was privilege. For instance, April Glaser argues that:


Deleting Facebook is a privilege. The company has become so good at the many things it does that for lots of people, leaving the service would be a self-harming act. And they deserve better from it, too. Which is why the initial answer to Facebook’s failings shouldn’t be to flee Facebook. We need to demand a better Facebook.

(Glaser 2018)



Along similar lines, Steph Mitesser argues that:


Simply telling consumers to avoid a product demonstrates the inherent privilege required to abandon a technology. Calls to leave the Facebook don’t reckon with the thorniest ways it has entrenched itself in our lives.

(Mitesser 2018)



This is not the first time it has been noticed that privilege can tilt people towards an anti-technology mindset. In discussing ‘digital detox retreats’ and related fads a few years earlier, Casey Cep (2014) argued that people buying these fads are expressing a bourgeois, pseudo-spiritual impulse. ‘Like Thoreau ignoring the locomotive that passed by his cabin at Walden Pond or the Anabaptists rejecting electricity’, she says, these people ‘scorn technology in the hope of finding the authenticity and the community that they think it obscures’. But the post-#DeleteFacebook objections to Quitting are more pointed. They are not just cocking an eyebrow at the hippy-ish vanity that motivates some neo-Luddites. They are criticizing the way that wider political circumstances apparently fail to register in the Quitters’ motives, and they are pointing to identity-based inequalities to explain this insensitivity, and to explain why it is ethically troubling. Jillian York is especially forthright in this regard.


A certain demographic—namely, white men—love to argue that people worried about data privacy violations should ‘just leave’ Facebook and other social networks … what these tech bros don’t offer are viable alternatives. This is fundamentally an argument made from a position of privilege. Those suggesting that we should simply walk away … fail to understand why leaving is, for many, a luxury they can’t afford … for people with marginalized identities, chronic illnesses, or families spread across the world, walking away means leaving behind a potentially vital safety net of support.

(York 2018)



Rashad Robinson, the President of the civil rights organization Color of Change, adds an incisive twist to this analysis. He links social media privilege to broader issues of identity-based injustice, by likening Quitters to upwardly mobile residents who move from poor school districts to affluent ones, without doing anything to help those left behind. Quitting is ‘like people opting out of bad schools’, he says: ‘some people are still going to be there and can’t opt out’ (Ingram 2018).

Before turning to criticism, I want to run through some points in these kinds of arguments that seem well founded. First, note that the privilege-based objections are not always condemning Quitting per se, so much as the act of advocating for Quitting while ignoring the unequal costs of Quitting for different people. For instance, Mitesser (2018) objects to those ‘telling people to stop using Facebook, while ignoring the foundational problems that led us here’. This also looks like the best way to read Glaser’s claim that the #DeleteFacebook movement insults people for whom Quitting is costly. To preach the gospel of Quitting—when it is easier for the sermonizer to Quit than the sermonizee—does seem a little insulting because it unfairly implies that the sermonizee lacks the preacher’s moral fibre.

Second, the key descriptive premise in these arguments—that Quitting is generally easier for privileged people and costlier for disadvantaged people—seems plausible.6 Identity-based hierarchies are correlated with inequalities in social capital. Having an affluent upbringing, attending college, and being geographically mobile, all tend to result in a wider network of relationships that help in gaining employment and other competitive goods. Social media can compensate for deficits in social capital, by enabling easy access to a large (if relatively low-quality) network of connections. Members of disadvantaged groups are more likely to rely upon this compensatory source of social capital. Moreover, relatedly, sustaining a wide social network without social media is time-consuming. Inequalities in leisure time, correlated with demographic privilege, increase the relative costs of maintaining offline social networks for members of disadvantaged groups.

Third, I also want to endorse, at least for argument’s sake, the normative principle that underpins privilege-based objections to Quitting. Call this the Privilege Principle: a person who enjoys a position of unmerited privilege relative to others sometimes ought to act in ways that (a) manifest appropriate recognition of; and (b) where possible, try to compensate for, the unfairness. Consider a person, A, planning to meet a co-worker, B, who has a physical disability. Suppose A suggests meeting somewhere that is harder for physically disabled people to access. But also suppose that matters play out fortuitously for B, such that in practice he is unexpectedly benefited by meeting at this location. The Privilege Principle captures the intuition, liable to be elicited in such a case, that A’s conduct still involves an ethical failing. A has acted in a way that fails to manifest appropriate recognition of the disadvantage that B faces, compared to themselves, and neglects an opportunity to correct or compensate for the positional inequity between themselves and B.7 This seems either wrong in itself, or vicious, or liable to result in bad consequences in the long run.

Robinson’s analogy between Quitting and opting out of bad schools draws our attention to another important aspect of the social dynamics governed by the Privilege Principle. Some privileged acts not only fail to remedy unjust inequalities, but also in fact amplify them. The upwardly mobile family which contributes to de facto segregation in the education system, by moving to live and study in an affluent community, is not just taking advantage of their privilege to confer a benefit on their children that is unavailable to many others. They are also making an incremental contribution to the concentration of wealth and resources in educationally privileged communities, thereby increasing the magnitude of the positional disadvantages experienced by families who are unable to exercise the same kind of autonomy over where they live and where their children go to school.

This brings us to a fourth point that seems compelling in the privilege-based objections to Quitting. These objections partly express a concern that Quitting detracts from the goal of creating better—less privacy-infringing, happiness-inhibiting, or democracy-undermining—communication systems. Whether this counterproductivity thesis is correct is a further question (see ‘Individual action and systemic change’ below). But the idea that we have some kind of participatory responsibility for trying to make key parts of our society better seems reasonable. Most of us are not power players who can directly act to improve society’s communication systems. But still, plausibly, we should try to be active participants in making those systems functional, fair, and respectful of their users’ rights. We should all do our bit in trying to foster communicative practices that are good for society because if we don’t, then unscrupulous corporations will construct our communication systems in ways that prioritize the interests of the few over the many. The argument can be made by analogy with other social systems. You may not control the school system, but you shouldn’t educate your children in a way that inhibits beneficial education reforms. You may not be a power player in the structures of government, but you should vote and stay informed. If you are wealthy and secure, then maybe you would be better off totally opting out of political engagement as democratic institutions are being torn down. But this seems selfish, and especially so if your retreat makes it harder to repair anything.

The charge against Quitting is that it involves something like this indulgence of privilege. Many of us would be better off not using social media—at any rate, not using the platforms that currently dominate, which infringe upon our privacy, prejudice our information sources, fuel status anxiety, and so on. But people in disadvantaged groups and social positions—relating to their economic status, geographical location, physical abilities, or field of employment—incur greater short-term costs if they Quit, for example, related to the loss of social capital. Relatively privileged people can more easily compensate for these and other proximate disadvantages borne of Quitting. But if privileged people simply retreat from social media, they fail to manifest due recognition of, or in any way compensate for, the unfairness that allows them to do so. And as Robinson’s school analogy suggests, they may increase the unfairness by nudging us towards a two-tiered communicative society, of immiserated Morlocks who cannot afford to unplug from the social media machine, and carefree Eloi who can do as they please. That is the crux of the objection.

Individual action and systemic change

The first point to make, in addressing this charge, is that Quitting doesn’t necessarily mean abjuring the responsibility I identify above, that is, to be an active participant in making our communication systems better. It is at least possible for the Quitter to promote progressive reforms in social media. The Privilege Principle doesn’t condemn the bare fact of a person being privileged. It condemns blithely enjoying the fruits of privilege without trying to improve other people’s lot. The fact that someone Quits doesn’t automatically entail that they are doing this. The more charitable way to interpret the argument, then, is that it is making a claim about typicality, rather than necessity. Typically, Quitters are not doing anything to try to improve the communication systems from which they are distancing themselves. Rather, so the charge goes, they are (typically) just furthering their own immediate interests, and consigning other social media users to their less fortunate fate.

I have already granted that most Quitters will Quit primarily for prudential reasons. But this does not mean that they should be thought of as blithely leaving others to an unhappy fate. In all sorts of contexts, people acting to benefit themselves may be simultaneously changing background conditions that adversely affect others. To take one example, consider how improving safety standards in the car industry generates prudential reasons for motorists to buy state-of-the-art vehicles with enhanced safety features. This is costly, of course, and the costs can be more easily borne by the well off. But does that make it an unethical indulgence of privilege for well-off people to buy safer cars? No, because these purchases are not condemning the less-well-off to driving unsafe vehicles forever. They are expanding the market for safer vehicles and helping to drive industry reforms that ultimately make safer vehicles more affordable for more people. The prudential choices of well-off people in this case do not worsen the position of the badly off. Rather, they contribute to a shift away from the technological conditions that make being badly off so bad.

We can observe similar dynamics in play with social media. The more people who leave social media, to protect their privacy, or to break out of echo chambers, the more we will see alternative practices and technological choices that allow us to communicate and organize our lives without generating the bad effects of the current leading social media platforms. Jaron Lanier argues that it is actually incumbent upon privileged users to Quit, then, because they can more easily bear the short-term disadvantages involved in precipitating this kind of change.


If you’re privileged enough to have the option of walking away from social media, and yet you don’t, you’re failing to use your privilege to defeat a system that traps other people who are less fortunate than you … You have even more of a responsibility to see if you can get out of it than someone who genuinely is dependent on it.

(Johnson 2018)



Thus, he argues, privilege-based objections to Quitting have things backwards. Being a privileged individual actually gives you additional ethical reasons to Quit.


We’re wealthier than ever. We have more options. That puts a moral onus on us to make some decisions that do what little we can to help those who are less fortunate, and [leaving social media] is one of those things.

(Johnson 2018)



The moral logic Lanier is appealing to here is in fact more persuasive in the social media case, compared to something like the automobile safety case, given how conventional forces are involved in promoting social media usage. By conventions, here, I mean regularities of conduct that people have reason to conform to primarily because others are also conforming.8 To act against a widely followed convention can be costly. But if conformity around some once-conventional practice breaks down, then each individual’s primary reason for carrying on in the practice dissolves. And while conventions can be resilient in some cases, they can be surprisingly fragile in others. Sometimes, a small number of conspicuous non-conformists are enough to unravel a convention (Bicchieri 2017).

To see how this applies to our context, consider that many of the major downsides of Quitting that crop up in debates on this issue—for example, missing out on information about social events or not having a searchable web presence—are only disadvantageous if a majority of other people are taking advantage of the putative benefit that the Quitter is forgoing. If social media use were much less commonplace, then the default expectation that any person will have an easily searchable web presence will dissolve, and so too will most of the putative disadvantages of not having an easily searchable web presence. Similarly, if social media use were much less common, people would be less likely to think that posting information about an event on Facebook was enough to inform most people about it. This would lead people to advertise events via other means, and therefore one’s not being on social media would be less likely to result in one missing out on such information.

Given the role that forces of convention play in social media networks, it is wrongheaded to complain, as several authors do, that those who endorse Quitting are treating essentially political problems as individualistic ethical quandaries. Mitesser (2018) objects to the way that pro-Quitting movements ‘emphasize personal choice and discipline as solutions to systemic problems caused by the profit motivations of large corporations’. She suggests that this framing is adopted because a structural perspective on social problems is harder to grasp. Glaser (2018) expresses similar worries about framing the problems of social media as if the whole thing is ‘an issue of individual consumer choice’. So far as they want communication systems to improve, Quitters think the issue is essentially about users making bad choices. ‘But it’s really a problem in search of a solution either from Facebook itself—changing its service so that its users really can feel safe—or from the government, which may need to step in and blow the whistle on Facebook’s entire business model’ (Glaser 2018).

These are false dichotomies.9 Individual and collective ways of addressing social problems are not essentially opposed, especially when the problems are borne of practices that are partly conventional. Consider the way that individual consumer activism dovetails with collective action in relation to renewable energies. Some of the impetus driving growth in renewable energies has come from individual consumers demanding, and thus incentivizing the provision of, renewable options from home electricity providers. The shift towards renewables would obviously be going slower if this were the only mechanism driving change. Collective political action, via parliamentary democratic processes and various kinds of group campaigning, has been a powerful driver of change. But individualized drivers of change have helped as well. Individuals who install solar panels on their house and pay a premium for renewably sourced energy are not undermining collective political action. They are creating parallel streams in a tide of social change. The same is true with Quitting social media. Each individual that Quits weakens the conventional forces that compel others to continue using social media. It seems worse than futile for someone to stay on social media because of worries about ‘individualizing’ structural problems. This actor is worsening their own lot, and helping sustain social media’s hold on others, while awaiting a top-down intervention to achieve the same sort of changes that they themselves could, by acting now, be helping to precipitate.

What about the worry that Quitting is one of those ‘acts of privilege’ that not only fails to remedy inequality, but in fact amplifies it? Consider again Rashad Robinson’s suggestion that Quitters are like affluent people who opt out of disadvantaged public schools. Part of what is occurring in the education arms-race scenario is that the advantage acquired by the affluent family is ipso facto a positional disadvantage for those unable to move. The public school quitter is not just enjoying the fruits of privilege while failing to help others. They are contributing to a concentration of resources in privileged pockets of the education system, and thereby entrenching divides in that system that stand in the way of a fair, across-the-board realization of our educational aims. One way to understand the wrong is in terms of something like a Kantian formula of a universal law. The public school quitter cannot universalize the maxim they are acting on because what they are trying to do—give their children a better-than-average education—is of its essence something that isn’t universally willable. But Quitting is unlike this. Quitters are not chasing an advantage whose attainment necessitates a positional disadvantage for others. What they are doing is more aptly likened to norm entrepreneurship: absorbing some short-term costs in order to try to upend harmful conventional practices. Quitters are seeking to withdraw from a system that is harmful, and whose pro tanto upsides are reliant upon a convention-driven expectation of universal participation. In this, the Quitters are acting on a maxim that is fairly straightforwardly universalizable.

Why, then, have so many progressive critics reached for a tenuous interpretation of the social significance of Quitting, which casts it in such a negative light, and downplays its positive potential? As I suggested above, I think this has happened in part because critics have prematurely concluded that social media is irreversibly a permanent fixture in our society, and therefore that leading-edge Quitters will simply be unable to precipitate a shift in the communications landscape. They have assumed that social media in something much like its current form is already a fact of life, and that Quitting will thus always be prohibitively costly for most people. At least some of the critical responses to Quitting come right out and say this.


Perhaps you joined the #DeleteFacebook movement to deal a blow to multibillionaire Mark Zuckerberg’s sprawling enterprise. You might have hoped that by joining a collective crusade you’d be partially responsible for slaying the beast, and making the world a fairer place. It’s a nice idea, but it’s unrealistic. Facebook has over two billion users, and even if a throng of disgruntled westerners appalled by the prospect of their data being shared decides to sulkily throw in the towel, that won’t offset the daily wave of new subscribers, particularly stemming from parts of Asia and Africa.

(Cox 2018)10



As I suggested in opening, we should try to retrieve our sense of the contingency of social media’s present-day position and influence. Today’s leading social media sites are enjoying a longer ascendance than the online platforms that they succeeded, and as Cox rightly observes, they are working hard to cement their place in the global communications terrain. But the future—technologically, socio-politically, and culturally—is uncertain. For one thing, telecommunications technology has developed rapidly in recent years. As it becomes possible for tech hardware to be more biologically integrated into our bodies, this is likely to have an impact on people’s choices and preferences around telecommunication software platforms. And whether this will reinforce the pre-eminence of leading social media services, or instead trigger a migration to other services, or perhaps even a wider backlash against the escalating system of hyper-connectedness, is, at this point, anyone’s guess.

This uncertainty should make us averse to confident claims about the permanence of the status quo. If we can predict anything about how the world will appear to our descendants, it is that it will not look the same to them as it looks to us now. In the years ahead, new communicative technologies have as much potential to supersede today’s leading technologies as those technologies themselves had before they started making landline telephones and fax machines obsolete. Of course, it is possible that today’s tech giants will manage to ‘lock in’ their position in the telecommunications landscape. But any such stasis seems unlikely, so long as we are viewing things from a moderately sceptical, historically minded vantage point.

Conclusion: the machine stops

The arguments I have been considering are all premised on a negative view of social media. Those who make privileged-based objections to Quitting tend to agree with Quitters that what Facebook and others are doing and facilitating is, on balance, bad for users and for society. The dispute is about how we assess avoidance and retreat as responses to this. I have argued that Quitting should not be seen as a way of consigning people for whom it is costly to Quit to an unhappy fate. Instead, it can be understood as a way of increasing the likelihood of structural change in a system that has costs for most of us, however privileged. We are not obliged to Quit, but we should be doing our part—whether we are working inside or outside of the social media ecosystem—to try to make our communications technology and practices better in the future. Quitting can be a way to push in this direction, and while the impact of any individual’s Quitting is tiny, it is, by the same token, commensurate with each individual’s rightful share of control over our shared conditions. The critics who see Quitters as selfishly ducking away from a problem that calls for a collective remedy cannot make this allegation stick unless they prematurely conclude that individually precipitated change is unachievable. But we have no grounds for being doggedly sceptical about the possibility of change, or credulous about the idea that social media in its current form is here to stay, with all its problems. There is no conclusive reason to believe that change in this area is unachievable. But an ongoing widespread belief that it is unachievable will mean that it may as well be.

It is easy to deride people who reject the ascendant technologies of the day. We can psychologize their justifications and ascribe to them various kinds of dubious motives: nostalgia, pastoral romance, wishfulness, vanity. But the ones doing the deriding can be psychologized as well. E. M. Forster’s 1909 story The Machine Stops—a prescient, if ultra-pessimistic depiction of an internet-like technology—is an illuminating touchstone here. Forster envisages a dystopia in which humanity lives in a giant mechanized network of self-sufficient, single-occupancy living pods. These are wired up for instantaneous screen-and-audio communication with other pods, a function that is mostly used for discussing culture and ideas, with the occupants rarely venturing outside their pods. Eventually, the maintenance system for the entire world-machine starts to falter, and it transpires that humanity is doomed because all know-how for mending the ‘mending apparatus’ has long been lost.

Forster is a little heavy-handed in some of his remarks about the alienating nature of technology. But he succeeds in illustrating how people who become reliant upon a technology can start to begrudge any effort to get by without it. The protagonist, Vashti, has a son who sets out on dangerous and unauthorized explorations outside the machine. Vashti feels her son is being not just foolish and uppity, but somehow treacherous in his ventures. More than anything else, she resents his dogged refusal to accept the reality of the machine’s central position in human affairs, for good or ill. In Vashti, we see a portrayal of how people who have lost all perspective on the technologies that rule their lives can convince themselves that it is in fact those who are trying to regain perspective—recapturing a sense of the possibilities for acting contrary to the machine’s affordances—who are being unrealistic or naïve.

There probably is a dash of bourgeois piety in the motivational stew that is fuelling some Quitters. But there may also be a dash of piety, with a different flavour profile, in the anti-Quitters’ stew of motives too. No one is claiming that Quitting will enable us to magically wind back the clock on communications technology. The point is that we should be trying to make communication technology work in humanity’s collective interests, more than it is currently, and that withdrawing from social media is one way to spur change—at least as good a way as petitioning power players to benevolently intervene. Quitters are not ipso facto opting out of the collective task of trying to improve our communicative systems, and in their Quitting they are weakening the network effects that have enabled certain platforms to acquire a momentary stranglehold on society. There is nothing untoward about taking steps that help to ready the soil in which a new—and we may hope, less centralized, uniform, and destructive—set of communicative systems can take root.
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Notes

1.‘The Ethics of … Deleting Facebook,’ The Ethics Of, 13 April 2018, http://theethicsof.com/2018/04/13/the-ethics-of-deleting-facebook, accessed 11 October 2021.

2.See http://techradar.com/news/internet/mark-zuckerberg-outlines-facebook-s-social-mission-1059550, accessed 11 October 2021.

3.For a broader overview of the motivations that people have for quitting, and for engaging in other forms of ‘digital detox’ behaviour, see Syvertsen and Enli (2020).

4.This assumes that privacy is essentially an individual good. But if privacy is in fact a public good, if we have a duty protect our privacy not just for our own sake, but for the sake of others, as Véliz (2019) argues, then the worries about privacy can be seen as being addressed not just to power players, but to individual users as well. Even so, much ethical criticism about privacy issues around social media positions the individual social media user not as the culpable perpetrator of the problem, but as the potential victim of the problem.

5.One may argue that we have ethical reasons, not just prudential reasons, to be good democratic citizens. However, our civic duties are about meeting a threshold of democratic competence, rather than optimising or maximizing democratic competence. Nevertheless, the user who meets this threshold still has pro tanto prudential reasons to quit, by virtue of social media’s negative effects on his democratic competence.

6.Note that a number of authors who defend quitting nevertheless readily concede this premise (e.g. Helfrich 2018; Johnson 2018).

7.The way I have formulated the Privilege Principle incorporates two kinds of requirements. Early work on privilege, particularly McIntosh (2005), stresses the importance of cultivating sensitivity to privilege and its concrete manifestations. More recent work on privilege (e.g. Dunham and Lawford-Smith 2017) puts more stress on the importance of practical action aimed at compensating for the unfair implications of privilege. Some recent work (e.g. Podosky 2021) suggests how these two kinds of requirements can be brought together: the active cultivation of certain patterns of awareness and thought, related to identity-based privilege, can conduce to social changes that rectify the injustices borne of privilege.

8.This roughly encapsulates the main distinctive feature of a convention, as per the philosophical understanding of convention that has been widely espoused since Lewis (1969).

9.Notice also the false dichotomy in Vaidhyanathan’s (2018) op-ed piece on quitting: ‘Don’t Delete Facebook. Do Something About It’. This tendentiously presupposes that deleting Facebook isn’t itself a way of ‘doing something about it’.

10.Related to this point, there is another example of a revealing headline, namely, Heather Kelly’s (2018) op-ed piece on quitting entitled: ‘Here’s How to Delete Facebook. (It Won’t Help)’.
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CHAPTER 35

The Ethics of Brain Uploading

Francesca Minerva

Brain uploading and life extension

Brain uploading, or whole brain simulation, is a potential future technology aimed at creating one or more digital copies of a biological brain (Agar 2011; Chalmers 2014). In this chapter, we focus on the ethical implications of human brain uploading, that is, on the ethical issues that can arise when a human brain is moved from a carbon-based substrate, such as a human body, to a digital one, such as a computer (Hauskeller 2012; Walker 2014). The basic assumption at the basis of brain uploading is that the information (mental states, memories, psychological traits, etc.) stored in the brain can be copied and uploaded on a digital substrate. The digital substrate could be a computer running a virtual reality programme or a hybrid consisting of a biological and a digital entity (for instance, if humans and machines merged, an individual could have a digital brain in a biological body or there could be half biological–half digital brain hybrids, etc.) (Häggström 2021).

The main reason why some people are interested in brain uploading is the desire to extend their lifespan by several years and perhaps even indefinitely (Kelly 2020; Hughes 1995).

The main advantage of using brain uploading as a life-extension tool is that digital entities do not age in the same way and at the same speed as biological entities do. Our bodies cannot live for much longer than a handful of decades before eventually structural failure and accumulated damage bring any human, even the healthiest ones, to death.

On the other hand, a digital brain would be a more robust and energy-efficient medium than a biological brain, just like the data stored in our laptops can survive, if properly saved, for much longer than the hardware of our laptops (Cerullo 2015). Moreover, once a brain has been uploaded, it becomes relatively easy to make multiple copies of it and to keep them up to date with the original (or the copy that is being ‘active’—i.e. connected to input sensors that allow it to experience the surrounding world and, in turn, to process the information). Even if the upload was destroyed and could no longer be in use (the equivalent of human death), another copy could easily replace it.

At the moment, brain uploading is merely speculative, and it is not clear whether it will ever become feasible in practice (Cheshire 2015). However, since there is a not negligible possibility that this technology will be developed in the future, we should start thinking about its possible implications, since we need to understand whether this is a project worth trying and whether the pros of brain uploading do outweigh the cons. Some of the dilemmas related to brain uploading have to do with theoretical questions about consciousness, personal identity, and moral status (Walker 2014; Cerullo 2015). Other dilemmas deal with the ethical, social, and legal implications of moving from a biological to a digital substrate or a biological–digital hybrid state (Feygin et al. 2018; Sotala and Valpola 2012).

At a more general level, philosophers disagree with respect to the actual possibility that digital entities can be conscious, since many believe that only carbon-based individuals can experience consciousness. The disagreement depends in part on what different philosophers take ‘consciousness’ to mean but especially on what they believe to be the essential requirements for consciousness to arise in an entity. Those who believe that consciousness can only arise in carbon-based entities exclude the possibility of a conscious artificial intelligence (AI) or a conscious brain upload, for that matter. Illustrating this debate is beyond the scope of this chapter. It is enough to say that the approach to consciousness underlying this chapter is a functionalist one according to which consciousness emerges from certain causal structures and causal roles. According to this approach, consciousness could emerge from any entity, regardless of its substrate, insofar as it is organized correctly.

In sum, we don’t know if brain uploading will allow future humans to achieve life extension because we don’t know if such uploaded entities will be conscious. Nevertheless, I will consider a few possible scenarios entailing successful brain uploading (i.e. brain uploading which is conscious and similar enough to the original) and its ethical implications.

Is this the real world or is this just a simulation?

Philosophers have discussed the ‘brain-in-a-vat’ thought experiment for a long time, though it is only recently that this option has become a possibility (though remote) rather than a mere thought experiment. In the past, the brain-in-a-vat hypothesis has been entertained to discuss sceptical arguments with respect to the possibility of knowing the external world.

Descartes had initially introduced this problem using the example of an Evil Genius who makes one believe that there is a whole world outside (the world one believes one is experiencing), whereas in reality there is nothing and it’s the Evil Genius who makes one believe that something exists (Descartes 1641). In modern times, Gilbert Harman (1973) and Hilary Putnam (1981), among others, adapted the Evil Genius thought experiment and came up with the thought experiment of a ‘brain in a vat’, which lives in a simulated reality. What the brain in a vat interprets as real-life experiences are instead the results of the neurons being stimulated and the brain’s response to such stimuli. So, just like in the case of the Evil Genius, the brain in the vat is wrong in believing it is actually experiencing something in the real world.

An uploaded brain, if not merged with a biological body and if not uploaded on a robot which can be stimulated by real inputs in the same way as all living beings currently are (or maybe they just believe they are?) (Bostrom 2003), could live as an upload in a simulated reality where, like in the brain-in-a-vat example, the stimuli don’t come from the outside world but from a computer.

In the cases discussed by Descartes, and then by Harman, Putnam, and Bostrom (among others), the main issue they want to address is the scepticism towards what we perceive to be real: ‘Is this the real world, or is it just a simulation?’ is the question they ultimately want to answer. But such scepticism wouldn’t necessarily be more of a problem for the uploaded brain than it is for the rest of us, human beings living right now. Indeed, while it would be possible to upload a brain to a virtual reality programme without letting them know they are in a simulation, two other scenarios are also possible. In one scenario, the brain is uploaded on an entity, biological or a robot, that allows them to keep being stimulated by the real world as they did before being uploaded, that is, when they were still like us. In another scenario, the uploaded brain would freely choose to live in the virtual reality programme (as in the episode ‘San Junipero’1 in the Netflix show Black Mirror) or as something more similar to a brain in a vat (as in the Roald Dhal’s short story, ‘William and Mary’2).

Granted, if we already live in a simulation, as some philosophers suggest (Bostrom 2003), then the uploads would end up living in a simulation within the simulation. But it’s not clear that this would be worse than living in a simulation (as the uploads did before being uploaded and as we might be doing right now) or than not experiencing anything at all, that is, being conventionally dead. Indeed, one might say that the uploads choosing to live in the simulation would be more aware of the true nature of their experiences than those, like us, who might be living in what we believe to be ‘the real world’—if it turned out that the ‘real world’ is just a simulation in itself. If we are all already in a simulation without knowing it, we are living our lives ignoring the real nature of our experiences. If the uploaded brain knowingly lived in a simulation, they would be at least aware of living in a simulation (though they wouldn’t know they were in a meta-simulation). So, even though uploading a brain into a virtual reality programme against their will or without telling them would be immoral, at least in most circumstances, for those who choose to upload their brain in digital form there is no reason to believe that they would know less about the reality they live in than they currently do. In sum, there is nothing inherently bad about living in a simulation, especially if this is a free choice, and, for some people, this would be a preferable option to experiencing nothing at all.

How to upload a brain

The details pertaining to the practical procedure involved in brain uploading are not relevant to this chapter. However, in order to better understand the ethical aspects of brain uploading, it is necessary to have at least a rough idea of what the possible technologies being discussed in order to achieve it are and how they would work.

Following David Chalmers (2009), we will assume that there are three main forms of brain uploading (though we can’t exclude that other technologies might be developed in the future): destructive brain uploading, gradual brain uploading, and non-destructive brain uploading.

Destructive brain uploading is the uploading that is more likely to be developed first, given current knowledge. In this kind of uploading, the brain has to be sectioned in very thin layers (hence why it is called ‘destructive’). Subsequently, every thin layer is analysed and its structure recorded, creating a faithful copy of the neurological information on each layer. Finally, this information is uploaded to a computer model running a programme with a simulation of neuronal behaviour. In order to scan the brain with this particular method, the biological brain needs to be sectioned, hence the original and the copy don’t coexist at the same time since the copy can be created only when the analysis and recording of all the information in each layer is completed (Chalmers 2009: 42).

Gradual uploading would most likely involve nano-transfer. Nanotechnology devices would be attached to each neuron and would learn to simulate its behaviour and replicate its connections. Once this process was completed, the nanotechnology would replace the biological neuron and would offload the processing to a computer so that eventually every neuron would be replaced by an emulation and could be uploaded onto a digital entity.

In this case, the original brain would not need to be destroyed; hence, the original and the uploading could exist at the same time or they could partially coexist, if the nanotechnology would end up damaging or destroying the neuron to which it was attached. It would therefore be possible for someone to be halfway in the process of having half of their brain in digital form and half in a carbon-based one (Chalmers 2009: 42).

Non-destructive uploading is the most far-fetched kind of uploading of the three at the moment since it would be the most difficult to realize in practice. This kind of brain uploading would rely on brain imaging. The proposal is that of scanning the brain through brain imaging, recording, and then uploading the neural and synapses activity (without having to slice the brain as in the destructive brain uploading). In this case, the whole biological brain and the digital copy (or copies) would easily coexist at the same time (Chalmers 2009: 42).

Survival

Even though none of the above-mentioned uploading techniques is likely to be developed any time soon, we need to understand whether they could, in principle, deliver life extension. The key questions we are trying to answer in this chapter are: ‘Can a brain upload be conscious?’ and ‘Would my brain upload be “me” in a relevant sense?’

If one assumed that the digital copy of a brain could not possibly be conscious, then there would be no chance that one could survive the upload. However, we can’t be sure that the upload would not be conscious and, more generally, that digital entities cannot be conscious. Therefore, we need to take into consideration the possibility that brain uploads, as well as robots and other entities that are digital-based, could, at some point, be conscious.

On the basis of a functionalist approach, we can assume that a digital entity could be conscious. Now, the next important question to ask is whether the digital version of the brain would be, in a relevant sense, the same person as the biological individual with the original brain. It would not follow from the fact that the uploaded brain would be conscious that it would also preserve the essential features that make the person before the upload who they were. For someone to survive the upload, in other words, they should have not only a conscious brain but also their own conscious brain.

The plan of using brain uploads as a life-extension tool can only work if an upload (and any copy of it) would turn out to be as good as biological life with respect to survival over time (Sandberg and Bostrom, 2008). To some people, this idea sounds downright absurd. However, if we start thinking about the implications of a head transplant, we might end up with intuitions that conflict with the ones about brain uploading.

Although a head transplant on a human has not been performed yet, the Italian doctor Sergio Canavero has claimed that it could be a reality within the next decade (Ren and Canavero 2017). The recipient of the transplant would be a patient experiencing severe disability in the body but who had a perfectly healthy brain. The head (with the whole nervous system) would have to be removed and attached to a deceased donor’s body. Though this kind of surgery is not available yet, it’s useful to use it to test our intuitions with respect to the role of the brain–body link in survival over time. If a patient’s head were transplanted onto a donor’s body, could that patient, upon waking up from the surgery, say ‘I am the same person who underwent the surgery, I remember who I was before the surgery and I’m glad I’ve survived’ in the same way as a person undergoing a trivial intervention, such as a root canal, would still be themselves after the surgery? In other words, would they be the same person waking up from the transplant, even though their body (apart from the head) is completely different? Some people might say ‘No’ because they believe that body and brain are both equally essential to survival over time or, in other words, they believe that once the brain is separated from the body, a certain individual ceases to exist. But the ones who believe that someone could survive a head transplant in the same way as they could survive a root canal (i.e. without doubts about whether they would be the same person upon waking up) probably also believe that what matters to survival has something to do with the brain. Of course, someone might say that an individual can only survive over time if no part of their body is ever replaced, but this would imply that nobody survives over a small number of years since all the cells in our body are replaced every seven years (and some of them even more often than that). Philosophers have discussed whether the ‘ship of Theseus’ thought experiment applies to consciousness as well (Floridi 2011). From what most people who undergo organ transplants report and from the experience of each of us of replacing all our cells several time throughout our lives, it seems reasonable to argue that we indeed survive over time, even though we go through a replacement of our body parts. To claim the opposite (i.e. that losing and/or replacing some bits of our bodies would be equivalent to dying) would be quite bizarre and not easy to justify on the basis of the empirical evidence currently available: it would imply that a root canal or a heart transplant would not be better than death, which is a bizarre claim. Moreover, we know from people who have undergone heart transplants that they still feel like themselves after the surgery. If these people felt like they were no longer themselves and that being dead would be the same as undergoing the transplant, we wouldn’t have so many people feeling grateful for the interventions that saved their lives. Of course, one might feel different after a transplant, especially a transplant that changes visible features, as in the case of a face transplant. Perhaps, people who were used to the previous facial features would relate to them in a different way, but their survival over time—the relation-R in Parfitian terms—would not be affected by such a type of intervention. Derek Parfit argued in Reasons and Persons that personal identity is not necessary for persistence over time but rather Relation R (psychological connectedness or psychological continuity): ‘Personal identity is not what matters. What fundamentally matters is Relation R, with any cause’ (Parfit 1984: 287). Following Parfit’s logic, then, uploading could be a tool to persist over time insofar as these copies have psychological connectedness or psychological continuity with the original.

So, someone who believes that a head transplant is compatible with survival over time would either hold the view that the brain as a biological organ is essential to survival or that the brain in a metonymical sense (i.e. the word ‘brain’ is a part of what we really mean when we refer to our mental states, memories, psychological traits) is essential to survival. One could hold the view that the brain as a biological organ is essential to survival as a person, perhaps because they believe that consciousness can only emerge from a brain that is made of biological material. Nevertheless, it is also reasonable to argue that what matters in the brain is not the hardware but the software, like in a computer. When a computer stops working, we are mostly concerned about the files we have stored in it, not about any particular hardware piece. If the files have been backed up, it is easy to download them onto a new machine.

The parallelism between the human brain and a computer is useful for illustrating what people are trying to achieve when they say they want to extend their lifespan through brain uploading, but it has its limitations. For instance, we do not know whether there is something special about the fact that our ‘files’ are ‘stored’ in a biological brain, so we do not know what might happen if we changed substrate and moved to a digital one. It is possible that uploading a copy of our brain’s ‘files’ onto a different substrate would not be the same as uploading them onto a biological brain. If so, we would have to conclude that it might be possible to survive a head transplant but not a brain upload.

Consciousness

The key question to understanding whether brain uploading could be used as a life-extension tool is the conceivability of digital consciousness. This is a tough question to answer because we do not fully understand—or, at least, we disagree on—what consciousness is or what it does, and we cannot always easily tell apart a conscious being from a non-conscious one.

Philosophers trying to answer questions about the nature of conscious systems have provided various possible answers to questions related to consciousness. We will briefly mention only two: the biological and the functionalist one (for a more detailed map of the spectrum of theories about consciousness, see Van Gulick 2021) and, throughout the chapter, we are taking a functionalist approach to consciousness, though the same arguments would probably also apply to panpsychism (Goff et al. 2022). Biological theorists of consciousness share the view that consciousness can only emerge from biological entities (Olson 2001, Olson 2002). According to biological theorists, a brain upload, no matter how accurately mimicking the original, could never be conscious (and, in turn, a digital brain could never be the same as a biological one, and uploading the brain while destroying the original would be equivalent to dying).

Functionalist theorists of consciousness, as we have seen, believe that consciousness emerges from certain causal structures and causal roles and can emerge also in non-carbon-based entities (Shoemaker 2004). According to functionalists, an uploaded brain could be conscious and could be similar enough to guarantee the survival of a biological individual.

Unfortunately, at the moment, we cannot tell which theory is correct since we don’t have much understanding of how and why a biological system becomes conscious in the first place. David Chalmers has argued that functionalist theories are closer to the truth than biological ones and that we have no particular reason to believe that biological systems are more likely to be conscious than non-biological ones, at least when they function in the same way. To prove this point, Chalmers asks us to imagine that a perfect upload of a brain can be transferred to a computer (Chalmers 2009: 209). For every neuron in the brain, there is an equivalent digital unit that perfectly replicates its input and output behaviour. Every processing activity in the brain is replicated with accuracy by the upload so that the upload is a functional isomorph of the original. Now, he says, let’s consider a gradual form of uploading in which each brain component is replaced with digital equivalents. The whole procedure could last between minutes and years, depending on the technology chosen and how quickly these brain areas can be replicated in digital form.

Chalmers postulates that, during this process, consciousness could behave in three ways: (a) it could suddenly disappear so that a fully conscious being would become unconscious upon removal of a single component; (b) it could gradually fade out over an increasing number of replacements; or (c) it could stay through the whole process during which all of the components are replaced.

According to Chalmers, it is unlikely that consciousness would disappear as soon as one component is removed since we know we can easily survive the loss of some neurons in mild accidents. So, we need to consider the next scenario, where more components are replaced at the same time, and ask ourselves again what is likely to happen when a certain, progressively larger number of components has been replaced. In this new scenario, there would be either a gradual fading of consciousness or a sudden disappearance (for instance, when 100 out of 1,000 components were replaced). Eventually, then, we have either gradual fading or sudden disappearance when a single component is replaced and, according to Chalmers, both scenarios are possible but he believes they are not very probable. What he believes to be the most likely scenario, instead, is that full consciousness would stay through the whole replacement: ‘On this view, all partial uploads will still be fully conscious, as long as the new elements are functional duplicates of the elements they replace. By gradually moving through fuller uploads, we can infer that even a full upload will be conscious’ (Chalmers 2009: 47).

Until brain upload is attempted, it’s not possible to tell whether Chalmers is correct in believing that consciousness would stay throughout the whole process. For all we know, consciousness could disappear altogether when a certain percentage of the biological brain is replaced with a digital isomorph substitute, or could be qualitatively different from biological consciousness, or could be intermittent, with digital individuals constantly switching between the states of conscious being and that of philosophical zombie. However, Chalmers’s arguments show that it is at least conceivable that an upload could be conscious, which is sufficient to us in order to continue discussing the ethics of brain uploading.

Personal identity

We have just seen that, according to some accounts of consciousness, brain uploads could be conscious just like biological humans are conscious. However, being conscious might not be enough to claim that brain uploading can be a tool in life extension. Migrating the content of one’s brain to a conscious digital substrate would not be much different from dying if one couldn’t think of oneself as the same person one was before undergoing the upload. To put it very simply, what matters for survival is that one could meaningfully say ‘I have made it, I have survived the upload’, meaning that one remembers being the same entity one was before the upload. Derek Parfit explains this point, asking us to imagine someone who needs to be tele-transported to Mars. The machine for the tele-transport works in the following way. There is a part of the machine, ‘the Scanner’, that destroys the brain and the body of an individual while recording the exact state of all the cells; this information is then transmitted to a ‘replicator’ on Mars, where a brain and a body identical to the original will be created out of new matter (Parfit 1984: 200–201). Upon their arrival on Mars, the individual feels exactly like themselves, they have the perception of being the same person they were on earth. According to Parfit, in this case, being destroyed and replicated is as good as ordinary survival, even though some would disagree and claim that, since the individual has been replicated out of new matter, they have not survived. This individual is not numerically identical to the one on earth but is qualitatively identical to them, and that’s what matters in order to survive over time, so Parfit claims.

Throughout our lives as biological creatures, we face events that can put at risk our chances of surviving over time, such as dramatic accidents that alter our mental states to the point that our loved ones don’t recognize us, or diseases that destroy all of our memories. Imagine that someone has a car accident and ends up in a comatose state for several years. When they eventually wake up, the doctors can see that they are conscious and that their brain has restarted to function normally. However, their family members can notice that they are very different. They hardly remember anything about their past, they do not remember who they were or who they are, they are no longer interested in the same things they used to like and they seem to have different preferences. In such a situation, we would say that even though they are numerically identical to the person they were before getting into a comatose state, they are not qualitatively identical to the person they were before the accident.

Some people might have the intuition that they are the same person and they have survived the accident because they are still themselves, even though they have changed. In a way, we all go through radical changes when we go from infants to adults, and yet we don’t think of those cases as dying. As Derek Parfit pointed out (1984: 202) when we worry about our survival, we mostly worry about preserving our numerical identity. For instance, even though some life experiences can change us profoundly (growing older or having a brain injury), we do not perceive such change as a threat to our survival. However, he adds ‘certain kinds of qualitative change destroy numerical identity. If certain things happen to me, the truth might not be that I become a very different person. The truth might be that I cease to exist, that the resulting person is someone else’ (1984: 241).

To clarify this point further, we can consider another hypothetical case. Imagine a future technology, ‘the Eraser’, capable of emptying every neuron of the information contained in it and deleting every synapsis and every connection between synapses of the information they carry. Imagine a person (Mary) using the Eraser and then using some technology that allows another person’s brain (Tom), previously uploaded on a computer, to be downloaded to Mary’s grey matter (the machine that uploads and downloads the content from a biological substrate to a digital one and vice-versa is called ‘the Swapper’ and the Swapper can also make multiple copies of a brain and download each copy in very many biological people whose brains have been previously subject to a treatment with the Eraser). Upon waking up, Mary would be conscious but she would have all of Tom’s mental contents: his memories and mental states, all of his preferences and interests, but no trace of her mental states before undergoing the Eraser and the Swapper. The person coming out of this experiment would be numerically identical to Mary (after all, most or all of her cells are there in the exact same place as they were before as the erasing and the swapping happen within a few minutes), but would be qualitatively identical to Tom or, at least, would be more qualitatively similar to Tom than to Mary. For human beings, the preservation of the information in the brain is crucial to personal identity and, in turn, for survival over time. If the only alternatives to death offered to someone were to either undergo the treatment that Mary underwent or the one used on Tom, it would make sense to them to choose to undergo the same intervention administered to Tom because, even though Tom wakes up in a different body, he still has access to all of his thoughts, memories, mental states, etc. (Tom experiences something similar to a brain transplant.) On the other hand, Mary would not even be able to recognize her body as her own body since the Eraser deleted the memory of being that body at an earlier time, so, to all intents and purposes, ‘Mary’ (or what used to be Mary) does not seem to be any longer the same person (and, indeed, she might be someone else, though she would retain her numerical identity).

If someone believes that psychological continuity is the only thing that matters for survival, they would probably believe that Mary has ceased to exist and that she is now Tom. Alternatively, one could believe that, since only the content of Tom’s brain was downloaded into Mary’s brain structure, both Tom and Mary have ceased to exist, and someone else has replaced both of them. Yet another possibility would be that, even though Mary’s mental states and memories have been removed from her brain, she is still Mary because what matters is that she has preserved her body and brain (by the brain, in this case, we mean a shell made of tissue, not the mental states in it), and her mental states and memories are not what makes the difference between being Mary and not being Mary or between being Mary and being Tom.

The reason why people—and perhaps most people—think that it would make sense for someone to care more about preserving their mental states (i.e. the content of their brain) rather than their body is that we are usually inclined to believe that psychological connections between our past, present, and future selves, or continuity of our psychological features, is what matters the most in order to survive over time. This is not to say that there is no disagreement about this intuition among philosophers. Some of them claim that biological continuity matters the most (Olson 1999). There are also disagreements about what kind of psychological continuity (connectedness) is relevant to survival over time. However, if one believes that psychological continuity is relevant to survival, then uploads could be life-extension tools. If one believes that all that matters for survival is physical continuity, then uploading is not better than death.

Another relevant aspect of brain uploading that we need to consider when discussing personal identity and brain uploading is branching (or creation of multiple copies). Some philosophers believe that psychological continuity is necessary to survive over time and believe that such survival should take a non-branching form (Gustaffson 2019). According to them, brain uploading could be a form of life extension only in its destructive form but not when both the original and the copy or copies are alive. Insofar as we exist as purely biological beings, there is no (or very little) chance that our brain could be branched in two or split into multiple copies (perhaps some future technologies will allow the splitting of a brain and the replacing of half a brain in a different body, but for now it’s not possible). We know that people can survive with only half a brain and can be highly functioning, as proven by patients who have to undergo hemispherectomies, an intervention aimed at curing some severe cases of epilepsy by removing a large part of the brain or cutting the links between the two hemispheres (Robinson 2019). In these cases, however, the other half of the brain is not implanted in another individual, therefore, by any account of personal identity, the patient does not cease to be themselves, but they are only themselves with half their brain.

With brain uploading, though, things get considerably more complicated since, once the brain has been transferred to a digital substrate, it is easy to make one or more copies of it. If these copies of the brain are implanted in different individuals, or computers, or robots, then we end up with several different individuals who, at the start, share the same past mental states. The question is whether, in these cases, brain uploading can be a tool for life extension.

On some accounts of personal identity, branching is death (Cerullo 2015): if Tom can, for instance, talk to his upload, go on a walk while the upload is sleeping, or do things that the upload does not even know about, then the upload cannot possibly be Tom. More importantly, if Tom dies, his upload may keep on living (indeed, that is the plan), but Tom cannot be at the same time both dead and alive. But if Tom and his upload are not the same person, it means that Tom will not survive through his upload because the upload is someone else (though they share the same past, up to a point). However, in cases in which Tom dies, and his brain is then scanned and uploaded, then it would be easier to believe that the upload is Tom (just like in the case of the person tele-transported to Mars in Parfit’s example).

According to other accounts of personal identity, branching is compatible with survival because it is compatible with maintaining personal identity (Cerullo 2015). According to Cerullo, even though ‘we will probably never be able to completely imagine consciousness splitting off into parts that are equally ourselves’, we are still able to conceptualize having multiple copies of us living in parallel universes, and this is similar enough to what would happen if we had several copies of the uploaded brain at the same time.

Derek Parfit, instead, argued that personal identity is not necessary for persistence over time (he thinks that personal identity cannot take a branching form) but rather ‘Relation R” (psychological connectedness or psychological continuity: (Parfit 1984: 287). Parfit says that ‘What fundamentally matters is Relation R, with any cause. This relation is what matters even when, as in a case where one person is R-related to two other people, Relation R does not provide personal identity’ (Parfit 1984: 287). If Parfit is right, then uploading could allow persistence over time, at least under some circumstances. In sum, even though we cannot be sure that brain uploading, especially in the branching form, could preserve personal identity (or Relation R, for that matter), we also cannot rule out brain uploading as a tool to achieve life extension.

Moral status

Another important ethical issue to be addressed when discussing brain uploading pertains to the upload’s moral status. Having moral status is important because it is often considered an essential feature of individuals who are the bearers of fundamental rights such as the right to life. Philosophers do not agree about who or what should be granted moral status because they disagree about the parameters according to which one can be attributed moral status.

Some philosophers have argued that moral status should be conferred to all those beings who have more or less sophisticated cognitive capacities, but there is no agreement about which specific cognitive capacity (or how sophisticated) is a necessary and sufficient condition to grant moral status (Minerva 2019; Liao 2020). Suggestions include consciousness, sentience (De Grazia 2020), the presence of self-concepts and self-awareness, the capacity to engage in self-motivated activity (Warren 1973), and the capacity to understand oneself as a continuing object of experiences. According to the approach based on cognitive capacities, only individuals with these capacities can be attributed moral status and thus be considered ‘persons’. Merely being a human being is not a sufficient condition to be considered a person, that is, an individual with moral status. Conversely, non-human animals who possess these capacities (such as, for instance, primates) can be attributed moral status.

Other philosophers have argued instead that moral status should be attributed to beings who have the potential to develop such sophisticated cognitive capacities, even though they have not developed them yet (and they might never do so) (George and Gomez-Lobo 2005). According to this approach to moral status, even if foetuses do not have sophisticated cognitive capacities, they should be attributed moral status because they have the potential to become fully grown humans possessing these cognitive capacities.

Finally, other philosophers argue that moral status should be attributed on the basis of special relationships so that, for instance, all members of the human species should be attributed moral status qua members of a community whose members have (for the largest part) moral status (Metz 2012).

We can assume that a successful brain upload would have the same cognitive capacities as the original. If it were the case that the uploaded brain would be a functional isomorph of the original, then, according to the account for which certain cognitive capacities are a necessary feature of individuals with moral status, it should have moral status.

However, if it were the case that the upload lacked consciousness (i.e. if the upload were a philosophical zombie) and consciousness was considered a necessary condition for the attribution of moral status, then it would follow that the upload would not have moral status. To people who believe that consciousness is an essential feature of entities with moral status, the issue of moral status is the same as that of consciousness. As we have already discussed, if one believes that consciousness is a function of a certain kind of brain activity or of how certain matter is organized, then consciousness would emerge in any kind of entity producing that kind of brain activity, regardless of its substrate. If, on the other hand, one believes that consciousness can only arise from a biological substrate or that consciousness involves further facts apart from data processing, then they would have to exclude the possibility that uploads could be conscious and have moral status.

Those who think that moral status can be attributed to individuals with the mere potentiality of developing certain cognitive skills can at least conceive an upload with moral status. This would be the case also if they held the view that consciousness is a necessary feature for the attribution of moral status and if they held the view that brain uploads are not conscious. According to this approach, it’s plausible that even though brain uploads might not be conscious immediately after the transfer, or even years after the transfer, they still have the potential to become conscious through technological advancements. Also in this case, if one excluded a priori the possibility that a non-biological entity could ever be conscious, they would also have to believe that brain uploads have no potential to become conscious and have moral status.

Finally, it seems that someone holding the view that moral status can only be attributed on the basis of special relationships could not exclude the possibility that brain uploads could have moral status (Jaworska and Tannenbaum 2014). The brain upload would perhaps be able to maintain the relationships developed when existing in the form of a biological human being and would also be able to establish new ones, either with other biological beings or with digital ones. The upload would perhaps not count as a proper member of the human community but would be at least part of the community of the uploaded human beings, and there is no particular reason to believe that such relationships would not count as much as those among members of the human species.

From a practical perspective, if the problem of consciousness were not solved and there was no way to understand whether brain uploads are conscious (or at least could become conscious) or are just philosophical zombies, it is anyway likely that they would be treated as if they had moral status because they would behave exactly like biological persons and it would be impossible to tell apart whether they were persons or not (and indeed, if there were any philosophical zombies among us, we wouldn’t be able to identify them, so in theory, we could be already attributing moral status to philosophical zombies). Of course, this might not be the case for all kinds of uploads, but it would be the case for at least some of them, and it is reasonable to assume that if such uploads looked and behaved in ways that would not be distinguishable from humans, we would not be able to tell them apart from their ‘original’.

Vulnerability

Our human, carbon-based bodies often appear to us to be extremely vulnerable. We are vulnerable to viruses and bacteria, to accidents and bad luck, our bones can break, our memories can fade away, and time eventually wears us out and kills us. Uploading the brain to a non-carbon-based substrate can appear to be a much safer option, given that digital entities are not exposed to the same kind of threats that we are.

However, brain uploads have vulnerabilities of their own, and it is not obvious that a brain emulation would be necessarily less vulnerable than a human being. The software and the data that constitutes digital beings can be erased and modified or illicitly copied by accessing the system on which they are running, just like the Word document I am typing in right now could be modified or erased by anyone who found a way to access my laptop. Or if electricity (or any other energy source that will be used in the future) were cut off, the brain upload might be fatally damaged. Even if the digital brains were uploaded on a robot, or a human merged with a machine, they would not have self-contained bodies in the same way as we do: their digital component would still be accessible and hackable in a way and to a degree to which our biological brain is not.

Brain uploads would also bring about complex issues related to privacy (Sotala and Valpola 2012). The system on which they would be running would record their behaviour. Similarly, their states could be inspected and, perhaps, interpreted in a meaningful way so that it would be easy for an external entity to access the content of the memories and mental states in the uploaded brain. The idea of a hacker accessing our online data is already quite worrisome, and, indeed, most countries have legislations in place to protect people’s privacy and punish the infringement of the right to privacy. However, the violation of privacy could have way more serious effects if the individual was a digital one as it would be possible to have access to the whole content of their brain rather than ‘only’ to their personal data, as currently happens in cases of a hacker attack.

In a future in which brain uploads were feasible, and many of us chose them as a back-up in case the original brain were injured or destroyed, or if some people chose to move exclusively to the digital substrate, strict regulations would have to be put in place to protect the privacy of our digital counterparts so as to make sure that the very common preference for not having one’s thoughts accessible to others could be respected. One early necessary step would be that of granting the ownership of the hardware on which the brain is run to the emulated person (in the same way as we have ownership of our bodies). We are already familiar with the kind of challenges involved in protecting our digital persona’s privacy online (Véliz, this volume), the high risk of being exposed to hacking, or breaches of privacy from the companies owning the hardware that constitutes our computers and the software and programmes running in them.

Even though measures could be taken to reduce the vulnerability of uploaded brains, such as, for instance, encryption, the problem is probably never going to be completely solved because, even though the technology would probably improve over time, other threats could arise. Just like we keep improving our online systems’ security to protect them from hacking attacks, but at the same time hackers keep improving their skills to break into these systems, it is possible that cybersecurity will never be achieved.

Coerced immortality

In a sense, vulnerability and mortality are distinctive features of our current existence, and they might represent an essential part of it. A number of arguments have been put forth to suggest why an immortal life wouldn’t be genuinely human. Bernard Williams argued that a very long life would lack coherence (Williams 1973): we can think of how difficult it would be to write a coherent novel if there were thousands of characters and stories. Heidegger claimed that a life without an end would be formless and, as such, non-human (Heidegger 1927). Todd May argues that it is part of a human life to experience the urgency to do things before life is over, and this is a hallmark of human experience that would not apply to indefinitely long lives (May 2014).

Even though one of the reasons why some people are interested in brain uploading is that they want to achieve immortality, it is important to keep in mind that there are risks to which digital entities are, by nature, more vulnerable, as, for instance, hacking, something to which biological entities cannot be vulnerable. And some risks are, in a way, shared by both digital and biological individuals, for instance, that of being infected by a deadly virus that could cause the collapse of the system.

The quest for immortality could take a dark turn when we consider digital entities. One relevant consideration is that the option of choosing death, and the possibility of dying in itself, do not necessarily apply to non-biological systems. We could imagine a virus that attacks the upload and (a) ‘tortures’ the digital entity (assuming the digital entity would be susceptible to the infliction of pain) or (b) prevents the entity from shutting down (i.e. getting into an unconscious state or dying) so that the entity is kept alive and tortured without having any escape.

In such cases, the immortality imposed on the digital entity is not desirable because extreme suffering would be the hallmark of such existence, and the digital individual would almost certainly prefer to die. One doesn’t need to be a utilitarian to agree that an eternal life lived in a state in which one is constantly tortured would be a life not worth living and one to which death would be preferable. A biological body can only endure a limited amount of suffering, and for a limited amount of time, before shutting down. And when it does not shut down because of the excessive suffering experienced, it eventually shuts down because of biological wearing out. Being tortured for thousands of years is something biological individuals, unlike digital ones, do not have to worry about.

Suffering

Apart from external threats and possible viruses attacking the upload, we also need to consider the possibility that the upload would incur problems related either to deterioration over time (after all, we do not have any example of complex digital material living for thousands of years) or to having some defect to start with, for instance, because the uploading procedure did not go smoothly and significant and irreversible damage occurred. Regardless of the cause, we can imagine an upload that is either not conscious (the equivalent of a permanent comatose state or vegetative state in a biological human), or has damage that causes its mental states to be dramatically altered (the equivalent of dementia or Alzheimer’s disease in biological humans), or experiences suffering that makes their life not worth living or downright painful (the equivalent of clinical depression in biological humans).

In circumstances where the upload was suffering, they could ask to end the simulation and cause them to cease to exist, just like humans do when they ask for euthanasia. The answer to whether it would be morally permissible to end the simulation is, in large part, dependent on what one thinks about euthanasia for biological entities. However, if most countries prohibited ending the simulation just like they prohibit euthanasia, the consequences could be significantly worse in the case of uploads, given that human life lasts for a handful of decades but a digital one could last for thousands of years or more. A country prohibiting the euthanasia of digital individuals could condemn them to more prolonged suffering than their human counterparts. For this reason, it seems that legislations should be prepared for this possibility and ideally introduce new laws for uploads or adapt existing laws on euthanasia accordingly.

Another option that could be available to uploads and is not available to humans (unless cryonics became available) would be pausing the emulation. Pausing the emulation would allow the uploaded individual to stop experiencing suffering without ‘killing’ it. However, pausing is not necessarily a solution in the long run since some may object that keeping these simulations in a paused state is not compatible with displaying respect for the dignity of such uploads; hence, the uploads should either be deleted or reactivated, at least once in a while. In a sense, we would have to deal with some of the ethical issues we are confronted with when a biological human gets into a comatose or a vegetative state. But things could get more complicated than that. At the moment, decisions about what to do with the person in an irreversible comatose state are either left to relatives or to advanced directives (and, in most cases, the law imposes quite strict limitations on the options available). But if there were multiple copies of the same upload, and they disagreed with each other about what to do with one or more ‘paused’ versions of themselves, then it would be difficult to make decisions with respect to the handling of the paused version. Since all of the copies would be connected to each other through sharing the same mental states with the original, and since they would all be equally entitled to make decisions about any other of the copy since they would all, in a sense, be the same person, it would be impossible to choose the one who should have the last say with respect to (the digital equivalent of) end-of-life decisions (Sandberg 2014: 439–457).

Conclusions

In this chapter, I have introduced a potential future technology, brain uploading or brain simulation, and I have discussed some of the ethical issues that could arise from developing such technology. The main reason why brain uploading is pursued is that it could be used to extend lifespan well beyond the current limits. But this life-extending goal would be reached by dramatically modifying our current biology; that is, it would require to migrate from a carbon-based form to a digital form. Such migration could, on the one hand, make us more resistant to the common lethal threats we are exposed to, such as accidents and ageing, but would also make us more vulnerable to other threats; on the other hand, it would expose us to new risks and dangers.

It is not obvious, for instance, that we would survive the change from carbon-based entities to digital ones. Understanding whether we could indeed stay ourselves through and after this process requires us to understand some facts about consciousness that we haven’t figured out yet.

Apart from the risks involved in the process itself, there are other questions that we are currently trying to answer. For instance, can a brain uploaded in multiple copies preserve the personal identity of the original? And what kind of risks will the uploads face when it comes to the possibility of hacking them and causing them suffering? Moreover, will the uploads have a moral status comparable to that granted to human persons?

Although the development of this future technology will most likely take a long time, we should be prepared for the possible implications of such future development. Though this kind of technology might not look tempting to many people right now, it’s possible that things will change once it becomes available and an increasing number of people start using it, as often happens when new technological tools are introduced. After all, only a few years ago, we would have not predicted that our lives were going to become as digitalized as they currently are, and yet, it happened very quickly. Instead of dismissing brain uploading as a far-fetched science fiction hypothesis, we should start thinking about whether we want it to become real and, if so, what kind of precautionary measures we need to develop to make sure it will be a valuable innovation.

Notes

1.See https://en.wikipedia.org/wiki/San_Junipero, accessed 6 September 2022.

2.See https://en.wikipedia.org/wiki/William_and_Mary_(short_story), accessed 6 September 2022.
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CHAPTER 36

How Does Artificial Intelligence Pose an Existential Risk?

Karina Vold and Daniel R. Harris

Introduction

The idea that artificial intelligence (AI) might one day threaten humanity has been around for some time. In 1863, the novelist Samuel Butler (1863: 185) suggested that machines may one day hold ‘supremacy over the world and its inhabitants’. By the mid-twentieth century, these concerns had left the realm of science fiction, as thinkers like Alan Turing (1951/1996: 260) began to warn the public that we should expect intelligent machines to eventually ‘take control’. Still, for many years, academics did not spill much ink over these concerns, even while Hollywood filmmakers ran with them, producing countless blockbusters based on this ‘AI takeover’ scenario (think: The Terminator or Battlestar Galactica). Over the past decade or so, however, many leading academics and entrepreneurs have notably increased their attention to existential risks from AI. These concerns are, as we will see, more subtle than those depicted in crude Hollywood-produced AI takeover scenarios. Indeed, those depictions have largely misrepresented the concrete issues scholars are concerned with by overly focusing on anthropomorphic concerns of conscious AI systems deciding to destroy humans.

This renewed scholarly interest in AI safety has been spurred on in part by the recent deep learning revolution. This period is defined by major advances in the accomplishments of deep neural networks—artificial neural networks with multiple layers between the input and output layers—across a wide range of areas, including game-playing, speech and facial recognition, and image generation. Even with these breakthroughs though, the cognitive capabilities of current AI systems remain limited to domain-specific applications. Nevertheless, many researchers are alarmed by the speed of progress in AI and worry that future systems, if not managed correctly, could present an existential threat.

Despite the renewed interest in this concern, there remains substantial disagreement over both the nature and the likelihood of the existential threats posed by AI. Hence, our aim in this chapter is to explicate the main arguments that have been given for thinking that AI does pose an existential risk, and to point out where there are disagreements and weakness in these arguments. The chapter has the following structure: in the next section, we introduce the concept of existential risk, the sources of such risks, and how these risks are typically assessed. In the following three sections, we critically examine three commonly cited reasons for thinking that AI poses an existential threat to humanity: the control problem, global disruption from an AI ‘arms race’, and the weaponization of AI. Our focus is on the first of these three because it represents a kind of existential risk that is novel to AI as technology. While the latter two are equally important, they have commonalities with other kinds of technologies (e.g. nuclear weapons) discussed in the literature on existential risk, and so we will dedicate less time to them.

What is an existential risk?

Many people believe that existential risks (henceforth, Xrisks) are the greatest threats facing humanity. And whilst there is much common ground amongst scholars about which scenarios constitute a Xrisk (the most commonly cited example is extinction risks1), there is not as much consensus on the precise definition of the concept (Beard et al. 2020; Torres 2019). While most Xrisk scholars agree that a risk is existential if an adverse outcome would bring about human extinction, few endorse the narrower view that a risk is existential only if it would cause this outcome.2 Most definitions of Xrisk are broader, including at times the risk of global civilizational collapse (Rees 2003; Ó hÉigeartaigh 2017); scenarios in which the technological and moral potential of humanity is ‘permanently and drastically’ curtailed (Bostrom 2002, 2013); and suffering risks, defined as cases in which ‘an adverse outcome would bring about severe suffering on an astronomical scale, vastly exceeding all suffering that has existed on Earth so far’ (Sotala and Gloor 2017: 389).

Xrisks are typically distinguished from the broader category of global catastrophic risks. Bostrom (2013), for example, uses two dimensions—scope and severity—to make this distinction. Scope refers to the number of people at risk, while severity refers to how badly the population in question would be affected (Bostrom 2013: 16). Xrisks are at the most extreme end of both of these spectrums: they are pan-generational in scope (i.e. ‘affecting humanity over all, or almost all, future generations’) and they are the severest kinds of threats, causing either ‘death or a permanent and drastic reduction of quality of life’ (Bostrom 2013: 17). Perhaps the clearest example of an Xrisk is an asteroid impact on the scale of that which hit the Earth 66 million years ago, wiping out the dinosaurs (Schulte et al. 2010; Ó hÉigeartaigh 2017). Global catastrophic risks, by way of contrast, could be either just as severe but narrower in scope, or just as broad but less severe. Some examples include the destruction of cultural heritage, the thinning of the ozone layer, or even a large-scale pandemic outbreak (Bostrom 2013). In this chapter, we will focus mostly on the least controversial category of Xrisks—extinction risks—but will also at times discuss some of the other scenarios mentioned.

Sources of Xrisk

For most of human history, the only source of Xrisks facing humanity were natural causes, such as an asteroid hitting Earth or a pandemic (Bostrom 2002). But the creation of the first atomic bomb in 1945 introduced a new source of existential threat to humanity, one that was anthropogenic in nature. However, since then, humanity has created numerous other kinds of threats to our own existence, including human-caused climate change, global biodiversity loss, biological warfare, and threats from AI, for example. In fact, it is widely thought that most Xrisks today are anthropogenic and that, as a result of these new threats, this current century is the riskiest one that humanity has ever faced (Rees 2003; Bostrom 2013; Ó hÉigeartaigh 2017; Ord 2020).

Not all of these threats pose straightforward Xrisks. Let’s consider an extinction scenario to be the existential outcome in question, and then take nuclear fallout as an example. Today, the worldwide arsenal of nuclear weapons could lead to unprecedented death tolls and habitat destruction and, hence, it poses a clear global catastrophic risk. Still, experts assign a relatively low probability to human extinction from nuclear warfare (Martin 1982; Sandberg and Bostrom 2008; Shulman 2012). This is in part because it seems more likely that extinction, if it follows at all, would occur indirectly from the effects of the war, rather than directly. This distinction has appeared in several discussions on Xrisks (e.g. Matheny 2007; Liu et al. 2018; Zwetsloot and Dafoe 2019), but it is made most explicitly in Cotton-Barratt et al. (2020: 6), who explain that a global catastrophe that causes human extinction can do so either directly by ‘killing everyone’, or indirectly, by ‘removing our ability to continue flourishing over a longer period’. A nuclear explosion itself is unlikely to kill everyone directly, but the resulting effects it has on the Earth could lead to lands becoming uninhabitable, in turn leading to a scarcity of essential resources, which could (over a number of years) lead to human extinction. Some of the simplest examples of direct risks of human extinction, by way of contrast, are ‘[i]f the entire planet is struck by a deadly gamma ray burst, or enough of a deadly toxin is dispersed through the atmosphere’ (Cotton-Barratt et al. 2020: 6). What is critical here is that for an Xrisk to be direct it has to be able to reach everyone.

Much like nuclear fallout, the arguments for why and how AI poses an Xrisk are not straightforward. This is partly because AI is a general-purpose technology. It has a wide range of potential uses, for a wide range of actors, across a wide range of sectors. In this chapter, we are interested in the extent to which the use or misuse of AI can play a sine qua non role in Xrisk scenarios, across any of these domains. We are interested not only in current AI capabilities, but also in future (potential) capabilities. Depending on how the technology develops, AI could pose either a direct or an indirect risk, although we make the case that direct Xrisks from AI are even more improbable than indirect ones. Another helpful way of thinking about AI risks is to divide them into accidental risks, structural risks, or misuse risks (Zwetsloot and Dafoe 2019). In the section ‘The control problem argument for Xrisk’, we focus on accidental risks: threats arising from the system behaving in unintended ways. In the section ‘AI race dynamics, global disruption, and Xrisk’, we turn to structural risks: threats arising from how the technology shapes the broader environment, especially in the political and military realms, in ways that can elevate risk. And finally, in the section ‘The weaponization of AI’, we examine potential misuses of AI.

Before moving on, it is worth noting that there are some significant methodological challenges that confront the study of Xrisks. Because events that constitute or precipitate an Xrisk are unprecedented, arguments to the effect that they pose such a threat must be theoretical in nature. Their rarity also makes it such that any speculations about how or when such events might occur are subjective and not empirically verifiable (Sagan 1983; Matheny 2007; Beard et al. 2020), which makes such claims challenging to submit to standard forms of risk analysis (Ó hÉigeartaigh 2017). Despite these challenges, however, it is still important to try to distinguish which extreme scenarios are actually plausible and worthy of further attention, even if they have an extremely low probability, as opposed to those that can be dismissed as science fiction (Ó hÉigeartaigh 2017: 3–4). Accordingly, our goal in this chapter is not to assign probabilities to arguments that AI poses an Xrisk, but rather to assess their theoretical nature.

The control problem argument for Xrisk

The earliest line of thinking that AI poses an Xrisk warns that AI might become both powerful and indifferent to human values, leading to dangerous consequences for human beings. Despite it being a longstanding concern, the structure of this argument is rarely, if ever, explicitly laid out.3 By presenting the control problem argument for Xrisk (henceforth CPAX) in this way, our aim is to capture what we understand to be the line of reasoning, while also making the epistemic moves more explicit. CPAX rests on two central theses: the Orthogonality Thesis and the Instrumental Convergence Thesis, both of which were first explicitly articulated by Bostrom (2012: 130–132, 2014).


Orthogonality Thesis: the intelligent capacities of any system are logically independent from any goals the system might have.

Instrumental Convergence Thesis: almost any intelligent system is likely to converge upon certain instrumental (sub)goals.



We will discuss each of these theses, as well as the premises and central inferences of the argument (below) in the following subsections.


P1. It is possible to build an AI system that has a decisive strategic advantage over all other forms of intelligence.

P2. If an AI system has a decisive strategic advantage over human intelligence, then we may not be able to control that system.

C1. It is possible to build an AI system that we are not able to control (from P1 and P2).

P3. The intelligent capacities of an AI system are logically independent from any goals the system might have (supported by the Orthogonality Thesis).

C2. Therefore, it is possible to build an AI system that human beings are not able to control and that has goals that do not align with human values (from C1 and P3).

P4. AI systems are likely to converge upon certain instrumental (sub)goals that are inimical to human interests (supported by the Instrumental Convergence Thesis).

C3. It is possible to build AI systems that pose an existential threat to humanity (from C2 and P4).



This reconstruction of the argument is by no means uncontroversial, and we will discuss some of the disagreements and objections as we go through the argument.

Intelligence explosion and decisive strategic advantages (P1)

P1 states that it is possible to build an AI system that has a decisive strategic advantage over all other forms of intelligence (including human intelligence). Historically, CPAX was introduced as arising from an intelligence explosion that would lead to the creation of a superintelligent AI—a system that by definition has a decisive strategic advantage over human intelligence. More recently, some have argued that an intelligence explosion is not the only pathway to AI gaining a decisive strategic advantage. We will begin by explaining the pathway to a loss of control over AI (C1) from an intelligence explosion (in this section) and consider some potential objections. In the section ‘Losing control (P2 and C1)’, we discuss P2 and some more contemporary takes on how C1 could result.

An intelligence explosion is a hypothetical event in which an AI system enters a rapid cycle of recursive self-improvement, whereby each new iteration creates a more intelligent version of itself, culminating in the creation of a superintelligence. Here, a superintelligence is ‘any intellect that greatly exceeds the cognitive performance of humans in virtually all domains of interest’ (Bostrom 2014: 22). The concept of an intelligence explosion was first articulated by I. J. Good (1965: 33), who argued that an AI system whose intelligence exceeds humanity’s in all intellectual activities would necessarily also exceed it in terms of designing machine intelligence. Hence, if such a system were initially engineered by humans, it would possess the capability to design a machine more intelligent than itself. The subsequent new iteration, being more intelligent than its predecessor, would, by the same logic, also be capable of designing a machine more intelligent than itself. If each new generation of AI were to utilize its improved design capability, an intelligence explosion would occur (Chalmers 2010).

Importantly, an intelligence explosion need not begin with the creation of a machine with greater than human intelligence, as Good’s argument suggests. In principle, it could be sparked via the creation of a more modest type of machine intelligence. Some might hold, for example, that an intelligence explosion merely requires a system with artificial general intelligence, where general intelligence is the ability to deploy the same core suite of cognitive resources to complete a wide range of different tasks (Shevlin et al. 2019). An even more modest possibility is that an intelligence explosion could spark from a mere artificial narrow intelligence, that is, a system that excels only at specific tasks and lacks the ability to use its resources to solve problems outside of its narrow domains.4 Bostrom (2014: 29), for example, suggests that a system ‘capable of improving its own architecture’, what he calls a ‘seed AI’, would be a sufficient starting point. For example, DeepMind’s AlphaZero, a current narrow AI system, has already shown the capacity to iteratively self-improve by repeatedly playing against itself. This illustrates how, under certain conditions, this process of recursive self-improvement might generate an intelligence explosion that begins from a mere narrow AI, in particular, any narrow AI system that enjoys a decisive strategic advantage (i.e. well above human level capacity) in some relevant domains, coupled with sufficient capacities for real-world modification.5

Objections to the possibility of an intelligence explosion

In this section, we consider two objections to the possibility of an intelligence explosion.

Objection one: Why think that an AI system would recursively self-improve just because it had the capacity to do so?6 Indeed, it seems logically possible that even if a system could design a more intelligent iteration of itself, that it would not take this action. More broadly, some have argued that superintelligent AI systems would be ‘inextricably unpredictable’, and hence there is nothing that can be said regarding their potential goals (Cortese 2014).

Reply: In order to make meaningful predictions regarding what a sufficiently advanced AI would do (e.g. whether it would recursively self-improve), we need a method of identifying what goals it might have. Yet, the Orthogonality Thesis (which we discuss in more detail below) holds that the intelligent capacities of an AI system are logically independent from any goals the system might have. If true, the range of possible goals that an AI system could have is enormous. In light of this, how do we make predictions? Omohundro (2008: 1) argues that any sufficiently advanced AI is likely to have several basic ‘drives’ or ‘tendencies which will be present unless explicitly counteracted’. Bostrom (2014: 109) similarly argues that we can make robust inferences regarding the subgoals of almost any intelligent agent by appealing to the thesis of instrumental convergence:


Several instrumental values can be identified which are convergent in the sense that their attainment would increase the chances of the agent’s goal being realized for a wide range of final goals and a wide range of situations, implying that these instrumental values are likely to be pursued by a broad spectrum of situated intelligent agents.



Both Omohundro and Bostrom identify self-improvement as one of the ‘basic drives’ or ‘instrumental values’ (respectively) that a system would pursue. They also share the same general reasoning: improvements in rationality and intelligence are likely to be pursued by a wide variety of intelligent agents insofar as they tend to improve an agent’s decision-making capabilities, thereby increasing the likelihood of that agent realizing whatever final objective it has (Bostrom 2014: 111). Taken together, the Bostrom-Omohundro thesis suggests that an AI system would have instrumental reasons to undergo a process of recursive self-improvement, especially cognitive self-improvement, and thus would be driven to do so.

Objection two: Despite the aforementioned reasons for thinking that a sufficiently intelligent AI system would be motivated to recursively self-improve, there are some who question whether an intelligence explosion is an inevitable outcome of the creation of such a system. Yoshua Bengio, for example, speculates that for mathematical and computational reasons there may be a ‘wall-of-complexity’ that confronts all forms of intelligence ‘due to exponentially growing complexities’ and that limits the capacities of any intelligent agent (quoted in Sofge 2015). He speculates that this ‘wall’ might (partly) explain why animals with bigger brains than ours are not more intelligent than us. Meanwhile, Chalmers (2010: 19–22) argues that a number of obstacles could arise that forestall an intelligence explosion. Among these are what he terms ‘manifestation obstacles’—difficulties which obstruct self-amplifying capabilities from developing.7 He further subdivides these into two types of defeaters: motivational and situational. Motivational defeaters include disinclination and active prevention. For example, an AI system might discover that self-improvement(s) come at a cost which outweighs the associated gains, as would be the case if it turns out that improvements in intelligence have diminishing returns.8 Alternatively, we might design the AI system to lack the motivation to self-improve, or to have a contrary motivation which supersedes it (Chalmers 2010).9 As for situational defeaters, these include unfavourable circumstances, such as a limitation to the availability of resources necessary for cognitive upgrades (Chalmers 2010).

Reply: A defender of CPAX has to make the case that it is unlikely for these defeaters to be present, or at the very least, that there is a non-zero chance they will be absent. But, we think Chalmers (2010: 19) is right in writing that there are no ‘knockdown arguments against any of these obstacles’. As with the previous objection, both sides of this issue confront the same challenge: that it is difficult, perhaps impossible, to predict what the motivations of a future advanced AI system could be.10 Ultimately, an intelligence explosion is certainly not an inevitable outcome, but it also is not an impossible one. Chalmers (2010: 22) takes a similar position, saying that it is ‘far from obvious that there will be defeaters’, and in their absence, the outcome of an intelligence explosion would be the creation of a superintelligence.

Losing control (P2 and C1)

If we take as true the supposition that humanity’s control over other Earth-bound species is largely the result of our comparative intelligence advantage, then the emergence of an AI system with a decisive strategic advantage over human intelligence should give cause for concern. Consider the current power structure between human beings and gorillas. Bostrom (2014: vii) argues that due to our advantage in general intelligence, ‘the fate of the gorilla now depends more on us humans than on the gorillas themselves’. Russell (2019: 134) makes a similar point, noting that by virtue of our intelligence, gorillas ‘essentially have no future beyond that which we deign to allow’. Both authors, among others (e.g. Hawking 2018), raise the worry that, in much the same way, the destiny of humanity could be dictated by the actions of a superintelligent AI. This ‘gorilla problem’, as Russell terms it, is the idea behind P2, which states that if an AI system has a decisive strategic advantage over human intelligence, then we may not be able to control that system.

There are a few reasons for thinking that we will not be able to control systems that are more intelligent than us. Among these are the opacity and unpredictability of such systems. A good example of these features in a non-critical domain is DeepMind’s AlphaGo—which in 2016 beat the eighteen-times world champion of Go, Lee Sedol. In the games against Sedol, the system sometimes made moves that proved advantageous but that both the engineers of the system and human Go experts alike did not foresee and struggled to interpret (Silver et al. 2016; Kohs 2017). The opaqueness and unpredictability of these systems makes them potentially dangerous—if even experts cannot predict or interpret how a system will behave, it could run amok sooner than we realize and before we have a chance to intervene. Hence, it follows from the first two premises that we could risk losing control over what a strategically advantaged AI system does (C1). The possibility of this occurring is often referred to as the control problem. But, for this problem to pose an Xrisk, a few more premises are needed.

Before continuing on, however, we should note two things. First, notice that nothing so far, or going forward, in the discussion of CPAX relies on the idea that an AI system would need human-like motivations. This is important to clarify because some critics object that CPAX relies on erroneous anthropomorphic assumptions about AI (e.g. Andrew Ng (Williams 2015) and Yann LeCun (Wakefield 2015)). But the central idea so far is that an AI might cause harm for instrumental reasons, or that it might have little regard for human life or have that regard outweighed by other concerns. Hawking (2018: 188) explains:


[T]he real risk with AI isn’t malice, but competence … You’re probably not an evil ant-hater who steps on ants out of malice, but if you’re in charge of a hydroelectric green-energy project and there’s an anthill in the region to be flooded, too bad for the ants. Let’s not place humanity in the position of those ants.



In other words, CPAX need not assume that an AI would develop malicious aims or choose to destroy humanity because of human-like emotions, such as disgust, revenge, or anger. It also does not assume that the AI in question would be conscious, or even that it would become (non-consciously) motivated to harm or exterminate human beings.

The second thing to note is that, while early concerns around the control problem (that is, premises P1 and P2, leading up to C1) focused on the possibility of an intelligence explosion, more recent discussions have moved away from this scenario. In other words, it has been argued that a loss of control (i.e. C1) could result without an intelligence explosion and without the emergence of a superintelligent AI. An AI system might not require an internal ‘drive’ to self-improve, for example, if human beings are incentivized to aid its improvement (Drexler 2019). It also may not need to reach the level of superintelligence in order to pose an Xrisk (Drexler 2019). Russell (2019: 137) explains that humanity has thus far been protected from the ‘potentially catastrophic consequences’ of AI because of the limited intelligent capacities of current AI systems and their limited abilities to bring about changes in the real world (most systems operate in virtual worlds or lab environments). But as narrow AI systems become more cognitively sophisticated and are given more capacity to directly affect or modify the world, they could pose an Xrisk as long as their narrow domain is critical enough (e.g. controlling stock markets or military decision-making) and their interests are inimical to those of humans.

The orthogonality thesis (P3 and C2)

In one of the earliest explanations of the control problem, Norbert Weiner (1960: 1358) worried there could be dangerous outcomes if a powerful AI system that we lacked control over were to operate with an incorrect objective: ‘If we use, to achieve our purposes, a mechanical agency with whose operation we cannot efficiently interfere … we had better be quite sure that the purpose put into the machine is the purpose which we really desire and not merely a colourful imitation of it.’ Consider an example that Russell (2019: 138) gives of a machine tasked with solving environmental problems:


[Y]ou might ask the machine to counter the rapid acidification of the oceans that results from higher carbon dioxide levels. The machine develops a new catalyst that facilitates an incredibly rapid chemical reaction between ocean and atmosphere and restores the oceans’ pH levels. Unfortunately, a quarter of the oxygen in the atmosphere is used up in the process leaving us to asphyxiate slowly and painfully. Oops.



In this case, the Xrisk arises from incidental safety issues that fall out of misaligned objectives. Bostrom (2014: 97) offers a similar example of an AI that might ‘tile all of the Earth’s surface with solar panels, nuclear reactors, supercomputing facilities with protruding cooling towers, space rocket launchers, or other installations whereby the AI intends to maximize the long-term cumulative realization of its values’. Once again, the threat to humanity here is essentially a side effect of the widespread habitat destruction that would ensue.11 Because AI is a general-purpose technology, the misalignment problem could arise in many different domains, though Xrisks seem most likely to occur in domains with global impact (because they are, by definition, pan-generational in scope).

For some, the idea that a superintelligent machine would pursue such narrow goals without regard to broader consequences seems improbable, if not ‘self-refuting’ (Pinker 2019; other critics include Loosemore 2012; Chorost 2016; Metzinger 2017). Loosemore (2012) has dubbed it the ‘fallacy of dumb superintelligence’, while Chorost (2016), responding to Bostrom’s scenario, argues that ‘By the time [a superintelligent AI] is in a position to imagine tiling the Earth with solar panels, it’ll know that it would be morally wrong to do so.’ Metzinger (2017) makes this same claim, arguing that, because a superintelligence would be better than human beings at moral cognition, it would also be benevolent.12 But the possibility that a highly intelligent artificial agent could act in ways that are malevolent or misaligned with the values of its designers is meant to follow from Bostrom’s Orthogonality Thesis, which maintains that the intelligent capacities of any system are logically independent from any goals the system might have. By ‘intelligent capacities’ here, Bostrom (2012: 74) means the capacities related to instrumental rationality, for example, ‘skill at prediction, planning, and means-ends reasoning in general’. This Orthogonality Thesis is meant to apply quite broadly to any intelligent system, including humans. And Hume’s (1739) longstanding is–ought problem lends support for the idea: if one cannot infer normative statements from descriptive ones, then however intelligent a system is, it may never arrive at any moral facts (Bostrom 2012: 74; Armstrong 2013). The Orthogonality Thesis supports the third premise of CPAX, and with C1, it leads by conjunction to the second conclusion, C2: that it is possible to build an uncontrollable AI system that has goals that do not align with human values.

The value alignment problem

Arguably, one way to avoid C2 would be to program the AI to ensure that it is benevolent or that its values are reliably aligned with our own. After all, humans have the advantage of being the ones who build the system and determine its initial goals (Bostrom 2014; Russell 2019). Unfortunately, it’s not that simple. This is widely known as the value alignment problem (see Gabriel and Ghazavi, 2021). The problem is hard for many reasons.

First, there is the issue of identifying human values. Human beings are often confused and conflicted about our own values, and different cultures seem to have wide variation between their respective values.13 While pervasive moral disagreement does not necessarily imply value relativism, it does complicate the challenge of trying to build machines that align with ‘our’ values, as it opens the door to value pluralism (the view that there are many different and sometimes irreducible moral values). While a value monist has the challenge of identifying the one value (e.g. happiness or pleasure) that all other values reduce to, the value pluralist has the problem of identifying and implementing the complete set of irreducible values. This is a real challenge for programming; as Russell (2019: 139) notes, one of the most common forms of value misalignment comes from an incomplete articulation of values, that is, from omitting something human beings care about from the objective imbued into the system. Furthermore, value pluralists tend to believe that there are at least some, and perhaps many, unresolvable moral dilemmas that result from a conflict between incommensurable values (further discussions in Cave et al. 2019; Baum, 2020).

A second problem is that even if we can identify some acceptable set of human values or objectives, we are rather prone to misstating these. This is sometimes known as the ‘King Midas problem’ (Russell 2019).14 In wishing that everything he touched should turn to gold, King Midas thought he knew what he wanted, but he didn’t really want his wife or his breakfast to turn to gold. The folklore illuminates the issue of ‘value fragility’—if an AI system gets our values even slightly wrong, it could lead to disastrous outcomes. Hence, the more we rely on powerful autonomous systems, the more important it will be for us to specify their goals with great care, ensuring that we express our objectives correctly and completely. Yet, most goals that are easy to specify will not capture the context-specific complexities of human objectives in the real world.15 And indeed, AI systems frequently find ways to maximize their reward functions with unintended behaviours—what Bostrom (2014: 120–124) calls ‘perverse instantiations’. A nice example is given by Russell and Norvig (2010: 37), who imagine a vacuum robot whose performance is measured by the amount of dirt it cleans up. The optimal learned policy causes the robot to repeatedly dump and clean up the same dirt, which is obviously not what the designer of a vacuum intends the machine to do. It is not obvious, however, whether these examples of ‘specification gaming’ in current systems should count as evidence that future systems with more advanced intelligence are also likely to behave in these ways.16

A third reason that the value alignment problem is challenging is that our own values—assuming we could identify and perfectly articulate them—are not perfect. Human beings are far from reliably human-friendly. If superintelligent machines merely aim to achieve our own standards of ‘human friendliness’ or ‘friendliness to other life forms’, we may not be very well off (Price and Vold 2018). Indeed, we may find ourselves living amongst superintelligent systems that amplify our own fallible, inconsistent, and complacent moral natures. Let’s call this the problem of human moral imperfection. A related problem emerges from the need to accommodate moral progress. Even if we can find a way to build machines that align with (only) the better parts of our current values, we would not want AI systems to codify these values in a way that prevents moral progress. After all, one does not have to look far into human history to see how much our values have progressed (Price and Vold 2018).

Concluding CPAX (P4 and C3)

P4 of CPAX states that AI systems are likely to converge upon certain instrumental goals that are inimical to human interests, a premise supported by the Instrumental Convergence Thesis (above). The idea behind P4 is that some of the goals that intelligent systems are likely to converge upon will put those systems (e.g. an AI and humans) at odds with each other. As just one example, both Omohundro and Bostrom identify resource acquisition as a basic drive and an instrumental convergent value, respectively. In Omohundro’s view, ‘[a]ll computation and physical action requires the physical resources of space, time, matter, and free energy’, and hence, ‘almost any goal can be better accomplished by having more of these resources’ (2008: 491). Bostrom (2014: 114–116) argues that, for this reason, it is likely that ‘an extremely wide range of possible final goals’ would generate ‘the instrumental goal of unlimited resource acquisition’.17 Perhaps the most widely discussed example of this problem is Bostrom’s (2014: 123) paperclip maximizer—a superintelligent AI system that has the goal of maximizing the production of paperclips. The system finds any means necessary of producing more paperclips, including securing any resources necessary for that purpose. With sufficient capacities to modify the world, soon enough the system could co-opt much of the Earth’s natural resources, including those needed for the survival of humanity, all for the purposes of paperclip production. The example is meant to show that even with good intentions and fairly innocuous goals, we could end up with AI systems inadvertently acting in ways that are inimical to human values. Another related concern is that human beings not only require resources to survive and flourish, but we are also resources ourselves. In the Matrix Trilogy, for example, the AI system turns humans into an energy source to power itself.

Both of these examples demonstrate how C3, which states that it is possible to build AI systems that pose an Xrisk, is meant to follow from C2 and P4. But here, we again face both a dearth of critical discussion and of compelling examples. Indeed, because most of the CPAX scenarios offered by leading defenders (e.g. Bostrom 2014; Russell 2019) are so ‘bemusing’,18 one is inclined to simply dismiss them as belonging to science fiction. More charitably, one could see them as toy examples, meant to illustrate a broader concern about misaligned powerful AI systems—a concern that we have tried to outline in more detail. While any specific scenario might be dismissed as unrealistic, the broader concern remains possible. It is a (very) low probability risk that hinges critically on certain assumptions about (a) the possible motivations of an advanced AI system; and (b) the potential capacities that such a system could possess to bring about critical changes in the world (i.e. capacities for direct world modification). Notice as well that the argument only supports the (low-probability) possibility of AI posing an indirect Xrisk. None of the scenarios discussed suggest that an AI system would, for example, directly eliminate the whole of the population.

In closing, it is worth noting that many think that the best way to mitigate the risks of the control problem is to ensure that we build the initial conditions of the system in a way that aligns with human values, thereby avoiding P4 of CPAX. For further reading, we direct readers to the subfields of AI safety engineering and machine ethics, both of which have taken on the goal of trying to find technical solutions for building ethically aligned systems (Cave et al. 2019).

AI race dynamics, global disruption, and Xrisk

While the earliest arguments for AI Xrisk focused on control problem scenarios that were based around hypothetical advanced AI systems, a set of recent arguments centre on a more immediate, and practically grounded, set of issues. One of these is the growing concern that advanced AI could confer significant strategic advantages to its possessors, and correspondingly, whether an AI race could emerge between powerful actors in pursuit of this technology (Dafoe 2018; Cave and Ó hÉigeartaigh 2018; Bostrom 2014).19 In the following two subsections, we discuss two associated sources of structural risks that could pose indirect Xrisks should such an AI race dynamic arise: the first is that it could disincentivize researchers from investing in AI safety, and the second is that it could spark military conflict between AI competitors. A related issue gaining attention is the impact AI could have on global strategic stability. We take this up in the third subsection, focusing on its capacity to destabilize nuclear deterrence, and thereby potentially contributing to military conflict escalation.

AI race dynamics: corner-cutting safety

An AI race between powerful actors could have an adverse effect on AI safety, a subfield aimed at finding technical solutions to building ‘advanced AI systems that are safe and beneficial’ (Dafoe 2018: 25; Cave and Ó hÉigeartaigh 2018; Bostrom 2017; Armstrong et al. 2016; Bostrom 2014). Dafoe (2018: 43), for example, argues that it is plausible that such a race would provide strong incentives for researchers to trade off safety in order to increase the chances of gaining a relative advantage over a competitor.20 In Bostrom’s (2017) view, competitive races would disincentivize two options for a frontrunner: (a) slowing down or pausing the development of an AI system; and (b) implementing safety-related performance handicapping. Both, he argues, have worrying consequences for AI safety.

(a) Slowing down or pausing the development of an AI system

(a) Bostrom (2017: 5) considers a case in which a solution to the control problem (C1) is dependent upon the components of an AI system to which it will be applied, such that it is only possible to invent or install a necessary control mechanism after the system has been developed to a significantly high degree. He contends that, in situations like these, it is vital that a team is able to pause further development until the required safety work can be performed (Bostrom 2017). Yet, if implementing these controls requires a substantial amount of additional time and resources, then in a tight competitive race dynamic, any team that decides to initiate this safety work would likely surrender its lead to a competitor who forgoes doing so (Bostrom 2017). If competitors don’t reach an agreement on safety standards, then it is possible that a ‘risk-race to the bottom’ could arise, driving each team to take increasing risks by investing minimally in safety (Bostrom 2014: 247).

(b) Implementing safety-related performance handicapping

Bostrom (2017: 5–6) also considers possible scenarios in which the ‘mechanisms needed to make an AI safe reduces the AI’s effectiveness’. These include cases in which a safe AI would run at a considerably slower speed than an unsafe one, or those in which implementing a safety mechanism necessitates the curtailing of an AI’s capabilities (Bostrom 2017). If the AI race were to confer large strategic and economic benefits to frontrunners, then teams would be disincentivized from implementing these sorts of safety mechanisms. The same, however, does not necessarily hold true of less competitive race dynamics, that is, ones in which a competitor has a significant lead over others (Bostrom 2017). Under these conditions, it is conceivable that there could be enough of a time advantage that frontrunners could unilaterally apply performance-handicapping safety measures without relinquishing their lead (Bostrom 2017).

It is relatively uncontroversial to suggest that reducing investment in AI safety could lead to a host of associated dangers. Improper safety precautions could produce all kinds of unintended harms from misstated objectives or from specification gaming, for example. They could also lead to a higher prevalence of AI system vulnerabilities which are intentionally exploited by malicious actors for destructive ends, as in the case of adversarial examples (see Brundage et al. 2018). But does AI safety corner-cutting reach the threshold of an Xrisk? Certainly not directly, but there are at least some circumstances under which it would do so indirectly. Recall that Chalmers (2010) argues there could be defeaters that obstruct the self-amplifying capabilities of an advanced AI, which could in turn forestall the occurrence of an intelligence explosion. Scenario (a) above made the case that a competitive AI race would disincentivize researchers from investing in developing safety precautions aimed at preventing an intelligence explosion (e.g. motivational defeaters). Thus, in cases in which an AI race is centred on the development of artificial general intelligence, a seed AI with the capacity to self-improve, or even an advanced narrow AI (as in the section ‘Intelligence explosion and decisive strategic advantages (P1)’ above), a competitive race dynamic could pose an indirect Xrisk insofar as it contributes to a set of conditions that elevate the risk of a control problem occurring (Bostrom 2014: 246, 2017: 5).

AI race dynamics: conflict between AI competitors

The mere narrative of an AI race could also, under certain conditions, increase the risk of military conflict between competing groups. Cave and Ó hÉigeartaigh (2018) argue that AI race narratives which frame the future trajectory of AI development in terms of technological advantage could ‘increase the risk of competition in AI causing real conflict (overt or covert)’. The militarized language typical of race dynamics may encourage competitors to view each other ‘as threats or even enemies’ (Cave and Ó hÉigeartaigh 2018: 3).21 If a government believes that an adversary is pursuing a strategic advantage in AI that could result in their technological dominance, then this alone could provide a motivating reason to use aggression against the adversary (Cave and Ó hÉigeartaigh 2018; Bostrom 2014). An AI race narrative could thus lead to crisis escalation between states. However, the resulting conflict, should it arise, need not directly involve AI systems. And it is an open question whether said conflict would meet the Xrisk threshold. Under conditions where it does (perhaps nuclear war), the contributions of AI as a technology would at best be indirect.

Global disruption: destabilization of nuclear deterrents

Another type of crisis escalation associated with AI is the potential destabilizing impact the technology could have on global strategic stability;22 in particular, its capacity to destabilize nuclear deterrence strategies (Geist and Lohn 2018; Rickli 2019; Sauer 2019; Groll 2018; Zwetsloot and Dafoe 2019). In general, deterrence relies both on states possessing secure second-strike capabilities (Zwetsloot and Dafoe 2019) and, at the same time, on a state’s inability to locate, with certainty, an adversary’s nuclear second-strike forces (Rickli 2019). This could change, however, with advances in AI (Rickli 2019). For example, AI-enabled surveillance and reconnaissance systems, unmanned underwater vehicles, and data analysis could allow a state to both closely track and destroy an adversary’s previously hidden nuclear-powered ballistic missile submarines (Zwetsloot and Dafoe 2019). If their second-strike nuclear capabilities were to become vulnerable to a first strike, then a pre-emptive nuclear strike would, in theory, become a viable strategy under certain scenarios (Geist and Lohn 2018). In Zwetsloot and Dafoe’s (2019) view, ‘the fear that nuclear systems could be insecure would, in turn, create pressures for states—including defensively motivated ones—to pre-emptively escalate during a crisis’. What is perhaps most alarming is that the aforementioned AI systems need not actually exist to have a destabilizing impact on nuclear deterrence (Rickli 2019; Groll 2018; Geist and Lohn 2018). As Rickli (2019: 95) points out, ‘[b]y its very nature, nuclear deterrence is highly psychological and relies on the perception of the adversary’s capabilities and intentions’. Thus, the ‘simple misperception of the adversary’s AI capabilities is destabilizing in itself’ (Rickli 2019). This potential for AI to destabilize nuclear deterrence represents yet another kind of indirect global catastrophic, and perhaps even existential, risk insofar as the destabilization could contribute to nuclear conflict escalation.

The weaponization of AI

Much like the more recent set of growing concerns around an AI arms race, there have also been growing concerns around the weaponization of AI. We use ‘weaponization’ to encompass many possible scenarios, from malicious actors or a malicious AI itself, to the use of fully autonomous lethal weapons. And we will discuss each of these possibilities in turn. In the first subsection below we discuss malicious actors and in the second we discuss lethal autonomous weapons. We have combined this diverse range of scenarios for two reasons. First, while the previous Xrisk scenarios discussed (CPAX and an AI race) could emerge without malicious intentions from anyone involved (e.g. engineers or governments), the scenarios we discuss here do, for the most part, assume some kind of malicious intent on the part of some actor. They are what Zwetsloot and Dafoe (2019) call a misuse risk. Second, the threats we discuss here are not particularly unique to AI, unlike those in previous sections. The control problem, for example, is distinctive of AI as a technology, in the sense that the problem did not exist before we began building intelligent systems. On the other hand, many technologies can be weaponized. In this respect, AI is no different. It is because AI is potentially so powerful that its misuse in a complex and high-impact environment, such as warfare, could pose an Xrisk.

Malicious actors

In discussing CPAX, we focused on accidental risk scenarios—where no one involved wants to bring about harm, but the mere act of building an advanced AI system creates an Xrisk. But AI could also be deliberately misused. These can include things like exploiting software vulnerabilities, for example, through automated hacking or adversarial examples; generating political discord or misinformation with synthetic media; or initiating physical attacks using drones or automated weapons (see Brundage et al. 2018). For these scenarios to reach the threshold of Xrisk (in terms of ‘scope’), however, a beyond catastrophic amount of damage would have to be done. Perhaps one instructs an AI system to suck up all the oxygen in the air, to launch all the nuclear weapons in a nation’s arsenal, or to invent a deadly airborne biological virus. Or perhaps a lone actor is able to use AI to hack critical infrastructures, including some that manage large-scale projects, such as the satellites that orbit Earth. It does not take much creativity to drum up a scenario in which an AI system, if put in the wrong hands, could pose an Xrisk. But the Xrisk posed by AI in these cases is likely to be indirect—where AI is just one link in the causal chain, perhaps even a distal one. This involvement of malicious actors is one of the more common concerns around the weaponization of AI. Automated systems that have war-fighting capacities or that are in any way linked to nuclear missile systems could become likely targets of malicious actors aiming to cause widespread harm. This threat is serious, but the theoretical nature of the threat is straightforward relative to those posed in CPAX, for example.

One further novel outcome of AI would be if the system itself malfunctions. Any technology can malfunction, and in the case of an AI system that had control over real-world weapons systems, the consequences of a malfunction could be severe (see Robillard, this volume). We will discuss this potential scenario further in the next section. A final related possibility here would be for the AI to itself turn malicious. This would be unlike any other technology in the past. But since AI is a kind of intelligent agent, there is this possibility. Cotton-Barratt et al. (2020), for example, describe a hypothetical scenario in which an intelligence explosion produces a powerful AI that wipes out human beings in order to pre-empt any interference with its own objectives. They describe this as a direct Xrisk (by contrast, we described CPAX scenarios as indirect), presumably because they describe the AI as deliberately wiping out humanity. However, if the system has agency in a meaningful sense, such that it is making these kinds of deliberate malicious decisions, then this seems to assume it has something akin to consciousness or strong intentionality. In general we are far from developing anything like artificial consciousness and this is not to say that these scenarios should be dismissed altogether, but many experts agree that there are serious challenges confronting the possibility of AI possessing these cognitive capacities (e.g. Searle 1980; Koch and Tononi 2017; Koch 2019; Dehaene et al. 2017).

Lethal autonomous weapons

One other form of weaponization of AI that is sometimes discussed as a potential source of Xrisk is lethal autonomous weapons systems (LAWS). LAWS include systems that can locate, select, and engage targets without any human intervention (Roff 2014; Russell 2015; Robillard, this volume). Much of the debate around the ethics of LAWS has focused on whether their use would violate human dignity (Lim 2019; Rosert and Sauer 2019; Sharkey 2019), whether they could leave critical responsibility gaps in warfare (Sparrow 2007; Robillard, this volume), or whether they could undermine the principles of just war theory, such as non-combatant immunity (Roff 2014), for example. These concerns, among others, have led many to call for a ban on their use (FLI 2017). These concerns are certainly very serious and more near term (as some LAWS already exist) than the speculative scenarios discussed in CPAX. But do LAWS really present an Xrisk? It seems that if they do, they do so indirectly. Consider two possible scenarios.

(a) One concern around LAWS is that they will ease the cost of engaging in war, making it more likely that tensions between rival states rise to military engagement. In this case, LAWS would be used as an instrument to carry out the ends of some malicious actor. This is because, for now, humans continue to play a significant role in directing the behaviour of LAWS, though it is likely that we will see a steady increase in the autonomy of future systems (Brundage et al. 2018). Now, it could be that this kind of warfare leads to Xrisks, but this would require a causal chain that includes political disruption, perhaps failing states, and widespread mass murder. None of these scenarios are impossible, of course, and they present serious risks. But we have tried to focus this chapter on Xrisks that are novel to AI as a technology and, even though we view the risks of LAWS as extremely important, they ultimately present similar kinds of risks as nuclear weapons do. To the extent that LAWS have a destabilizing impact on norms and practices in warfare, for example, we think that scenarios similar to those discussed in the section ‘Global disruption: destabilization of nuclear deterrents’ are possible—LAWS might escalate an ongoing crisis, or moreover, the mere perception that an adversary has LAWS might escalate a crisis.

(b) A second scenario, described by Geoffrey Hinton, is that killer drones, equipped with explosives and deep-learning neural net technology, could (somehow) learn to function independently of their human controllers (Robinson 2016), and the system could then go on a rampage and destroy humanity. The bracketed ‘somehow’ here is a critical piece of the story. Perhaps the control system has been hacked, in which case we are back to the malicious actor scenario described above. Or perhaps there is a malfunction, of the sort also described above. In this latter case, the malfunction could manifest in the form of a ‘hard take-off’ in which the system undergoes rapid recursive self-improvement (unintended by the designers) and then develops goals that are inimical to human interests. In such a case, we would be at the start of an intelligence explosion and would confront the kind of Xrisk already characterized by CPAX (see the section on ‘The control problem argument for Xrisk’ above). Our only point here is that upon closer examination, it is hard to see how this scenario looks distinct from ones previously discussed. Hence, the weaponization of AI can pose an indirect Xrisk in several different ways. In general, the more control an automated system has over weaponized systems that can cause real-world destruction, the greater risk there is of that system becoming a target for attack by malicious actors or of there being greater harm due to any accidental system malfunction.

Conclusion

Humanity is facing an increasing number of existential threats, many of which are of our own creation. Thankfully, there are also an increasing number of scholars, from a wide range of fields, studying the nature of these risks and strategizing how to mitigate them. But the field of Xrisk studies is still relatively young. There are significant debates being had over how to define the concept of Xrisk, how to understand its sources, and what methodologies should be used to assess these risks. When it comes to Xrisks from AI, these debates continue. Early concerns around AI Xrisks focused on the possibility of an intelligence explosion and the subsequent pathway to a scenario in which a powerful superintelligent AI has misaligned objectives from humanity. These concerns have not gone away, but they have evolved over time. This chapter has provided an up-to-date critical survey of these arguments, both old and new, looking at different foreseeable pathways towards AI Xrisk, possible global disruptions resulting from the emergence of an AI race dynamic between nations, and the weaponization of AI. In particular, we have tried to make the structures of each of these concerns more explicit, such that readers can begin to critically engage with them.
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Notes

1.Extinction risks are those that directly cause the extinction of the human species or less directly lead to circumstances that cause our extinction (e.g. through habitat destruction) (see discussions in Matheny 2007; Bostrom 2013; and Cotton-Barratt et al. 2020.)

2.Moynihan (2020) is the only example we found of someone using this narrow definition (c.f. Sotala and Gloor (2017) and Torres (2019), who both claim that the narrow definition is most common).

3.Bostrom (2014) and Russell (2019) each have a book-length defence of these issues, but neither lay out CPAX in an explicit way. The closest examples we found were Chalmers (2010) and Danaher (2015). Here, we draw from all of these sources.

4.This final possibility is more modest in the sense that it would require less advancement in current technology as a starting point for the argument. This is because, while we currently have many sophisticated narrow AI systems, which outperform humans in certain tasks (e.g. playing chess or go), we do not yet have any general AI systems, and many scholars hypothesize that we are a long way from developing these (e.g. Dignum 2019).

5.Here, we distinguish our use of the phrase ‘decisive strategic advantage’ from that of Bostrom’s (2014: 78), who defines it as ‘a level of technological and other advantages sufficient to enable it to achieve complete world domination’. AlphaZero, to be sure, could not spark an intelligence explosion, as it has neither a decisive strategic advantage in a relevant domain nor does it have sufficient capacities for real-world modification.

6.We have bracketed those cases in which an AI system is deliberately engineered to recursively self-improve, as it straightforwardly follows that it would do so under these conditions.

7.Chalmers also identifies two other types of obstacles—structural obstacles and correlation obstacles.

8.See further discussion in Russell (2019).

9.By ‘motivations’, we don’t mean to attribute intentional agency, but rather ‘agency’ in a kind of Dennettian sense (i.e. following the intentional stance). We mean motivations as something like ‘subgoals’, or the strategies a system will undertake to achieve its final goals.

10.Consider another scenario, discussed by Tegmark (2014) and Häggström (2019), in which an advanced AI is programmed to have a meaningless or ‘undefined’ goal. What would happen in this case? Häggström predicts that all instrumental goals would also then become pointless, in which case ‘all predictions’ from the instrumental convergence thesis ‘collapse’.

11.These are two of many possible hypothetical scenarios of how powerful AIs with misaligned objectives could be Xrisks. See Shanahan (2015) and Tegmark (2017) for further examples.

12.We could not find any scholarly publications in which Loosemore or Metzinger make these points, so in both cases we cite online articles.

13.We say ‘seem’ here because of the work in cross-cultural psychology over the past two decades, which tries to show that human societies that seem to vary widely in their values in fact share some basic set of normative commitments (or values), even though the shared set may be interpreted or applied differently (e.g. Borg et al. 2019 and Christians 2019).

14.Also sometimes referred to as the ‘specification problem’, the ‘genie problem’, or the ‘Sorcerer’s Apprentice problem’.

15.See Cantwell Smith (2019) for an argument that this capacity for ‘deep contextual awareness’ in our ethical judgements (i.e. to discern what norms or values apply within a specific fine-grained context)—a capacity that is central to virtue ethics—is computationally intractable.

16.Thanks to Matthijs Maas for raising this point in discussion.

17.Similar arguments for instrumental convergence around resource acquisition can be found in Tegmark (2017: 266) and Russell (2019).

18.As Leslie (2019) describes them in a critical review.

19.Geist (2016) takes a stronger view, arguing that the world superpowers are already locked in a particular type of racing dynamic—an AI arms race.

20.Armstrong et al.’s (2016) model of an AI race dynamic supports this claim.

21.Here, Cave and Ó hÉigeartaigh discuss Huysmans (2006).

22.Geist and Lohn (2018: 10) define strategic stability as existing ‘when adversaries lack a significant incentive to engage in provocative behavior’.
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CHAPTER 37

Automation and the Future of Work

John Danaher

Introduction

What is it, if anything, that makes humans unique? Many answers have been proposed over the years. Some argue that it is sentience and self-awareness that makes humans unique. But spend any time interacting with a dog or, even better, a chimpanzee and you will be hard-pressed to deny that they feel pleasure and pain or that they have some sense of self.1 Some argue that it is complex tool use. But recent experimental work with crows and other corvids has scotched that idea. Our tools may be quite sophisticated, but it is clear that other animals are capable of creating and using tools to solve complex, multi-part puzzles (Gruber et al. 2019). Some argue that it is language that sets us apart. This is certainly a more plausible claim, but even here we see primitive precursors to speech and communication in other animals (Seyfarth and Cheney 2017).

So what, if anything, makes us unique? In a provocative short essay, the zoologist Antone Martinho-Truswell (2018) proposes an interesting answer. He argues that humans, alone among all the animals, are unique in their capacity for automation. That is to say: humans are the only creatures that are capable of offloading their work to machines, not simply in the sense that they create tools to help them with their work but, more impressively, that they create machines that are capable of performing entire tasks without much human input. What is more, this is not a recent phenomenon. It goes back thousands of years. Martinho-Truswell cites the examples of the crossbow and the catapult as illustrations of humanity’s first forays into automation.

If he is right, Martinho-Truswell has highlighted something important about the human condition. He has highlighted a culturally deep longing for machines that free us from the drudgery of work. This longing has long exceeded our technological capacity. We don’t just hope for the automation of some tasks based on currently available technologies. We also imagine and debate the possibilities of radical forms of automation. The cultural historian Adrienne Mayor highlights this in her book Gods and Robots (2018) by showing how the Ancient Greeks, from Homer to Aristotle, imagined and debated radical forms of worker automation, even going so far as to worry about the ethical and social impact of automation on what we would nowadays call the ‘work ethic’.

Since the dawn of the digital age, the debate about automation and work has taken on a renewed urgency. Sophisticated information-processing technologies have dramatically altered our workplaces and work habits. That much is obvious. When these technologies are combined with recent developments in robotics and artificial intelligence, they bring us tantalizingly close to turning what was fantasy and imagination for Aristotle into a practical reality. What implications will this have for the future and value of work? In this chapter, I try to answer that question by highlighting, in particular, the ethical costs and benefits inherent in the digitization and automation of work.

My analysis proceeds in four main parts. First, I discuss the nature of work and workplace automation, arguing that a lot of the contemporary debate about automation is misguided because it is impossible to automate work, per se; you can only automate work-related tasks. Second, I discuss the moral dimension of work, focusing in particular on its role in distributing goods to members of society, as well as the different ethical principles or rationales one might have for assessing the impact of workplace automation. Third, I consider three possible effects that technology could have on the workplace of the future: the displacement effect, the complementarity effect, and the polarization effect. In discussing these three effects, I focus particular attention on how they might affect the distribution of the goods of work. Fourth, and finally, I consider the possible responses to these effects.

Throughout this chapter, I try to give a fair hearing to different perspectives and possibilities. Nevertheless, I will not adopt an entirely dispassionate and value-neutral perspective. On the contrary, I will try to defend a particular perspective on the ethics of workplace automation. To be precise, I will try to argue that the disruptive impact of technology on the workplace is likely to be more significant than many mainstream commentators presume. Furthermore, I will argue that this can be a good thing if we embrace the radical potential of a post-work ethic (Danaher 2019a, 2019b).

Can we automate ‘work’?

Most of the conversation around technology and the future of work makes explicit reference to the concept or idea of ‘work’ (Danaher 2019a; Avent 2016; Susskind 2020), as does the conversation around the value of work and the possibility of a post-work or anti-work politics (Black 1986; Frayne 2015; Gorz 1989; Weeks 2011; Srnicek and Williams 2015). In some ways, this is unfortunate because what is meant by the word ‘work’ is unclear. There are multiple contested definitions of the concept. Some people adopt expansive, all-encompassing definitions of work that would include all purposeful activity in which humans engage, whereas others argue for a more restrictive definition, focusing on paid employment (Danaher 2019a: 26–30).

If we are to make any progress, we will have to bring some order to the definitional chaos. We can do this in two ways: we can abandon the term ‘work’ and use something that is less contentious and more precisely defined, or we can stick with the term ‘work’ and make it crystal clear what we mean when we use this term. There are advantages to the first approach, but it risks ignoring or bypassing much of the current conversation. For better or worse, the word ‘work’ has become embedded in the contemporary conversation about technology and automation. If you abandon it and talk about something else, there is a danger that people will overlook what you have to say, or think it is not relevant to their concerns. Hence, reluctantly, I adopt the second approach in what follows.

To do this, I suggest we side with the more restrictive interpretation of what work is. This means that we should focus on work ‘in the economic sense’ (Gorz 1989; Frayne 2015). Under this interpretation, work is any activity that is performed in return for, or in the reasonable expectation of, an economic reward (usually monetary in nature—Danaher 2019a: 28–29). This definition is expansive, insofar as it can include virtually any activity performed in the expectation of receiving an economic reward, but it is also restrictive in that it excludes some activities that people would like to classify as ‘work’, such as unpaid care work or housework. This exclusion might seem to be unjustified or contentious, but I argue that it is justified in the present context. This is because much of the anxiety and concern around technology and the future of work is fuelled by anxieties about the destabilization of the current economic order. It is only by explicitly linking the concept of ‘work’ to the present economic order that we can make sense of these anxieties. That is what this restrictive definition does.

If we adopt this restrictive definition of work, it is equally important that we understand what work is not. Work is not any particular activity or set of tasks; work is, rather, a condition under which activities and tasks are performed. Appreciating this distinction is crucial when it comes to understanding the impact of technology on work.

Allow me to elaborate. Right now, as I write this chapter, I am working. I am performing a set of activities (writing, thinking, researching) in return for an economic reward. (I am required to research and write as part of my current contract of employment; I am also receiving a specific payment for writing this particular book chapter.) The taxi driver outside my window is also working. She is driving passengers hither and thither in return for a direct payment. The activities we are both performing are very different in nature, but we are both working. It is the condition under which we perform our respective activities that transforms them into work. If I was writing this chapter in my spare time, or if the taxi driver was dropping her partner to their workplace, then neither of us would be working—at least, not in the restrictive sense intended in this chapter.

This has knock-on implications for how we understand terms that are closely related to work, such as ‘job’. Jobs are different from work. Jobs are not best defined as conditions of activity, but, rather, as sets of ordered tasks. The job of being a taxi driver, for example, is characterized by a set of tasks, including: driving from A to B, picking up passengers, planning driving routes, making small talk with passengers, maintaining your car in good nick, and so on. The job of being an academic is characterized by tasks such as: research and writing, managing research projects, applying for grants, teaching students, mentoring graduate students, attending meetings, marking assignments, speaking at conferences, and so on. For some jobs, the list of tasks can be quite long and ill defined. This is probably true of the job of being an academic. Many academics do not focus on all the tasks mentioned in the list just given. They often prioritize a few to the exclusion of others. The loose definition of their roles gives them this freedom. Other jobs are more restrictively defined so that they are, almost by necessity, linked to a narrow range of tasks. This is probably true of being a taxi driver. If you stop driving passengers from A to B and focus purely on maintaining cars then, in a real sense, you are no longer a taxi driver. You are a mechanic.

The crucial point in all this is that jobs can be more or less arbitrarily or loosely defined. Jobs are collections of tasks that society, or specific subsections thereof, have decided it is worth grouping together and associating with a defined role (being an academic; being a taxi driver). In some contexts, it is possible to redefine and renegotiate these roles by linking them to different tasks. In other contexts, the options are more limited and if you try to redefine the role you may end up losing your job.

The bottom line then is that work is an economic condition under which activities and tasks are performed, whereas jobs are more or less loosely and arbitrarily defined roles that are made up of particular tasks and activities. This becomes important when we turn to understanding the impact of technology on work.

How does technology impact work? Let us not bury the lede: contrary to much popular discourse, technology does not directly displace or eliminate work from our lives. Work is, after all, just a condition of activity. In principle, there could always be some work for humans to do, irrespective of how capable machines become. This is because it is always in principle possible to attach economic conditionality to our actions. What technology can do is that it can change the tasks or activities that make up currently defined jobs, thereby rendering human activity largely irrelevant to the process of economic production. It can do this in a few different ways. It can do it by assisting human workers in the performance of job-related tasks or it can do it by entirely replacing humans in the performance of tasks.

Take, once more, the example of the taxi driver. The traditional, manually driven car is a form of technology that assists the taxi driver in performing their job-related tasks. It makes it much easier to ferry passengers about than, say, carrying them on a tricycle. Contrast that with an autonomous vehicle that uses a computer program to perform some significant portion of driving-related tasks (e.g. steering, braking, route-planning). This technology does not simply assist the human worker in the performance of key job-related tasks; it displaces them from those tasks. Despite this, there are still some job-related tasks that are unaffected by the arrival of the autonomous vehicle, for example, maintaining good customer service, programming the route-planning algorithm, and so on. The displaced taxi driver could, potentially, take up a new job that focuses on that task. Whether this would be economically feasible is a separate question.

The fact that technology affects job-related tasks, and not jobs or work per se, is something that has been emphasized in most of the recent reports about automation in the workplace (Chui et al. 2016; Manyika et al. 2017a, 2017b; Frey and Osborne 2017; World Economic Forum 2018). If you read past the headlines of these reports, with their talk of 40–50 per cent of jobs being automated, you quickly learn that they base their conclusions on how specific manifestations of robotics or artificial intelligence (AI) can replace or augment the human performance of certain job-related tasks, for example, visual recognition, order-tracking, inventory management, predictive analytics, and so on. The claim, which is valid and well supported, is that this will have a disruptive impact on current employment patterns, and will no doubt lead to the abandonment or redefinition of existing jobs (Ford 2015; Brynjolfsson and McAfee 2014, 2017; Avent 2016; Susskind 2020). This does not, in and of itself, lead to widespread unemployment. Work is not content-specific, and jobs are capable of redefinition and renegotiation. There is consequently still the hope that we can move on to something else and stay working (Susskind 2020: ch. 1). Whether this hope is justified or not is something I take up in more detail below.

The value(s) of work

Let us turn our attention now to the ethics of work, in particular the value that it has in human life. When assessing the ethics of work, we have a number of different frameworks we can employ. We can, for instance, adopt a deontological and dignitarian framework that assesses the value of work in terms of possible duties to work (or to make use of one’s talents, as Kant might have put it)2 or in terms of its role in honouring or undermining one’s self-respect and autonomy. We could also adopt a consequentialist framework that views work as a means or hindrance to some positive end (health, wealth, happiness). We could adopt a virtue ethics-based theory that focuses on the role that work plays (or does not) in cultivating human virtues (excellence, mastery, tolerance, charity, and so on) and facilitating a more flourishing form of existence. In what follows, I will focus on aspects of work that relate to all three of these frameworks, but I will not explicitly trace out the links between them. I will talk instead, more generically, about ‘goods’ associated with work that have appeal and credibility under each of these possible frameworks.

With this in mind, let’s start with one of the more obvious ways to think about work. We sometimes think about work in essentially consequentialist terms as just a means to a financial end. This is a temptation that is made all the more appealing by the definition of work offered in the previous section. If work is an activity performed under the economic condition of payment, then it is natural to assume that receiving payment constitutes both the purpose and value of work. We work in order to get the income we need in order to access other goods in life: food, clothing, entertainment, education, meaningful experiences, and so on. Work is socially and morally significant because of the role it plays in allocating and distributing the income that allows us to access those goods. If people lose their jobs—or have their jobs significantly disrupted—as a result of technological change, then we should focus our moral energies on compensating them for their income-related losses (if any). Failing to do so might result in a society in which people don’t have a sufficient income to access the basic goods of life, and in which there is more income-related inequality. Sensitivity to these problems is one of the main reasons why people advocate for a universal basic income (UBI) guarantee in response to automation-related job displacement. That said, it is always worth noting that there are other non-consequentialist moral reasons for favouring a UBI—reasons that have nothing to do with automation anxiety (Van Parijs and Vanderborght 2017).

It would be foolish to deny that work is valuable as a means to a financial end and that we need to factor this into our response to automation. Nevertheless, it would be a mistake to assume that work is nothing but a means to a financial end. There are other goods associated with work that are not reducible to income. Work is, for many people, a source of meaning, purpose, social contribution, and inspiration. It provides opportunities for developing important skills and capacities. For want of a better term, we can call these non-income goods, ‘meaning-related’ goods, and these are goods that can be endorsed under different ethical frameworks. Some are linked primarily to virtue ethical theories of human flourishing; others are more linked to autonomy and dignity.

There are several different accounts of these meaning-related goods. Gheaus and Herzog (2016), for example, argue that there are four specific meaning-related goods associated with work. First, there is the good of mastery, that is, the development of advanced skills or competence in a particular area. Second, there is social contribution, that is, the opportunity to make a positive contribution to your society. Third, there is community, that is, forming alliances and friendships and a sense of identity with other people in the workplace. And fourth, there is social recognition, that is, the opportunity to be rewarded and attain a level of esteem for one’s efforts. Not all forms of work allow for each of these goods to flourish. As others have noted, meaningful work is not fairly or justly distributed (Walsh 1994; Loi 2015), and some people get stuck with meaningless jobs. Nevertheless, Gheaus and Herzog argue that work, because of its central importance to people in the modern world, provides the main forum for the realization of these four goods in people’s lives.

Others have defended similar accounts of the meaning-related goods associated with work. Veltman (2016) argues that work can—in an ideal world—be a forum in which people can develop the human capabilities and virtues needed in order to have a flourishing life. Smids et al. (2019), in an article specifically dealing with the impact of automation on work, argue that there are five meaning-related goods associated with work: (a) pursuing a purpose; (b) social relationships; (c) exercising skills and self-development; (d) self-esteem and recognition; and (e) autonomy.

The important feature of each of these accounts is that they associate several (plural) meaning-related goods with work and, in doing so, highlight how work plays an important role in allocating these goods to people. Some people do not get an adequate share of these goods, others get plenty. It’s just like income. This is important because it tells us something about the potential moral impact of widespread technological disruption of work-related tasks. Technology might not just change the amount of income people earn; it might change how much access they get to these meaning-related goods too (Loi 2015). Some people might find themselves spiritually and emotionally impoverished, relative to what they once had. They might have their jobs redefined so that the tasks they now perform have fewer meaning-related goods associated with them. Or they might lose their jobs, and hence lose their primary forum for cultivating these goods. This might be a bad thing, if they have no other opportunities to cultivate or access those goods. Or it might be a good thing, if they are free to pursue those goods in other, more fulfilling ways (Danaher 2019a, 2019b).

How technology might affect the distribution of work-related goods

To figure out how technology might impact on the distribution of income and meaning-related goods, we need to engage in some speculative prediction. This is a dangerous game. Prediction is hard, especially when it is about the future. Many historical predictions about the future of work look foolish with the wisdom of hindsight. Still, we need some reasonable sense of the possible futures we might face. Here, I sketch three possible futures, each associated with a different kind of effect that technology might have on work.

The polarization effect

I start with the polarization effect. This is the effect that is the most widely discussed and well documented. The polarization effect is something that has manifested itself noticeably in advanced industrial economies since the 1980s (Böhm 2013, 2014; Autor 2015). Very roughly, it is the effect whereby, in these economies, middle-income, middle-skill jobs have been in decline and low-skill, low-income and high-skill, high-income jobs have been, comparatively, on the increase.3 To put it another way, the polarization effect refers to the phenomenon whereby middle-income, middle-skill workers have been displaced and pushed into either low-skill, low-income jobs or, if they are lucky, high-skill, high-income jobs.

Why has this happened? The globalization of the labour market and the consequent outsourcing of middle-skill jobs is part of the reason. The other significant factor has been advances in computerization and automation.4 As the economist David Autor (2015) notes, many middle-skill, middle-income jobs are characterized by what we might call ‘routine’ tasks.5 That is, relatively simple, rule-based tasks, performed in consistent and predictable environments. This includes some manufacturing tasks, as well as clerical office work. Routine tasks of this sort are ripe for automation. Any task that can be reduced to a simple algorithm can be automated. This started to happen, en masse, from the 1980s onwards. This has had a devastating impact on middle-skill workers. Many of their jobs were defined by reference to these tasks. In order to remain employable, they had to either redefine their roles so that they were associated with less easily automatable tasks, or look for other jobs. This is why they ended up being pushed into the other poles of the labour market.

The polarization effect seems to be one of the most consistent and enduring effects that technology has on work. What are its ethical implications? The most immediate and obvious ethical effect is on the distribution of income. As David Autor (2015) and Michael Böhm (2013, 2015) have noted, the displaced middle-skill workers do not seem to have been equally allocated to low-skill and high-skill brackets. The majority have ended up in the low-skill bracket. The reason for this is that there are often fewer high-skill jobs available and there are often high barriers to entry into those jobs (e.g. high levels of education or certification are required). It has been observed that since the early 1980s, the level of income disparity in advanced economies has been increasing (Piketty 2014). There are several potential reasons for this. For example, legal norms and political pressures have had an important role to play in determining what levels of income inequality are socially tolerable. Still, there seems to be little doubt that the technology-induced polarization effect is one of the causes of the significant rise in income inequality (Danaher 2019a, 2019b: ch. 3). This could be a bad thing for at least two reasons. It could be bad because ensuring a relatively equal distribution of income (or, more generally, an equal distribution of the social surplus) is intrinsically valuable: it protects dignity or equal status between humans or is just a basic, sui generis good. Or it could be a bad thing because having a high level of income disparity leads to other negative social outcomes: political unrest, unequal access to housing and basic social goods, the corrosion of democracy due to the influence of money, and so on. The notion that greater income equality is intrinsically valuable is controversial; the notion that it leads to other bad outcomes is much less so (for a general discussion of the reasons why inequality might be bad, see Scanlon 2018).

But, of course, polarization doesn’t just negatively impact on income, it also negatively impacts on meaning-related goods. There are several reasons for this. Recall the list of meaning-related goods that was given in the preceding section. They concerned things like mastery, purpose, social contribution, and recognition. It might initially be supposed that pushing most people into low-skill jobs could still give some access to these goods. This is particularly true given that the economic definition of a low-skill job does not necessarily align with the common understanding of the term ‘low skill’. It has to do with the level of education required to access that job, not with how physically or mentally engaging it is. Some low-skill manual forms of work could be quite high-skilled in the colloquial sense and so could facilitate a great sense of mastery and purpose. But we have to remember the significance of social context in how people perceive and understand the value of their work. Many low-skill jobs are socially disvalued, and this is often reflected in their pay packets. They are seen as lesser, more menial forms of work. It can be difficult for someone to achieve a significant level of social contribution and recognition by pursuing those forms of work. This can, in turn, affect their motivation to pursue mastery of those jobs and their understanding of the purposefulness of those jobs.

Connected to this, it seems that technology is having a negative impact on the employment conditions associated with many low-skill jobs. Advances in digital and surveillance technologies have enabled greater fissuring of the corporate workplace (Standing 2011, 2016; Weil 2014). Low-skilled workers who were once employed by a single corporate entity have found themselves increasingly outsourced and required to work on short-term, gig-like contracts. This makes their work more precarious and anxiety-inducing. They don’t know if they will be retained in their employment year-on-year and they have to compete more with other workers for limited opportunities. It can be difficult to focus on the meaning-related goods in such conditions of economic precarity. This is a situation that is compounded if the spectre of creeping automation starts to affect these forms of work too. This can be a hindrance to self-respect and autonomy, as well as happiness and well-being.

Some of these problems also afflict high-skill, creative, problem-solving work. For example, the opportunities there are more limited and there is increased competition for them. This means that a reduced number of people get to access the goods associated with those forms of work and may feel precarious even when they secure such a role. Still, it might be plausible to assume that someone who is lucky enough to get such a job will be a net beneficiary of the polarization effect. They will have a sufficient income and their demanding, problem-solving work may be a great source of mastery, purpose, social recognition, and so on. That said, whether this is true could depend, to a large extent, on how high-skill workers interact with technology in their workplaces. This is a topic addressed in more detail below.

The complementarity effect

Another potential effect of technology on work is the complementarity effect. The term comes, once more, from the work of David Autor (2015), though others have written about the same effect using different terminology (e.g. Susskind 2020). This effect, like the polarization effect, is not just a speculative possibility. It is something that has already been observed as a result of past waves of automation. Nevertheless, unlike the polarization effect, it is a more abstract effect and not something easily demonstrated through data on employment patterns.

To grasp the complementarity effect, we must go back to the earlier definition of a job. Recall that a job is a set of tasks, each of which is relevant to the economic value of the job. Each of these tasks can be said to be complementary to one another in the sense that you need them all in order to maximize the economic potential of the job. Sometimes these complementary tasks are all performed by the same individual worker. Sometimes they are shared across a network of human workers inside a single workplace. Indeed, dividing up task performance in this way is often economically sensible. Adam Smith’s classic discussion of the economic value of specialization, and his illustration of this with the division of labour within a pin factory, captures the essence of this idea (Smith 1776: ch. 1). The function of the pin factory is to produce pins. There are many tasks that are relevant to that overall function (drawing out the wire, shaping the pin, flattening the head, and so forth). Although a single worker could perform all these tasks, you can ramp up productivity by splitting the tasks across many workers and getting them to specialize in particular tasks. Thus, dividing labour across teams of humans can increase economic productivity and the number of available jobs. What if the same could happen with teams of humans and machines? What would happen to human workers then?

Here is Autor’s answer: automating technologies can have a positive impact on the demand for humans in complementary job-related tasks. Machines replace humans, in whole or in part, in some, but not necessarily all, job-related tasks. But this does not mean that humans have nothing left to do. Instead of joining the dole queue, they can migrate to the tasks that complement these machines—tasks at which humans have a comparative advantage. Humans can then specialize in those tasks and this can have a net positive effect on economic productivity and, potentially, employment.

This is the complementarity effect in action. The essence of the complementarity effect is that instead of displacing humans from the workplace, automating technologies simply change what it is that humans need to do to be economically valuable. Autor’s go-to example of this effect in action is the relationship between bank clerks and automated teller machines (ATMs). You might think that the ubiquity and spread of the ATM spelled doom for the humble bank clerk. Modern ATMs can, after all, do most of what the clerks used to do: lodgements, withdrawals, and other account services. But as Autor (2015) notes, despite the spread of the ATM, there has not been a significant decline in the number of bank clerks employed across the United States. Why not? Because there are other complementary tasks that humans can perform, for example, customer relationship management. Instead of leading to widespread unemployment in the banking sector, ATMs have just reordered the distribution of job-related tasks: machines do what they are good at; humans do what they are good at. Furthermore, this hasn’t just happened in the banking sector. In a very real sense, it is what has happened since the dawn of the Industrial Revolution. Machines have, indeed, displaced human workers from some tasks but this has not led to a net decline in employment. There are more people at work now than ever before. This must be because people have found ways to work alongside machines.

Whether the complementarity effect is, in fact, robust and whether it holds out the hope of long-term employment for humans is something I address later when discussing the replacement effect of technology on employment. For now, I want to focus on its impact on the value of work in human life. At first glance, you might be enthused by the complementarity effect. It suggests that the impact of automating technologies on work may be less dramatic and disruptive than is often supposed. We may have to learn new skills and reprioritize what we do, but we won’t be rendered destitute and without any meaningful work. There will still be plenty of that to go around.

But the devil here is going to be in the detail. What exactly are the machine-complementary skills in which humans have a comparative advantage? What will our jobs look like after they have been restructured so as to be complementary to machines? There are some reasons to be pessimistic and some reasons to be optimistic. The most comprehensive analysis of this issue, to date, has been undertaken by Smids, Nyholm, and Berkers (2019). The focus of their work is on ‘robotization’ in the workplace and the impact that working alongside robots will have on the meaningfulness of work, but much of their analysis can be expanded to include other forms of automation and digitization.

They argue that there are both opportunities and risks that need to be addressed when working alongside machines. Take, for example, the purposefulness of work. If machines perform most of the cognitively or intellectually rewarding tasks in the workplace, and humans are left to perform the more mundane or emotionally and physically taxing tasks, then there could be a net loss in meaningfulness. Consider the fate of the taxi driver discussed earlier. If automated driving technology advances to a point where humans are only needed in rare circumstances (unusual or abnormal driving conditions), this could negatively impact on the meaningfulness of the job. The human ‘driver’ might be reduced to a button pusher and conversation starter. Under these conditions, they may begin to question the value of their jobs. They may be no longer engaged or interested in what they do and their cognitive capacities may start to atrophy (Carr 2015). This is already a noted problem with automation in the workplace: people tend to develop automation bias and defer to machines, rather than their own judgements, in crucial circumstances. This can be disempowering and undermine the sense of mastery and control that is central to meaningful work. It could also cut people off from any sense of achievement that might derive from their work, especially if it is the machines that seem to do all the important tasks (see also Danaher and Nyholm 2020). That said, the converse could also be true. Machines might take over the mundane and emotionally and physically demanding tasks, while humans are left to focus on the more intellectually rewarding tasks.

Technology could also impact on social contact and collegiality at work. For many people, work is an opportunity to build friendships and alliances, and to work alongside others towards a common goal. This social aspect of work can be a great source of value. But, as Smids, Nyholm, and Berkers (2019) observe, automation could negatively impact on this. Imagine being the sole human worker in a warehouse full of robots. You cannot talk to them or interact with them. There is no opportunity for ‘water cooler’ chats or causal forms of friendly interaction. Humans are a social species. Our brains have largely evolved to enable us to navigate complex social environments and relationships. Without social contact we can suffer greatly. In the robot warehouse, our sense of isolation and loneliness might increase dramatically. This can also be exacerbated by other technological transformations of the workplace. For example, the forms of remote work that are facilitated by digitalization can be socially dis-spiriting. This is something many people have learned in the wake of the COVID-19 pandemic of 2020. That said, there could also be opportunities for enhanced socialization through technology. Information communications technologies can enable some remote workers to interact with a wider community of colleagues. This is true for many academics and researchers, for example. They can be part of large international research teams from the comfort of their own homes. Another possibility, mooted by Nyholm and Smids (2020) is that it may be possible to design a robot that is a ‘good colleague’, thereby mitigating some of the potential social damage that may be wrought by having to work alongside machines.

Finally, it is worth noting that the complementarity effect could negatively impact on the income-related goods of work. To some extent, the polarization effect is a manifestation of the complementarity effect. Following Autor’s argument, machines are good at one set of tasks—middle-skill routine tasks—and humans are good at others—low-skill manual tasks and high-skill creative tasks. Since we already noted that the polarization effect is having a negative impact on the distribution of income by pushing more people into low-skill, poorly remunerated and highly precarious work, it is plausible to assume that increased human–machine complementarity in the workplace will continue to follow this trajectory, at least for the foreseeable future. Consequently, there are risks when it comes to the income-related goods of work too.

The bottom line then is that the complementarity effect is not a reason to be complacent about the impact of technology on the value of work. It may save us from mass unemployment but it may not save us from less meaningful and less well-rewarded forms of work. It will all depend on the exact distribution of job-related tasks across humans and machines, and the resulting conditions of employment for humans.

The replacement effect

The final potential effect of technology on work is perhaps the most obvious. It is the one that we mentioned at the outset of this chapter: technology might completely replace humans within the workplace. This could happen for a variety of reasons, but the primary one is simply that automating technologies get sufficiently good at job-related tasks that they obviate the need for humans. To go back to Martinho-Truswell’s (2018) observation, replacement-via-automation is one of the defining features of humanity and is something that has happened repeatedly since the dawn of civilization. It’s very clear, for example, that significant amounts of replacement-via-automation have taken place in agriculture. Human and animal labour have been replaced by machines that can till the land, sow the seeds, and harvest the crops. The result has been significant reductions in agriculture-related employment. For example, according to data collected by Max Roser (2017), most European countries have seen agriculture-related employment decline to less than 5 per cent of the working population today from greater than 50 per cent (in many countries) 200 years ago. A similar story is true in manufacturing industries, which have been affected by both outsourcing and widescale automation. Indeed, the production line for manufactured goods such as cars/automobiles is, in many people’s minds, the epitome of workplace automation.

Suffice to say, when the replacement effect manifests itself, it significantly compromises all the values associated with work. If you lose your job, you lose your source of income—unless you are independently wealthy—and typically have to turn to welfare for support. Since welfare payments are usually less than employment-related payments (and in some countries they decline over time) this results in a net loss in the instrumental gains associated with work. Furthermore, reliance on the state, particularly in welfare systems that are means-tested and require significant surveillance and/or intrusion into your life, can undermine dignity and the sense of self-worth. In addition to this, if you no longer work, you may no longer have access to the non-income-related goods of work. Your job may have been the main source of purpose, meaning, social contribution, and recognition in your life. Without it, your capacity to flourish in these domains could diminish.

This negative assessment does, however, have to be qualified by two observations. First, for many people, jobs are not significant sources of non-income-related goods. For them, jobs are soul-destroying, boring, and limiting. They are simply a means to an end. Second, for these people, and perhaps for us all, being freed up from the need to work could provide us with an opportunity to flourish in other ways. A non-work life could be better than a working life. This is a view that I have myself defended in the past (Danaher 2019a, 2019b) and I will consider it again in the final part of this chapter. For now, however, these two observations notwithstanding, it seems that a strong prima facie case can be made for the view that widescale technological replacement of humans in the workforce would be a bad thing.

The real question then is whether such widescale replacement is going to happen. People have been periodically touting it as a real possibility for more than 200 years. They started to do so in recent years as a response to the excitement (and hype) around the development of AI and robotics (Ford 2015; Brynjolfsson and McAfee 2014; Avent 2016; Chace 2018; Susskind 2020). Since all past predictions of widescale technological unemployment have been wrong, there is reason to be suspicious of these claims. Will things be different this time around? The prevailing wisdom in economic circles is that they won’t be. After some initial, frictional unemployment, our economies and workplaces will adapt, the complementarity effect will take root, and humans will simply shift focus (Susskind 2020: ch. 6).

But perhaps things really will be different this time around. I believe that there are four reasons to expect greater employment-related disruption arising from current advances in AI and robotics than from past technological developments (cf. Danaher 2019a: 39–48).

The first reason is educational and institutional inertia, exacerbated by accelerating technological change. In a report into the impact of automating technologies in the workplace, the World Economic Forum (WEF)(2018) predicted that technologies could replace 75 million jobs globally, but then lead to the creation of 133 million machine-complementary jobs. The WEF noted that to fill those jobs we will have to redesign our educational systems to facilitate both training and retraining people to fill those jobs. This is not an easy task. Some people, through no fault of their own, will not be able or willing to be retrained. This could be because of relative age or other personal circumstance. There is also significant inertia built into our educational and training institutions. Many of them are state supported and not driven primarily or solely by market pressures: they may not perceive any need to reimagine their curricula. There may be considerable opposition from the people already employed in those institutions, who may, in many cases, lack the skills necessary to educate the next generation of workers. These institutional difficulties could be exacerbated by an accelerating pace of technological change and development. Advances in AI and automation will not necessarily wait for humans to catch up. Just as humans are busy retraining themselves with the skills necessary to perform machine-complementary tasks, technologists may be busy designing machines that can perform those tasks. If the pace of innovation is faster than the pace of education, humans may lose the race to fill those complementary jobs. This doesn’t require exponential advances in technology; it just requires the relative pace of development in technology and human education to be such that the machines are slightly faster.

The second reason is that there may not always be machine-complementary tasks that humans can perform in an economically viable way. The assumption underlying Autor’s (2015) articulation of the complementarity effect is that developments in automation allow for a human-friendly workplace. In other words, automating technologies replace tasks that humans once performed but there are still meaningful ways for humans to interact with machines that increases overall economic productivity. This may not always be the case. Widespread use of automating technologies may result in a human-unfriendly workplace. We already see this, to some extent, in some industries. Manufacturing robots, for example, often operate with a strength and speed that exceeds anything that is possible for humans. It is difficult for humans to work alongside them. The machines have to be caged and humans have to be kept away. For the time being, we still ask for humans to occasionally interact with the machines, but in the future it may be easier, and safer, to try to create other machines that can work alongside the existing ones. Likewise, in financial markets, trading bots can operate at a speed and scale that is unfathomable to most humans. It is difficult for those who are trying to regulate and control the behaviour of those trading bots to keep pace. In some ways, it may be easier to create other AI programs that can do this. The point here is not that Autor’s complementarity effect is false but, rather, that it paints an incomplete picture. We don’t just have to contend with one type of AI (or robotics) that happens to be good at one task; we have to contend with multiple forms that are being (and will be) designed to perform other tasks. These different machines might find it easier to work with each other than to work with humans. The end result might be a system of productivity that is much more efficient than anything that would be possible with human–machine chimeras, but much more human-unfriendly.

The third reason is that current technologies may be such that less human labour is required to exploit new markets and opportunities. The existence of so-called ‘superstar’ marketplaces has been discussed in economics for some time (Rosen 1981). These are marketplaces in which a handful of actors (e.g. individual sport stars or large quasi-monopolistic corporations) dominate and capture most of the value. They are the most in demand and most customers flock to them. Digital technologies have tended to encourage superstar markets (Brynjolfsson and McAfee 2014). This is because they help to foster a single global marketplace. If I want to buy something, I don’t need to go to the high street. I can go online to Amazon or Alibaba or one of a handful of other large online retailers and buy almost anything I might desire. This can then be sent to me through an efficient global transportation network (also facilitated by advances in technology). In some cases, I may be purchasing a digital good or service which can be provided to me instantaneously via the internet. This globalization and digitization of the market obviates the need for much human labour and allows a handful of economic actors to thrive. As long as we retain these digital platforms and technological networks for buying goods and services, we will encourage superstar markets and reduce the opportunities for human workers. This will be true even in markets for new goods and services.

The fourth reason, which is only offered tentatively, is that there is some evidence to suggest that recent waves of robotization in the workplace have not resulted in net gains in jobs, even when we consider the impact that robotization may have had in unrelated markets and regions. Recent empirical work by Acemoglu and Restrepo in the US (2020) and Acemoglu, LeLarge, and Restrepo in France (2020)6 has found that robotization tends to have a net negative impact on employment across firms and marketplaces. The estimates vary, but for every one robot that is ‘employed’ anywhere from three to six humans tend to lose their jobs. Whether this effect holds up over the long term remains to be seen, but it is, nevertheless, suggestive that there could be something different about this current wave of automation.

If this is correct, then the replacement effect may win out over the polarization and complementarity effects. If the replacement effect does win out, what happens to us humans? How can we correct for the loss in income and meaning-related goods? These are questions to which I turn in the final section.

What can be done?

If the preceding analysis is correct, then it seems that technology has had, and will continue to have, significant effects on the ethical dimensions of work. It does so by redistributing income or cutting off people from an important source of income; it does so by impacting on the distribution of the meaning-related goods of work. Some of those effects can be positive for some workers; others can be quite negative for many workers. This is true no matter which of the three effects we consider. Nevertheless, if I am correct, there is reason to suspect that wholescale replacement of human workers—and not just redistributions of human workers—will be more likely in the future. What can be done about this? Let me close by discussing three possibilities.

First, we might look to slowing technological innovation down and reducing its disruptive impacts on the workplace. This could be useful, if only as a stop-gap measure, to give us a chance to reorganize our societies in a way that can mitigate the ethical disruption caused by increased digitization and automation. As mentioned earlier, replacement of human labour is likely to be exacerbated if machine labour can improve or develop new skills at a faster rate than human labour. If you could slow machines down so that the rate of improvement is more equal, or so that humans can play catch-up, you could stop this from happening. How might you do this? Increased regulatory hurdles for technology would be one possibility. It has long been noted that digital technologies and the technologies of automation that emanate from Silicon Valley cultures have largely thrived due to the absence of significant regulation. Compare, for example, the regulatory hurdles facing the pharmaceutical industry and those facing the tech industry. The absence of significant regulation fosters a culture in which people try to ‘move fast and break things’ (Taplin 2017). It is possible that we could dampen some of that disruptive enthusiasm through more stringent regulation. We already see this happening to some extent. For example, gig working platforms such as Uber and Deliveroo have recently found their attempts to avoid employment laws being met with some opposition in different countries. Another option would be to place a tax on innovation. Some people, including most notably former Microsoft Chief Executive Officer Bill Gates, have mooted the idea of a ‘robot tax’.7 Gates seems to have envisioned this as a way to collect revenue that could be paid back to workers who are replaced by robots, but, if set at a high enough level, a robot tax could also function as a disincentive to innovation, thereby slowing down the pace of replacement.

There are, however, problems with attempts to slow down the pace of innovation. An obvious one is that they tend to imply a level of satisfaction with the existing status quo with respect to the world of work. At the very least, they imply that it is better than the possible future of work. But this may not be warranted. There are many negative features of the existing world of work. For example, the polarization effect has already taken root and led to an unequal distribution of income and meaning in work. Slowing down innovation without correcting for that existing imbalance would be a problem. It could also be the case that radical disruption of work could jolt us out of any complacency with respect to the existing distribution of income and meaning. We might wish to ‘accelerate’ that disruption in order to force ourselves to build a new social order (Srnicek and Williams 2015). This is to say nothing about the potential advantages of innovation in terms of increasing productivity and reducing the costs of goods and services.

The second thing we could do to address the disruptive impact of technology on work is to introduce some policy that corrects for any income-related losses of that disruption. This is the area of policy that has been most widely discussed in recent times. Many books and reports on the subject of automation have either defended, or at the very least mooted, the idea of a basic income guarantee (e.g. Ford 2015). This would be a reform to welfare payments that gives everyone within a society a basic guaranteed income. If sufficiently generous, this would free people from the need to work and mitigate any deprivation and anxiety they might face as a result of technology-induced job loss. A basic income guarantee also has the advantage of being attractive for a number of other reasons, including capacity to guarantee an enhanced form of freedom or autonomy in society and to address the gender disparities in income-rewarded work (Van Parijs and Vanderbroght 2017). As has already been noted, income is only a means to an end and so another way of addressing the problems caused by income loss would be to provide for enhanced universal basic services, such as health care, food, and housing. This, however, might be less attractive insofar as it could amount to a highly restrictive form of state rationing of basic services. Some combination of UBI and universal basic services might be more optimal. That said, addressing income and service-related losses does nothing to address meaning-related losses. One of the fears people have about proposals for a basic income or similar welfare reforms is that it assumes that a large proportion of the adult population will be idle or surplus to the requirements of capitalistic production (Brynjolfsson and McAfee 2014). Surely, we also need to think about what these people are going to do, particularly since the world we now live in is one that places a lot of faith in the value of work and the importance of the work ethic.

This brings me to the third and final possibility. In some of my own writings I have tried to think in more detail about what it might take to build a truly post-work society (Danaher 2019a, 2019b); that is, a society in which work no longer occupies a central and organizing role in our social lives and in which it is no longer given a privileged place in how we secure meaning-related goods. My argumentative strategy has been threefold. First, I argue that work often undermines meaning-related goods by being a source of unfreedom, inequality, and anxiety in our lives. Second, I argue that there is no necessary connection between work and these meaning-related goods: there are other ways to secure meaning in life, some of which have been historically more significant. These include securing meaning-related goods through family and relationships, leisure activities, religion, and charity. If work is no longer economically necessary, then these domains of meaning could take pride of place once more. Third, and more concretely, I have argued that reorganizing society in such a way that games and leisure activities occupy the position once held by work has the potential to enable a flourishing post-work existence. This is not, however, something that can simply happen overnight. It requires changes in both culture and ideology. These will need to be articulated, argued for, and actively implemented. It is an open question as to whether we can realize such a post-work world but it is, I submit, a possibility worth pursuing.

Notes

1.I mean this in a very minimal, epistemic, sense. Their behaviour is such that they could, for all you know, feel pleasure and pain and have some minimal conception of themselves as a single continuing entity. There may be philosophical reasons for doubting whether their behaviour is indicative of this, but they are not sufficiently weighty to undermine the behavioural evidence. See Danaher (2020) for a longer discussion of this principle.

2.On Kant’s claim that we have a duty to use our talents, see O’Connor (2018: 37ff).

3.The link between income and skill level is not perfect, but they do appear to be correlated. See https://ideas.repec.org/p/zbw/vfsc14/100547.html (accessed 1 October 2021) and the work of David Autor.

4.It is also worth noting that the globalization of the workforce has also been made possible by advances in information communications technology (ICT). So these are not, necessarily, separate explanations for the polarization effect. On the role of ICT in global labour, see Aneesh (2006).

5.For further detail on this see Breemersch et al. (2017).

6.See https://www.nber.org/papers/w26738, accessed 1 October 2021.

7.See https://www.cnbc.com/2017/06/02/bill-gates-robot-tax-eu.html, accessed 1 October 2021.
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