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For Grace, Rosa, and Saul




Life can be wonderful as well as terrible, and we shall increasingly have the power to make life good. Since human history may be only just beginning, we can expect that future humans, or supra-humans, may achieve some great goods that we cannot now even imagine. In Nietzsche’s words, there has never been such a new dawn and clear horizon, and such an open sea.

—Derek Parfit
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INTRODUCTION



The power to become habituated to his surroundings is a marked characteristic of mankind.

—John Maynard Keynes




Three facts, simple but remarkable, have defined the economic history of human beings until now.

The first is that, for most of the 300,000 years that human beings have been around, economic life was stagnant. Whether a person was a hunter-gatherer in the Stone Age or a laborer working in the eighteenth century, their economic fate was very similar: both are likely to have lived in poverty, engaged in a relentless struggle for subsistence.1

The second is that it was only very recently that this stagnation came to an end. Modern economic growth began just two hundred years ago, when living standards in certain parts of the world started a dizzying climb. If the sum of human history were an hour long, then this reversal in fortune took place in the last couple of seconds.2

And the third is that human beings have managed to maintain their economic ascent. Whenever growth happened in earlier centuries, it had been limited and fizzled out. But this time it was both significant and sustained, as if some long-pent-up productive power that had lain hidden for millennia had finally been unleashed.3 This is what makes modern economic growth entirely unlike anything that had come before.

The first half of this book is about this extraordinary history: why there was no growth for so long, why it suddenly began, and how it has been sustained. In the twentieth century, pursuing economic growth became one of the defining activities of our common life. And at least until recently, despite the mysteries that remain about growth’s true causes, we have been relatively successful at this pursuit.

As time has passed, we have used this growing material prosperity to achieve extraordinary outcomes: Freeing billions from the struggle for subsistence that haunted our ancestors. Making the average human life longer and healthier than ever before. Funding discoveries that have transformed our understanding of the world—splitting the atom, cracking the genetic code, exploring the stars.

But it is also increasingly clear that the pursuit of this prosperity has come at an enormous price: The destruction of the natural environment. The desolation of local cultures and communities. The emergence of vast inequalities between those who have received the greatest share of this wealth and those who have not. The creation of technologies whose disruptive effects on our work and political lives we might not be able to properly control.

And so, growth now presents us with a dilemma. On the one hand, it is associated with many of our greatest triumphs and achievements. But on the other, it is also related to many of the greatest problems we confront today. The promise of growth pulls us, at times desperately and violently, toward pursuing ever more of it. But its price pushes us away from that chase with a powerful force as well. It is as if we cannot go on, and yet we must.

The second half of this book explores this dilemma: how it emerged, how we have failed to engage it, why we lack serious ideas for responding to it—and what we ought to do. In recent years, I have come to believe that confronting the growth dilemma is one of the most important tasks that now faces humankind. Our failure to do so until now means that we are on a dangerous path. Taking the challenge seriously is not only a chance to change that direction of travel for the better, but, as we shall see, an opportunity for moral revitalization, to create a renewed sense of collective purpose in society in pursuit of what really matters—not simply a more prosperous economy but the many other ends that people care about, from a fairer society to a healthier planet.

Taken together, then, this book tells the full story of growth—its mysterious past, its troubling present, and its uncertain future, which now falls to us to shape. In part this is a book of ideas: about how some of the greatest minds have tried (and often failed) to understand this important phenomenon, how our leaders accidentally put its pursuit at the center of our political lives only a few decades ago, and how economic growth quickly became one of our most treasured and dangerous ideas. What follows will carry us well beyond the boundaries of any particular discipline, raising exciting and unsettling questions: why human existence was so miserable for so long, whether living standards can improve forever, what exactly we ought to value in society, and if we ought to care for trillions of people who are yet to be born.

But this is also a practical book, a guide to how we should address the growth dilemma in the real world. Although the story I tell roams from the remote past to the distant future, its lessons matter most for thinking about how to act in the present moment.


The Present Urgency

It is hard to think of a time when the pursuit of “more growth” has seemed more vital. As the twentieth century came to an end, leaders were confident that they knew what they were doing, that steadily increasing prosperity was a sensible and achievable shared goal. In the United States, economists spoke of the “great moderation”; in the United Kingdom, politicians celebrated the “end of boom and bust.” The idea that sustained growth could be achieved through modest interventions was taken for granted. And our apparent success created the impression that an expanding economy was the norm, with any slowdown to be regarded as an unfortunate but temporary exception.

Today, that assuredness feels misplaced. Almost every country has slumped its way into the twenty-first century, though the timing differs: Japan and Germany started spluttering in the mid-1990s, the US and UK in the mid-2000s, China in the 2010s. Most economies, battered by two decades of crises—including the dot-com bust, the 2007–2008 financial crisis, and the Covid-19 pandemic—are a sluggish shadow of former selves. We increasingly realize we cannot take growth for granted. In response, political leaders, in almost every country, have thrust “more growth” to the very top of their list of priorities. But it is far from clear they or those that advise them understand what must be done to achieve it. This book, in part, hopes to fix that.

Yet if only the problem were as simple as that. For at the same time, it is also hard to think of a moment when the pursuit of “more growth” has seemed more dangerous. Of course, the dangers that it brings—its threats to the stability of the climate, the health of the social order, the strength of our communities, the availability of good work, the quality of our politics—are not new. But having been left to simmer in the second half of the twentieth century, these challenges have emerged far more intensely at the start of the twenty-first. It is not a coincidence that radical movements, from far-left “degrowthers” to far-right national populists, are ascendant. The more moderate parts of political life have slumped to the occasion.

Historians, when trying to make sense of the present, like to look to the past for guidance. “What are the precedents for this moment?,” they ask, trying to learn what they can from the answers. Unfortunately, when it comes to the growth dilemma, that sort of backward-looking exercise is unlikely to bear fruit. The world we inhabit is quite unlike anything that has come before: for almost all of history, life was stagnant, growth rare and fleeting. The dilemma that we face, this sense of being wrenched in opposite directions, is an uncharted challenge: humankind has never had to choose in such a dramatic fashion between ever-increasing prosperity and the other features of the world that we care about. Psychologists talk about how a person might experience cognitive dissonance, the mental discomfort that comes from holding irreconcilable views at the same time. There is a sense in which the same phenomenon now applies to society as a whole: growth has an irresistible promise and an unacceptable price; it is miraculous and devastating; we need a lot more and vastly less. The challenge we face is not only new but disorienting.



The Story of Growth

In order to grapple with the future of growth, we must first understand how it began. And so, Part I sets out to explore these origins: why living standards suddenly spiked after several hundred thousand years and how economists have struggled to understand the process in the relatively short time since. Given growth’s extraordinary importance—indeed, as we shall see, it is hard to think of anything that is more important—we still know surprisingly little for certain about its causes. That said, though, we do know enough to make some sense of what happened in the past and, perhaps even more importantly, what is possible in the future.

Today, we live in societies that prioritize growth, where our collective success is determined by how much stuff we are able to produce in a given amount of time. Economic life is often dominated by a single question: whether our country’s gross domestic product, or GDP, has gone up or down. That prioritization gives the impression that growth must have an illustrious history as an idea. But it does not. The idea of pursuing growth would have been unimaginable to most classical economists; indeed, it would have been impossible for them to even quantify how much growth was happening, since useful measures of the size of an economy only emerged in the 1930s. In fact, growth gained its pre-eminence almost by accident. But it was a lucky accident. For as the twentieth century unfolded, it turned out that GDP is correlated with almost every measure of human flourishing. This fortuitous circumstance is the focus of Part II.

Growth is not only important, though—it is also dangerous, as noted before. Part III turns to this downside of growth, uncovering all the dimensions in which the phenomenon is making our lives worse. As we shall see, there are two increasingly popular responses to the growth dilemma. One is to continue pursuing growth but tinker with the GDP measure, the sort of activity proposed by many technocratically minded policymakers and economists. The other is a more dramatic proposal: to give up on that pursuit altogether and deliberately slow down our economies through “degrowth,” the sort of path advocated by influential public figures like David Attenborough and Greta Thunberg. Neither of these ideas alone can solve the growth dilemma—they are at best insufficient, at worst needlessly self-destructive. But neither should they be ignored, for both of them reveal important truths that will help us respond to the challenge that we face.

Taken together, Parts I–III provide the intellectual toolkit for understanding the idea of growth. Parts IV and V then put these ideas to practical use, exploring what we actually ought to do about the growth dilemma in the real world. The starting point is that giving up on growth would be a catastrophe, not only abandoning what ought to be basic ambitions for society—from eradicating poverty to providing good health care for all—but suffering from a failure of imagination about how we might flourish in the future. And so, I set out how we can achieve more economic growth, as well as showing why many of today’s popular remedies are likely to be misplaced.

Yet at the same time, we cannot continue to muddle on and ignore the enormous costs of our pursuit of prosperity. It falls to us to explicitly confront the tradeoffs presented by growth’s promise and its price. To begin with, we should avoid these tradeoffs where we can, seeking out the kinds of growth that do not impose a price on society. Where that fails, as it inevitably will, we should attempt to weaken these tradeoffs, using every tool at our disposal to change the nature of growth and make it less destructive. But in the end, we must also recognize that weakening the tradeoffs may not be feasible either. And so, the final task will be to accept these tradeoffs, to resign ourselves to the fact that they cannot be sidestepped or softened, and to decide whether we are willing to sacrifice some growth to protect those other important outcomes that we care about—protecting the environment, lessening wealth inequality, and so on. Doing this raises two difficult moral questions on which there is likely to be immense disagreement: What else are we to care about if not growth, and how much should we care about the future? This is what I explore in the closing moments of the book.

It is inevitable that a book like this involves simplification. Large bodies of thought can only be briefly explored, towering stalagmites of scholarship must be shrunk down to a few hundred words. Those who have picked it up expecting a detailed study of each challenge we face—climate change, inequality, globalization, artificial intelligence, and all the others—will be disappointed. That is not what it sets out to do. Nor will I present definitive lists of policy interventions that are carefully tailored to tackle each particular challenge. There are other books that attempt to do that. My aim is different: to sweep these challenges together and look at them from a new vantage point. For though these challenges differ greatly in their details, there is still a common thread that runs through them: the idea of growth, and how we have become distracted by it. That is what this book is about. And my hope is that this alternative view will not only provide us with a chance to look at these familiar challenges in a fresh way, an opportunity to see them again as if for the first time, but deepen our understanding of the problems that we face and why we have failed to tackle them until now. I encourage everyone to keep an open mind, particularly those who are inclined to continue with our inherited approach. For whatever we are doing, it is not working. And time is running out.



The Case for Optimism

In the twentieth century, we lost our way. After the insanity of the first half, most countries decided to distract themselves with the pursuit of prosperity in the second. There was no Big Bang when growth became the priority, no single moment when GDP was formally crowned the “statistic to end all statistics.”4 But gradually, it happened. Politics around the world became focused primarily on making the economic pie bigger. Leaders flourished or fell depending on whether they succeeded at that narrow goal. And the defining political debate of the century turned out to be a technical disagreement about how best to achieve this end: in short, would more growth come from the free market or from central planning?

Of course, other ends mattered during that time. Yet all too often, the intensity of the pursuit of growth drowned out these other concerns. They were put aside, either because it was thought that more material prosperity would achieve them eventually or because they were simply believed to be lesser priorities. But this inaction hollowed out our collective life. For decades, we have paid too little attention to the threat of climate change, the specter of inequality, the costs of globalization, and the threats of disruptive technologies. And as a result we failed to engage with the tradeoffs that a serious response to these challenges would demand. I believe that the historical failure to accept these tradeoffs, and wishful thinking from leaders who acted as if we could always have everything that we want at little cost, is why we now feel the tension between the promise and the price of growth so intensely.

And there is something peculiar about this relentless pursuit of prosperity. Like the proverbial worker caught in the economic rat race, who blindly chases after an ever-greater wage while their life dissipates in the background, our societies have found themselves in the same sort of situation, exhibiting the same lack of self-reflection as to what all this collective effort is really about. “The end justifies the means,” wrote the author Ursula Le Guin. “But what if there never is an end? All we have is means.” That line neatly captures our political life for the last seventy years: economic growth, which really ought to have been just a means to other valuable ends, over time became the end in itself. Our focus on growth, despite the immense bounty it has produced, is coming at too high a cost.

As I think about the future, I am hopeful. We live in an age of anxiety, where almost every day brings stories of new existential risks and deflating reminders of our supposed incapacity to deal with them. But my argument is an optimistic one: we have an existential opportunity in front of us. This book describes a chance for moral renewal, a way for us to pay more attention to the valuable ends that we have tended to neglect until now. And we can do so from a position of strength, looking into a future far more prosperous and technologically capable than ever before in our three-hundred-thousand-year history. We have the power not only to make life good in the decades to come, in the words of the philosopher Derek Parfit, but to make it better in ways that we cannot now even imagine. Nothing, in my view, could be more important—and how to do it is what this book is all about.






PART I








CHAPTER 1
THE TRAP




Before the eighteenth century mankind entertained no false hopes.

—John Maynard Keynes




It is hard to imagine that a Stone Age hunter-gatherer would have had much in common with someone from the eighteenth century. Almost every aspect of their lives would have been very different: the structure of their families and communities, what they ate and wore, how they made a living, and what they did for fun. But in one respect their existence was remarkably similar: both of them are likely to have lived stagnant economic lives, stuck in an unforgiving struggle for subsistence. In fact, some argue that not only was an ordinary person in 1800 no better off than in 100,000 BC, but they may have been poorer.1 This does not mean they had less money in their pockets—the first currency, the Mesopotamian shekel, was only created about five thousand years ago—but that their living standards were probably lower.

This is a remarkable thought. In the millennia that separated their worlds, the bulk of human history would unfold. Great wars would be won and lost, civilizations would rise and fall, cultures would flourish and fade. And yet from an economic point of view, none of these events really mattered: the fate of an average human being remained stubbornly the same. Born at any moment during this period, you would expect to spend your life trying to secure the basics of survival. The hope that provides many people with meaning and purpose today—that with diligence and hard work, your economic future might be brighter than the past—would have been preposterous, if that idea had even occurred to them at all.

Extraordinary claims like this require extraordinary evidence. The challenge is that finding reliable evidence on the past, particularly the remote past, is difficult. But it is not impossible. A picture of economic life during this vast expanse of time can still be patched together from an eclectic variety of different sources. And what emerges is a strong case for what we can call the “Long Stagnation,” a one-hundred-thousand-year stretch in which very little changed in the living standards of human beings at all.


The Last Two Thousand Years

A useful starting point on this empirical hunt is England. For the past millennium, its institutions—its government, churches and monasteries, colleges and charities—have been remarkably stable, and their record-keeping unusually assiduous. This allowed the economic historian Gregory Clark to estimate the living standards of English men all the way back to 1209, figuring out their “real” wages rather than simply the nominal amount of money they received.2 This calculation takes into account how prices changed over time, providing a sense of what a given wage actually bought at any moment. And when you look at how those English wages changed over the centuries, you see a “hockey stick”: a long, mostly flat stretch with no particular overall trend (the shaft of the stick), until an explosive takeoff shortly after 1800 (the blade).

Six centuries rich in revolutionary moments—the arrival of the printing press in the fifteenth century and the attendant explosion in literacy, the English Reformation in the sixteenth century and a violent religious schism, the Glorious Revolution in the seventeenth century and a new conception of the state—yet economic life was essentially unchanged. According to Figure 1.1, an Englishman’s living standards, measured by their real wages, were no better in 1800 than in 1200.

How low, though, were those living standards during that time? Economic life may have been stagnant, but did people really live in a subsistence economy? This is a big source of disagreement among economic historians. In part, that is due to ambiguities about what “subsistence” means. If it means “brute starvation,” then the term doesn’t really capture the English experience. Clark finds that although English laborers spent three-quarters of their income on food and drink—a big chunk, suggesting that workers lived hand to mouth—some of that went toward relative luxuries like meat and milk, butter and beer. “Very poor people,” Clark notes, “do not buy such goods.”3 However, if “subsistence” simply means “a very basic economic existence,” then the term is an excellent reflection of life in England over those centuries. All that being said, when you take the global view, it doesn’t really matter too much what definition of “subsistence” you settle on: most of humanity did not live in places like England, but in even more miserable economic settings elsewhere.

[image: Line graph shows wages on the y-axis, years on the x-axis. Wages are fairly steady from 1209 to 1809, doubling from 1809 to 1909, then increasing by a factor of five from 1909 to 2009.]
Figure 1.1. English wages, 1209–2016


To see this dire global picture, consider the work of another economic historian, Robert Allen. He calculated the annual income of laborers around the world relative to the cost of a standard barebones diet in their particular city (from oatmeal in northwestern Europe to millet chapatis in Delhi). These subsistence ratios provide an insight into economic life in a given place: a ratio of one means that people there could just afford that barebones diet.4 Figure 1.2 shows Allen’s subsistence ratios for several cities.

Figure 1.2 shows that before 1800, the global trends were similar to the English ones of Figure 1.1: there are some rises and falls in living standards but no overall upward movement. In fact, if there is a general trend, it is a decline in living standards after a bounce in the fourteenth century following the Black Death. These subsistence ratios also show that while people in cities like London and Amsterdam may have escaped starvation, those elsewhere—in Europe, India, and China—led a more wretched economic existence. Put another way, from a global point of view, pockets of relative prosperity in a couple of cities were drowned out by abject poverty in the rest of the world.

[image: Line graph of subsistence ratios for Amsterdam from 1375 to 1775, for London and Florence from 1325 to 1775, for Valencia and Delhi from 1525 to 1775, and for Beijing from 1675 to 1775. London shows variation but climbs overall; other subsistence ratios fall, although Amsterdam dips, climbs from 1525 to 1625, then falls.]
Figure 1.2. Subsistence ratio for laborers before 1800


Another way to see this dire global picture is to look at GDP per capita for the entire world from 1 AD, as assembled by Angus Maddison. This is shown in Figure 1.3. These numbers imply that, until 1800, the average person was condemned to live on the equivalent of a few dollars a day in today’s currency. The chart has a similar shape to Figure 1.1, but it tells a far bigger story—capturing all countries, not just England, and stretching further back in time as well.

It should be noted that the numbers in Figure 1.3 are controversial. To begin with, there are questions about their reliability: without the wealth of historical material used by scholars of England to create Figure 1.1, Maddison—a self-confessed chiffrephile, or lover of numbers—had to do some creative mathematics of his own. Mild-mannered colleagues have called these “educated guesses”; less well-disposed peers have accused him of manufacturing “fictions, as real as the relics peddled around Europe in the Middle Ages.”5 What’s more, even if these numbers are correct, there is bitter disagreement about what they imply about the nature of the Long Stagnation.6 For if you look carefully at Figure 1.3, you can see that global GDP per capita actually does increase from 1000 to 1800, driven by growth in Western Europe. And if that increase is right, it appears to challenge the idea of the Long Stagnation and the claim that an ordinary person in 1800 was no better off economically than any of his ancestors.7

[image: Line graph of GDP per capita from 0 to 2000 AD shows GDP as nearly flat, but rises sharply after 1800.]
Figure 1.3. Global GDP per capita (1990 international dollars), 1–2008 AD

Note: International dollars are adjusted for price differences between countries.


What to make of these disputes? As with the debate about the meaning of subsistence, these questions about the precise extent of stagnation are interesting, but nevertheless a footnote to a much larger story: what happened around 1800. After all, what cries out for explanation in Figure 1.3 is not the possibility of a minuscule increase in centuries before that, but the undeniable surge that took place after. Growth of 0.05 percent or so per year before the nineteenth century, if it happened at all, is far less interesting than the growth of 2 to 3 percent per year that followed.

Economic measures—workers’ wages, subsistence ratios, GDP per capita—provide us with a rough sense of the Long Stagnation. But as we have seen, the story they tell is patchy. As a result, researchers have also turned to biological measures for further insight. Here, the classic measure used is life expectancy: if living standards rise, the argument goes, you would expect people to live longer. Figure 1.4 shows UK life expectancy from the early sixteenth century onward. The picture formed is another hockey stick with a takeoff after 1800—again, something unprecedented appears to have happened around that time. (Bouts of plague and smallpox are responsible for the two notable pre-1800 dips.)

[image: Line graph shows life expectancy never rising above the low forties and occasionally dipping dramatically below that between 1540 and 1800. After 1800, however, life expectancy rises to about eighty by the end of the twentieth century.]
Figure 1.4. Life expectancy in the United Kingdom since 1543


[image: Line graph shows height in Northeastern Europe, Mediterranean Europe, and Central Western Europe as varying within a window of 167 to 172 centimeters between 250 and about 1700. About 1850, height increases rapidly in the US, Sweden, and the UK, between 177 and 181 centimeters by about 2000.]
Figure 1.5. Human height from the third to the twentieth centuries


An even more morbid alternative to studying the ages at which people died is to calculate the size of the skeletons they left behind when they did: higher living standards ought to mean that people not only live longer, but grow taller as well.8 Average heights in various parts of the world from the third to the twentieth century are shown in Figure 1.5. Once again, the picture is the same: no particular trend for most centuries, followed by a dramatic increase after 1800.



Even Further Back in Time

These measures—economic ones like wages and GDP per capita, biological ones like age and height—all show the Long Stagnation stretching back to about 1 AD. However, the bold claim at the outset of this chapter is that an ordinary person in 1800 was no better off than someone in 100,000 BC. So can we look further back?

Snippets of older wage data have been recovered: an ancient Mesopotamian merchant account here, a pharaonic Egyptian ration book there. Yet the difficulty with these is that simply comparing wages scattered across ancient sources is fairly meaningless because prices will have changed as well. A given wage today may buy far more—or far less—than that same amount of currency thousands of years ago. Normally, we take account of these price changes by calculating “real” wages rather than looking at raw numbers, as shown in Figure 1.1. But the further back you go, the harder it is to keep track of these changes and make that kind of adjustment.

Clark, who calculated English living standards back to 1209, cleverly solved this problem by re-expressing workers’ wages in terms of the amount of wheat they could buy, an approach similar to Allen’s subsistence ratios. These “wheat wages” for nineteenth-century English laborers he found to be roughly the same as those four thousand years ago in ancient Babylonia and Assyria—a sign that the Long Stagnation stretched far back in time.

Biological measures of the kind we saw in Figures 1.4 and 1.5 can also be stretched further back. To begin with, we can look at older remains. Excavations of ten-thousand-year-old skeletons from the European Mesolithic and Neolithic periods suggest that human beings at that time were a similar height to those in eighteenth- and early-nineteenth-century London and Holland—another sign of stagnation.9 It is also possible to identify life expectancies from ancient times: one study collected data on the age at death of 300,000 notable people across four thousand years, beginning with the Babylonian king Hammurabi in 2400 BC.10 What they found is that for almost all these millennia there was no change in life expectancy: until the seventeenth century, famous people lived to about sixty. Again, further evidence for a lengthy Long Stagnation.11

But to look all the way back to 100,000 BC, to the beginning of the hunter-gatherer way of life that would be practiced by human beings for almost all their history, we need to take a different tack.12 This means putting traditional measures to one side, and turning instead to the more unconventional approach of the anthropologist Richard Lee.



Hunting for Living Fossils

Anthropologists have a different focus from economic historians; they are more interested in arrowheads and animal bones than in wages and incomes, but both groups share the same underlying frustration: evidence on the distant past is fragmentary and unreliable.13 Lee’s response, though, was unusual. In the 1960s, rather than attempt to excavate more artifacts, as some might try to do, he instead embedded himself with the last remaining hunter-gatherer communities that still existed, often the !Kung San people of Botswana, looking to infer from them what life might have been like for our earliest ancestors.14

Lee was not naive about what was discovered in these places. He did not believe that these communities were “living fossils,” perfect replicas of an ancient world that had been preserved in their inherited practices and traditional behaviors. He knew that they were not “hunters living in a world of hunters” but hunters who had lived in a world first of farmers, then of factory workers, and now of lawyers, accountants, and management consultants. He understood that any contact they’d had with those outside their communities, however fleeting, may have permanently changed their way of life. Yet Lee and his peers were still confident that certain features had persisted through the millennia, and they believed that carefully studying these societies could tell them something important about how our earliest ancestors lived. And for the purpose of thinking about the Long Stagnation, one of the features that they uncovered is particularly important: the unexpectedly high standard of living in these hunter-gatherer communities.

A common view of hunter-gatherer existence was captured by the philosopher Thomas Hobbes: in the “natural condition of mankind,” he wrote, life was “solitary, poor, nasty, brutish, and short.”15 People who subscribe to that notion are likely to be suspicious of those who draw a favorable comparison between the economic life of a hunter-gatherer and a person living in 1800. But Lee, who lived in an actual state of nature with the !Kung people for many years, said that this Hobbesian view was mistaken. Their lives, he wrote, were not necessarily “precarious and full of hardship.”16 In fact, the food supply was “abundant.” This adds weight to the claim that our distant ancestors lived no worse than those on the brink of the Industrial Revolution.17 Indeed, they might have been better off.

But how did the actual living standards of these hunter-gatherer societies compare to those of people in the early 1800s? Because hunter-gatherers don’t use labor markets, we can’t look at wages or income as a proxy for economic well-being.18 For that reason, in place of paychecks, many have calculated the average calorie consumption per person in those different settings and compared these numbers instead. “As income rises in poor societies,” notes Clark, “calorie consumption per person characteristically also increases.” Looking at the meat, nuts, and vegetables eaten by the !Kung people, Lee estimated they were consuming an average of 2,355 calories a day.19 And Clark himself, looking across a spread of studies, calculated an average of 2,340 for forager and basic agrarian societies. How do these diets compare to those at the start of the nineteenth century, before modern economic growth began? Very favorably to those of workers in England (2,322 calories a day) and Belgium (2,248 calories daily). “Primitive man,” Clark concludes, “ate well compared with one of the richest societies in the world in 1800.”20

Besides those calorie calculations, there was another reason these scholars thought the Hobbesian view was so wrong. What struck the anthropologists who spent time with these hunter-gatherer communities was not only how well their members ate, but also how little they actually worked in the first place. Lee noted that the !Kung had an abundant food supply that they managed to achieve with a “work effort of only 2 or 3 days per week.” This, he noted, was “a far lower level than that required of wage workers in our own industrial society”—never mind 1800.21 And Clark, looking across a variety of similar studies, found much the same: that hunter-gatherers, liberated from long working days, took about a thousand more hours of leisure a year, on average, than working men in the UK today.22

Most people associate the passing of time with progress. Yet for literally 99.9 percent of human existence, that sort of optimism about the economic future would have been misplaced: stasis, not progress, was the defining feature of history. If anything, the evidence from the hunter-gatherer communities that still exist today suggests that living standards may actually have declined over time. And the big puzzle is—why.



The Dismal Scientist

The most compelling explanation for the Long Stagnation is found in the work of the nineteenth-century clergyman Thomas Malthus. He was a divisive figure, both despised and celebrated by the great minds of his time and in the decades that followed. Karl Marx, for instance, dismissed his work as “schoolboyish, superficial plagiary” and “a libel on the human race.”23 Friedrich Engels, Marx’s co-author, enthusiastically agreed, writing it off as “repulsive blasphemy against man and nature.” But it was the English Romantic poets who particularly detested him. William Wordsworth wrote to a friend that it would be “monstrous” to agree with Malthus; Percy Bysshe Shelley pronounced that Malthus’s beliefs were those of “a eunuch and a tyrant”; Samuel Taylor Coleridge scribbled in his notebooks how “contemptible a wretch” he considered him to be. As one early biographer put it, Malthus was “the best-abused man of the age.”

Elsewhere, though, he was greatly respected. His debates with David Ricardo, one of the founding fathers of economics, were influential at the time and in the decades since.24 John Maynard Keynes, looking back on them, fawned over Malthus, lamenting that if only he, “instead of Ricardo, had been the parent stem from which nineteenth-century economics proceeded, what a much wiser and richer place the world would be to-day!” Eighty years later, the Nobel Prize–winning economist Paul Krugman would share Keynes’s enthusiasm, proclaiming that “Malthus was right about the whole of human history up until his own era.” (I will return to that observation in the next chapter.)25

Malthus deserves both the acclaim and the derision. At times he could be incendiary. For instance, in an early edition of his most important work, An Essay on the Principle of Population, he tells an ill-judged metaphorical tale about the merits of abandoning the poor to destitution: allowing them to share in the communal economic “feast,” he argues, would turn “plenty … into scarcity” for those fortunate enough to be at the table. (The story was wisely removed in later versions.)26 The ambiguity of his writing didn’t help, either. An Essay on the Principle of Population was originally published anonymously in 1798, written in a rhetorical, flowery, polemical style. The reaction to it was so hostile that Malthus felt compelled to respond in his own name and in greater depth—which he did, rewriting the book five times, but each time opening himself up to new confusions and criticisms.27 In part, this explains why various unsavory individuals and movements have been able to so selectively misread his work. “The poor laws, the British government’s approach to famine in Ireland and India, social Darwinism, eugenics, the Holocaust, India’s forced sterilisations and China’s one-child policy,” says the writer Matt Ridley, “all derived their logic more or less directly from a partial reading of Malthus.”28 In part, though, the problem is simpler: the pernicious ideas really are there for the taking.

Yet at the core of Malthus’s work was an undeniably useful set of observations. What he identified was a simple but troubling mismatch—between the explosive rate at which any population of living creatures would grow if left unchecked, and the glacial rate at which food supplies could increase to support them (a clash, in his words, between “geometric” and “arithmetic” rates of growth). For him, this basic story was sufficient to explain population dynamics in the entire nonhuman world. Plant and animal populations would increase rapidly until “want of room and nourishment” put a brake on further growth in numbers, and those that survived would be left to struggle in subsistence.

But with only a small tweak, Malthus argued, the same story applied to human societies as well. The difference was that people might be able to use reason and self-restraint to limit their number of offspring. This, he thought, could slow population growth before living standards were driven so low that “actual famine” kicked in to do it instead. He called this extra check “moral restraint” and, channeling his strict Christian asceticism, defined it as avoiding “irregular gratifications” out of marriage—in short, not having casual sex. In theory, he thought this offered human societies a way out of the Malthusian trap: if people could be reminded of “the duty of each individual not to marry till he has a prospect of supporting his children,” then population growth could be controlled and economic disaster avoided. In practice, he was far less sanguine about whether that was possible. “There are few states,” he wrote, “in which there is not a constant effort in the population to increase beyond the means of subsistence.” To Malthus, then, human beings were like animals—both in their uncontrollable sexual proclivities and in the material struggles they would inevitably face as a result.



A Strange Inversion

Malthus’s argument has a peculiar consequence. It rests on two assumptions: that populations grow to take advantage of any increase in living standards, and that those living standards get eroded as a result.29 Yet if these assumptions are right, they imply that anything that reduces population numbers, however unpleasant it might be, would be of economic benefit by improving life for those who are fortunate to remain. This “strange inversion of reasoning” suggests that otherwise awful events—war, famine, disease—could be economically beneficial.30 These horrors, by decimating the population, might increase living standards.

To see this strange inversion in practice, think about the bubonic plague, otherwise known as the Black Death and the Great Mortality.31 This pandemic began in Asia in the 1320s and reached Europe in the 1340s, spreading through infected fleas that rode on rodents carried by merchant ships.32 When their rodent hosts died, the fleas moved on to others, like human beings—bringing the Yersinia pestis bacteria responsible for the disease along with them. The plague took its name from its most distinctive symptom, the buboes or boils that appeared on the necks, thighs, and armpits of the infected, filling their lymph nodes with hemorrhaged blood and accumulated pus, swelling the glands to the size of apples.33

The humanitarian impact of this pestilence was catastrophic. If you caught the disease, you were likely to die within a few days. Within five years, it killed about 40 percent of the European population. Certain places were particularly badly affected: up to 60 percent of those in England, France, Italy, and Spain would die within two years.34 To put that in context, it is as if an atom bomb twice as deadly as those used at Hiroshima and Nagasaki—which are estimated to have killed 26 percent and 20 percent of those cities’ populations, respectively—were dropped on every population center in Europe.35 (In that spirit, during the Cold War the US Atomic Energy Commission actually used the impact of the plague to model the consequences of a full-on global nuclear conflict.)36

Yet the economic impact of the disease was more benign. Indeed, as the Black Death ripped through England in the fourteenth century and the population shriveled, living standards did appear to rise for those who survived, just as Malthus’s story predicted. Figure 1.6 shows wages in England from 1209 to 1809, using the same data as in Figure 1.1, but with the population numbers overlaid on them as well. When population is low, wages are high, and vice versa.

A notary called William de la Dene, who was composing a chronicle of his times at Rochester Cathedral, captured what he saw: “a shortage of labourers” meant that “the humble turned up their noses at employment, and could scarcely be persuaded to service the eminent for triple wages.” Indeed, the situation became so acute that the king of England himself, Edward III, felt he had to intervene. Perhaps under pressure from the country’s landowning and labor-employing elites, in 1349 the king issued the Ordinance of Labourers in an attempt to control rising wages. The law was written in a disdainful tone, describing how selfish workers had taken advantage of a “shortage of employees” by shamefully “refusing to work unless they are paid an excessive salary.” As a remedy, it proposed that anyone who demanded more than they might have earned a few years before should “be committed to gaol.” This intervention failed: two years later the English Parliament was forced to follow up with the Statute of Labourers, once again accusing workers of asking for “double or treble” their old wages out of “exceptional greed,” once again emphasizing the threat of serious punishment for those who persisted.37
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Figure 1.6. English wages and population (m), 1209–1809


In the end, the royal worries were misplaced: these rosier economic conditions proved to be temporary. As the initial waves of the disease started to fade, the Malthusian story unfolded in the opposite direction. Population numbers recovered and living standards were driven back down. This miserable reversion to the pre-plague existence is a reminder of the full Malthusian argument: not only might a large population drag down living standards, but any increase in those standards would eventually be reversed by the population growth that the increase itself encourages.



Malthus and the Long Stagnation

Most importantly, though, this Malthusian story also provides us with a way of thinking about the full sweep of the Long Stagnation. Why was economic progress virtually nonexistent for most of human history? The Malthusian explanation is that sustained improvements in living standards were simply not possible during that time. Why not? Because any improvements would only ever be temporary, as populations inevitably grew to gobble up that new prosperity, pulling society back down into subsistence and economic stasis once again.

What is so compelling about this argument, alongside its simplicity, is that it doesn’t rely on bold claims about those millennia being technologically barren. Lack of technological development would have explained the Long Stagnation if it were true, but human history is littered with impressive innovations and inventions well before 1800. (Consider, for instance, the Agricultural Revolutions.) Instead, the Malthusian story argues that any one-off technological advances simply led to more people, rather than more prosperity. Living standards might increase temporarily, but a growing population would drive them back down to subsistence.38

All countries, rich and poor, would be stuck in the same struggle, an inescapable trap of their own making. It was this miserable conclusion that earned economics its nickname of “the dismal science.” And if you take the Malthusian story seriously, it is hard not to feel powerless. The inevitably of Malthus’s conclusion helps explain why Marx and Engels appear to have detested him so much: in the Malthusian story, their agents of historical change—the struggle between classes and an inevitable worker revolution—were powerless to rescue wage laborers from their penurious fate. The pessimism of his story explains why the Romantics shared their disdain: time would not bring with it social improvement or human flourishing, only monotonous economic misery. And the power of Malthus’s reasoning is why centuries of economists have felt compelled to respond. “Malthus disclosed a devil,” wrote John Maynard Keynes, and “for half a century all serious economical writings held that Devil in clear prospect.”39

The misery, though, does not stop there. This sort of Malthusian reasoning is not only passively used to explain the past, but at some moments in history it has been used to actively shape policy interventions. Take, for example, the response from certain eminent economists to the Irish Potato Famine. In 1845 a fungus-like disease hit Ireland, causing potatoes to shrivel and rot in the ground.40 Since the country was dependent on the crop, famine quickly followed. Though Malthus had passed away by then, his ideas were very much alive—and the response to the famine from his hard-headed followers was extraordinary. Rather than call for welfare or charity for those starving to death, they instead expressed disappointment, lamenting that the famine would not be more deadly. An influential economist, Nassau Senior, reportedly “feared the famine of 1848 in Ireland would not kill more than a million people, and that would scarcely be enough to do much good.” Consumed by the Malthusian view of the world, he appeared to think that the only way to raise living standards for Irish workers was to shrink the population. (Nassau was not famed, though, for any empathic streak. He was on the cruel side of many big debates of his time, opposing, for instance, restrictions on working hours and on child labor because he worried what those might do to factory-owner profits.)41



The Curse of Diminishing Returns

There are economists who dislike the Malthusian model, who quibble about its theoretical coherence and doubt its empirical validity. No doubt some of these criticisms are well put. The evidence for the first of his two big assumptions, for instance—that populations actually do grow to gobble up any increase in living standards—is less clear cut than Malthus would have liked. That said, though, it seems to me that the model ultimately does exactly what one wants a good model to do: it whittles down an unruly real-world problem to something manageable, and in doing so reveals a deeply consequential feature of how things work. In the Malthusian story, this important feature is a consequence of what economists call “diminishing returns.” The idea of diminishing returns is simple: in producing goods or services, more inputs might increase outputs, but they will do so by less than the inputs that came before. The power of the Malthusian model is to show how this seemingly innocuous phenomenon can have utterly miserable economic consequences for a society.

To see this, consider the second big assumption of the Malthusian story: that as populations grow, living standards fall. One might sensibly note that a growing population means more workers—so why wouldn’t it lead to more output and more prosperity? The answer is that it does, but not in a way that improves average living standards: having more people might lead to more prosperity overall, but prosperity per person declines. Collectively the workers become more prosperous, but individually they become poorer. Why does this happen? Because of diminishing returns: yes, more people means more hands to help hunt, gather, or tend to arable land, but each additional person adds less to the collective pot than the person who came before. If we think of the economy as a pie, a growing population means that the size of the whole pie is increasing; but if the pie is divided into equal slices for each worker, the size of those slices is shrinking. More might be produced, but the average income of any individual is dragged toward subsistence.

And diminishing returns does not apply only to workers; it is a general phenomenon. Indeed, Malthus’s own concern was actually with land rather than labor. “When acre has been added to acre till all the fertile land is occupied,” he wrote, “the yearly increase of food must depend upon the melioration of the land already in possession. This is a fund, which, from the nature of all soils, instead of increasing, must be gradually diminishing.” Keep ploughing the same fields, he feared, and you will get less and less return for the same effort. Malthus, Ricardo, and other eminent economists used this reasoning to explain a different economic puzzle of their time: the soaring price of corn during the Napoleonic Wars. An irascible Napoleon had introduced the Continental Blockade to stop trade with Britain, and with international trade in grain disrupted, domestic farmers were trying to make up the difference. But they had already planted crops on all their best soil, so now they were forced to cultivate increasingly less productive land. And the inflated costs tilling unproductive soil were passed on to consumers.42

In economics, this phenomenon is thought to be so pervasive in real life, and so plausible a foundation for theoretical models, that it is widely known as the law of diminishing returns. However, given the nature of its consequences, perhaps it would be more aptly described as the curse of diminishing returns. One of the founding fathers of modern economic thought, Paul Samuelson, bemoaned that Malthus and his peers had embarked on a “retreat to a gloomy concentration upon the law of diminishing returns and stationary equilibrium at a subsistence standard of living.”43 But what other choice did they have? This was the defining feature of their economic lives. It was the underlying cause of the Long Stagnation that human beings had been trapped in for millennia.

There is a moment in Lewis Carroll’s book Through the Looking-Glass when the protagonist finds herself running hand in hand with a character known as the Red Queen. This is no ordinary race, though. After running for some time, Alice stops, exhausted and breathless, only to find herself back exactly where she began. “Here, you see,” explains the Queen, “it takes all the running you can do, to keep in the same place.” One way to think about the Malthusian story is that it captures a similarly perverse race. Human beings run hand in hand after ever more prosperity. But in the same paradoxical spirit, the harder they collectively run, the farther their finishing line retreats. The more people there are who labor away in productive work, the worse the diminishing returns, and the more remote the prospect of higher living standards.

Today, we take growth for granted. Yet for the vast majority of human history, as we have seen, it was an exception. Human beings lived in the Long Stagnation. Economic life was unchanging, subsistence was the all-consuming challenge, and growth was a rare and fleeting occurrence. Despite their pretensions, they were ruled by the same ruthless economic laws that confronted any other animal, their material well-being depending almost entirely on the brutal balance of birth and death rates alone. “Elevated as man is above all other animals by his intellectual faculties,” wrote Malthus, “it is not to be supposed that the physical laws to which he is subjected should be essentially different from those which are observed to prevail in other parts of animated nature.” Human beings were an animal of no economic significance.44

This episode of irrelevance has now come to an end—but only very recently. The Long Stagnation is not in our ancient past, but sits within comfortable historical reach. The developed world escaped the trap only a couple of centuries ago; the developing world even more recently than that. This ought to remind us of the uniqueness of the prosperity that we currently inhabit. And it ought to spur us on to understand how we finally started to escape.








CHAPTER 2
THE ESCAPE




What earlier century had even a presentiment that such productive forces slumbered in the lap of social labor?

—Karl Marx




Carved on the gravestone of Immanuel Kant is a quote from one of his great works: “Two things fill the mind with ever new and increasing admiration and awe the more often and the more steadily we reflect on them: the starry heavens above and the moral law within.” It is one of my favorite lines. And I like to imagine the great philosopher, on one of his walks through the streets of eighteenth-century Königsberg, reflecting on them as he went. (Those walks were famous for being so regular that his fellow townspeople set their watches by them.)1 Today, at a time when the relevance of academic life is increasingly questioned, an interesting test of any scholarly field is to ask whether it, too, explores any puzzles that prompt a similar sense of excitement to Kant’s. After all, filling the mind with steady reflection is a romantic way of capturing what an academic ought to be doing in their job. Some fields do pose these important questions: physics, for instance, explores the nature of those “starry heavens above,” and philosophy probes the mystery of that “moral law within.” But what about economics? Does it have any “Kant questions” of its own?

A recent survey of 10,000 professional economists does not inspire confidence: a majority, the study found, expressed “clear dissatisfaction” with the current state of research.2 Most thought the field was too narrow, too risk-averse, and too irrelevant to the real world. Yet I would hope that even the most dour among those respondents would agree with me that there is at least one “Kant question” in economics: the puzzle of modern economic growth. Not only is the issue deeply consequential—indeed, it is hard to think of any event in human history more important than the Long Stagnation coming to an end—but like those questions that troubled Kant, the puzzle remains provocatively unresolved.

This lack of insight is not from lack of trying. In the second half of the twentieth century, many economists turned their attention to the causes of growth. “Once one starts to think about them,” wrote Robert Lucas, “it is hard to think about anything else.” And a large number, including Lucas, would win Nobel Prizes for their work on the topic.3 Yet in spite of that intellectual firepower, we still lack definitive answers.4 Today, politicians and policymakers talk confidently about what is required to grow our economies further and keep our economic lives on track. Not only are their claims often wrong, but that general sense of assuredness is often entirely at odds with the little we know about the causes of growth.

In this chapter, I want to explore the different attempts that economists have made to understand how countries escaped the Malthusian trap. What follows is necessarily selective. As others have noted, it would take an entire book to do full justice to the field. Yet there is more than enough material in this chapter to investigate two ideas. First, I want to use the intellectual history of growth, full of false starts and dead ends, to show how difficult it has been to make sense of it. Then I want to pick out the most valuable ideas that are buried amid that rubble. Some of these ideas are useful in dispelling popular misunderstandings about the causes of growth. (“It is, after all, worth while exploring a blind alley,” wrote T. S. Eliot, “if only to discover that it is blind.”) Other ideas are helpful in pointing toward what really matters. Equipped with these useful ideas, and shedding the distractions, we can not only understand better what happened in economic life in the past, but also reflect on what might really be possible for us in the future. “If we know what an economic miracle is,” wrote Lucas, “we ought to be able to make one.”5 That is the hopeful spirit in which I proceed.


Making Sense of Growth

Malthus’s timing was extremely poor. If his work had appeared at almost any other moment in history, it would have been revelatory. Instead, when he published An Essay on the Principle of Population in 1798, events were about to prove his arguments wrong. As we have seen, Malthus argued that the Long Stagnation was inescapable and sustained economic growth was impossible. But just at that moment, the former was coming to an end and the latter was beginning. His ideas appeared to apply to an economic world that humankind no longer inhabited. “He was right about roughly 58 out of 60 centuries of civilization,” notes Paul Krugman; the problem was that “the two centuries he was wrong about were the two centuries that followed the publication of his work.”6

For that reason, Malthus is often cast as an isolated and foolish figure, standing alone in history with his mistaken and out-of-touch views. Yet that traditional characterization is unfair. In fact, his core argument—that any period of material flourishing must eventually come to an end—was much more widespread among his eminent contemporaries than is commonly supposed. Adam Smith, David Ricardo, and John Stuart Mill, for instance, all intellectual giants, took for granted in their work the prospect of an impending “stationary state.”7 Indeed, the claim that Malthus had captured something radically novel in his work would have irritated his peers: as we have seen, Marx, for instance, disliked Malthus in part precisely because of what he regarded as the unoriginality of his arguments, repeatedly accusing him of plagiarizing other influential contemporaries.8

This unfairness is not simply an interesting historical detail. It matters for thinking about the future of growth. The problem with scapegoating Malthus as a lone deluded pessimist—quite apart from the fact that it is wrong—is that it masks the significance of the break in economic thinking that came after him and what became imaginatively possible as a result. Malthus and his contemporaries were intellectually straitjacketed by a tacit assumption that some sort of economic slowdown was inevitable in the future. (Though that slowdown was not, in their view, necessarily a bad thing.) It was an ancient assumption. “At the very apex of the first stratified societies,” notes the economist Robert Heilbroner, “dynastic dreams were dreamt and visions of triumph or ruin entertained; but there is no mention in the papyri and cuneiform tablets on which these hopes and fears were recorded that they envisaged, in the slightest degree, changes in the material conditions of the great masses of the people, or for that matter, of the ruling class itself.”9

This assumption of an inevitable slowdown explains the fascination of Ricardo, Marx, and others with questions of distribution, with who exactly in society—workers, capitalists, or landowners—ought to get what. For if you believe that the economic pie cannot keep growing indefinitely, then a larger slice for some must eventually mean a smaller one for others, and the issue of how to slice up the pie becomes far more fractious.10 By contrast, the economists who followed in the twentieth century did not share the bleak fatalism of their classical forebearers.11 Instead, they took the opposite idea for granted: that under the right conditions, growth could in fact go on forever. This was a radical break.

But what are the right conditions? What are the underlying causes of growth? This question is critical, not only for making sense of why growth suddenly began two centuries ago, but also for thinking about whether and how it might continue in the future.

Over the decades, modern economists have attempted to understand growth in four distinct ways. To begin with, there were those who tried to mimic the big thinking of the classical social theorists by constructing grand, sweeping, all-explaining narratives. Then there were the mathematicians, who built more modest, tighter, highly simplified models, narrowing their focus to very particular features of the world that they thought were important. Thirdly, there was the approach taken by the data scientists, who turned to historical evidence to try to uncover what really mattered. And lastly there were the fundamentalists, brought together not so much by a shared methodology—social theory, mathematics, or data science—but by a common obsession with searching for ever more fundamental explanations. These four tribes were all climbing the same intellectual mountain—trying to understand the causes of growth—but they were taking different routes to the summit.

Each tribe had their own strengths and shortcomings.12 That said, comfortably the least insightful method was the first—the construction of grand narratives. Here, the classic example is the work of the American economist Walt Rostow. Rostow is known for his high-profile stint as President Johnson’s national security adviser during the Vietnam War. Within economics, though, he is more recognized for a book called The Stages of Economic Growth. Published in 1960, it received a rapturous reception. The New York Times called it “remarkable,” predicting it might “become one of the most influential economics books of the twentieth century”; President Kennedy was sufficiently impressed to bring Rostow into his political fold. And what that book contained was a narrative as big and sweeping as a story could be: an account of “five stages” of growth that “all societies” would necessarily pass through on the same journey from poverty to eventual prosperity: “the traditional society, the pre-conditions for take-off, the take-off, the drive to maturity, and the age of high mass consumption.” Rostow was unapologetic about the boldness of his argument: he declared it to be “an alternative” to the grand narrative of Marx, to be read as “a non-communist manifesto.”13 Whereas Marx’s iron rails of history led inevitably to communism, Rostow’s led to mass consumerism.

However, by playing the same analytical game as Marx, Rostow fell short in similar ways, and without any of Marx’s redeeming insights. In trying to weave human history into a one-size-fits-all narrative, he created a one-size-fits-none account that failed to capture the idiosyncratic experiences of different countries. As the British historian Hrothgar Habakkuk describes it, Rostow’s work reads as a “stretching of categories and a straining of facts” to fit his single-minded story. Unapologetically composing a manifesto, Rostow put forward an analysis that was too partial, too conveniently aligned with his own thinly veiled political preferences. Just as Marx wanted to identify a critical role for his preferred agent of historical change, the working class, Rostow wanted to find one too—but for the US State Department (his past and future employer) instead.

Ultimately, the greatest frustration with Rostow and others writing in the same grand spirit is the realization as you read their work that you are really being entertained rather than informed. Throughout his work, Rostow hints at issues connected to growth in various rhetorical flourishes, like his references to “the old devil diminishing returns.” But there is little substantive insight. You finish his work feeling empty, none the wiser about what really matters. The greatest lesson from these social theorists, then—other than a warning against similar bombast from politicians and policymakers today—is that to really understand the causes of growth we have to look elsewhere, to the three other tribes of economists who have taken up the task.



Harrod-Domar’s Monster

A few decades before Rostow’s grand social theorizing, another approach to understanding the causes of growth began to take root: the model-building of the mathematical economists. They would turn out to be by far the most powerful of the four tribes—and, as we shall see later in the book, their work is crucial for thinking about the future of growth.

This story begins with the work of two economists in the 1930s and 1940s: a Russian-American, Evsey Domar, and a Brit, Roy Harrod. They were working independently, but their ideas were later stitched together in the so-called Harrod-Domar model.14 It was an exercise in analytical distillation, reducing the vast complexity of the real-world economy to a small handful of important variables and carefully specified mathematical relationships between them. And putting the technical details to one side for now, the model became famous due to its apparent support for a simple and useful conclusion: growth depends almost entirely upon a country’s level of investment in physical capital.15

This might sound like an intuitive idea. If you build more roads and dams, and produce more tools and machines, surely more economic output will follow? In fact, though, that idea would turn out to be mistaken. For that reason, this first foray into mathematical modeling, and the lessons that practitioners drew from it, is best remembered as a cautionary tale when thinking about the causes of growth.

The basic problem is that the Harrod-Domar model was highly suspect. Just as astronomers talk of a “Goldilocks zone” where life can emerge (a planet is only habitable if it is neither too close nor too far away from its star), the Harrod-Domar model also required circumstances to be “just right” for any growth to take place. This implied that economic life was forever teetering on the sharpest of knife edges. If circumstances were ideal, then growth would unfold; but if they changed ever so slightly, then disaster would follow, with vast pools of unemployed people or deserted warehouses stacked with idle machines.16 Yet this fragility, the model’s most distinctive feature, was impossible to reconcile with modern growth’s most distinctive property—how robust it had been since it began in 1800. To their credit, both Harrod and Domar had misgivings about what they had built and how it was used. The latter explicitly renounced the model a decade later: he was racked, he said, by an “ever-guilty conscience” for creating it.17 But by then it was too late. Other economists had been inspired and were telling a similar story. “The central fact of economic development,” wrote the Nobel Prize–winning economist Arthur Lewis in the 1950s, “is rapid capital accumulation.”18 Harrod-Domar’s monster had taken on a life of its own.19

And unfortunately, the influence of Harrod-Domar spread beyond academic papers. The simplicity of its central message—more investment in physical capital leads to more growth—was highly attractive to early-twentieth-century policymakers, who were looking for practical help on how to act in the real world and not too worried about any potential theoretical shortcomings. This was particularly true in the field of economic development, the discipline dedicated to trying to improve economic life in less-developed countries. Following the slaughter of the Second World War, many leaders wanted to help repair the destruction that had taken place. The Harrod-Domar model provided them with seemingly clear guidance on how to do it: a country must invest in physical capital to grow. If it could not afford to do so, then foreign aid must be provided to plug the financing gap. With that in mind, development economists invented a sophisticated toolkit of techniques to calculate these gaps and fine-tune the aid contributions, attempting to calculate exactly what investment levels were required to hit particular growth rates. In the twentieth century, this became the bread and butter of a great deal of development work.

But enthusiasm for these calculations got out of hand.20 As noted, this approach did not have serious theoretical support. Nor, it turned out, would it gain any credible empirical backing as the decades passed: experience would show that more physical capital alone was simply not sufficient for growth.21 (If it were that simple, we would have seen most poor countries invest their way into sustained prosperity—and we have not.) Yet none of these problems seemed to matter. The economist William Easterly—who worked in the 1980s and 1990s at the World Bank, the main global institution responsible for helping less developed countries—writes that an “aid-financed investment fetish” took hold in the development world.22 Even when academic economists had moved on from these ideas, many policymakers were still consumed by “capital fundamentalism”:23 in the late 1990s, Easterly says, over 90 percent of the relevant economists at the World Bank were still using those tools and techniques to decide how to allocate finance to developing countries.24

Though it might be tempting to dismiss the story of the Harrod-Domar model as a historical distraction, it is important to keep it at the front of our minds. The damage done by the model has been enormous. It is bitterly disappointing to reflect on how much financial support has been—and continues to be—wasted by indulging this fetish for investment, based on the misconception that more physical capital is the ultimate cause of growth. It is a reminder of how dangerous bad economic ideas can be in practice. But thankfully, the work also had a more redeeming purpose. In the decades that followed Harrod-Domar, their mistaken ideas acted as an intellectual springboard for very different mathematical models. These provided much more powerful insights into the causes of growth.



Manna from Heaven

Among the many critics of the Harrod-Domar approach, the most important would turn out to be another pair: an American, Robert Solow, and an Australian, Trevor Swan. The story told by Harrod-Domar “felt wrong,” Solow noted. “An expedition from Mars arriving on Earth having read this literature would have expected to find only the wreckage of a capitalism that had shaken itself to pieces long ago.”25 Like others, he found it very hard to reconcile the extreme fragility of growth in the Harrod-Domar model with its ongoing resilience in the real world. In a series of articles published in the late 1950s, Solow and Swan started to set out an alternative approach. They, too, worked independently, but their ideas also got packaged into one distinct theoretical offering—the so-called Solow-Swan model. For Solow, this work would win him a Nobel Prize; for Swan, the lesser accolade of being one of the greatest economists to never win the Nobel Prize.26 (Today, reflecting that unfortunate inequity, the model is often simply referred to as the Solow model.) It would transform economics.

To understand the Solow-Swan revolution, it helps to have a sense of the tools that economists use to create these kinds of models. When thinking about growth, one of the most important ideas is the production function, a mathematical expression that captures how different inputs—workers, machines, and land, for instance—are assumed to combine in a particular economy to produce the outputs. Flick through any economic textbook, and you will see these functions in action. Importantly, though, the functions can take various forms, and each one tells its own simplified story about how the economy is assumed to work. As a result, a large part of the craft of model building is deciding on the right function from a vast range of possibilities.

Harrod and Domar chose a peculiar production function, one where you had to have more of every input to produce more output. Just as having more left shoes without more right shoes is useless for creating more pairs of shoes, in the Harrod-Domar model having more workers without more machines (or vice versa) was powerless for producing more output. This odd setup was easier to handle mathematically than the alternatives, but it was also entirely responsible both for the model’s conclusion that more investment is critical in driving growth, and for its knife-edge narrative. The Solow-Swan model’s most important departure was to abandon this form of production function. In their alternative story, more of any input would lead to more output, whether or not the other inputs remained fixed. But—and this was a crucial new assumption—the Solow-Swan model also imagined that as more and more inputs were added, they would have a smaller and smaller effect on increasing output. In Harrod-Domar, more workers were entirely ineffective in increasing output without more machines; in Solow-Swan, those workers were less effective. With this change, Solow and Swan had effectively introduced a production function that captured the familiar, and far more realistic, assumption at the core of the Malthusian story in the last chapter: that economic life is constrained by diminishing returns.27

This mathematical tweak transformed how economists would think about growth. To begin with, the Solow-Swan model now explained why more investment was an economic dead end: more roads, bridges, buildings, and factories might increase output, but in a world with diminishing returns, the additional contribution they made as you built more of them would shrivel over time. As The Economist magazine put it, “giving a worker a second computer does not double his output”28—and offering a third one would help even less. For that reason, more investment might give the economy a temporary boost, but it would never cause permanent growth in average incomes. Where Malthus focused on the diminishing returns of an increasing population, Solow and Swan now described the diminishing returns of a growing capital stock instead.29

But as well as showing the folly of capital fundamentalism, Solow and Swan also provided a new answer to the question of what actually causes growth. And the argument was deceptively simple: escape must have happened through sustained technological progress. As explanations go, this might sound a little prosaic: the Industrial Revolution, after all, is widely known to have been a time of unprecedented technological ingenuity. Canonical inventions like the spinning jenny, the power loom, and the steam engine were all dreamed up and put to use during those decades. But what Solow-Swan added to that familiar narrative of technological upheaval was a deeper explanation for why this technological progress was so important in causing growth. That was a crucial but largely absent piece of the intellectual puzzle.

What technological progress did, Solow-Swan showed, was provide a defense against the onslaught of diminishing returns. These, as we have seen, relentlessly drag the economy towards stagnation: each worker or machine always adds less output than those that came before. So far, so Malthusian. But technological progress, if sustained, meant that those workers or machines would also become more productive as time went on. The result was a clash between two fundamental forces: the harmful force of diminishing returns and the countervailing helpful force of technological progress. And in this battle, Solow-Swan identified a moment of serene balance: when capital was accumulated at the perfect rate, diminishing returns were offset by technological progress, and the economy was suspended in a state of perpetually rising prosperity. This moment of balance became known as a steady state—not the one that had preoccupied classical economists, in which the economy ground to a halt, but instead a state where the economy steadily grew forever.

Having set down these ideas, Solow then turned to real-world data for confirmation he was on the right track. What he uncovered was striking. In the US economy from 1909 to 1949—the four decades before his famous papers were published—output per person had roughly doubled. And yet, Solow discovered, only a small proportion of that growth, about 12.5 percent, could be accounted for by the use of more capital or the hiring of more workers. Others economists noted the same phenomenon.30 The implication was that the vast majority of that economic growth—the remaining 87.5 percent, nicknamed the Solow residual—must have been caused by something besides increased investment or hiring. And Solow argued that this “something” must be technological progress: that, in short, US growth did not come from using more resources, but from using those resources more productively.



The Intangible World

The Solow-Swan model should have prompted a frenzy of research.31 It had undermined the conventional wisdom that more resources led to growth and replaced it with the claim that only sustained technological progress could be responsible. And it had teasingly left behind a big explanatory hole that needed to be filled: where did that technological progress actually come from? In the Solow-Swan model, it appeared like manna from heaven, dropped into the story in a completely unexplained mathematical miracle. Yet rather than surge forward, growth studies essentially came to a halt. For almost three decades, a winter descended on theoretical research into the topic, and there was little advance in these important questions at all.32

The turning point eventually came in the late 1980s with the economists Robert Lucas and Paul Romer. They inherited an intellectual climate where most economists did not believe that they had anything useful to say about the nature of technological progress. The Solow-Swan model itself was a good example: it failed to address the origin of new technologies not because its authors thought they were unimportant—on the contrary, technological advances powered their story—but because they were something that economists felt powerless to make sense of with their existing tools.33 Even when Solow was offered the chance to recant his technological avoidance a few decades later, he continued to defend his original omission. “The question is whether one has anything useful to say about the process in a form that can be made part of an aggregative growth model,” he wrote, before then dismissing his peers’ attempts to do so over the years as “simplistic and unconvincing.”34

Lucas and Romer, though, took a different tack. And in doing so, they not only broke with their contemporaries who thought that technological progress sat beyond an economist’s conceptual grasp, but also broke with a far older tradition. By the time the two of them were working, as noted before, economics had already abandoned classical thinking in one respect: sustained growth was now assumed to be possible, and the standard steady state was one of rising prosperity rather than persistent stagnation. But there was a different legacy that the field had still failed to shake: the belief that, for an economist, the most important features of an economy were those that could be seen and touched.

The origins of this disposition are understandable. When the fathers of the discipline—Malthus, Smith, Ricardo, Mill, Marx, and others—were working in the eighteenth and nineteenth centuries, the British economy in which they found themselves was overwhelmingly made up of farms and factories. People worked with their hands and used tools and machines; inputs into production could be easily counted (this much manure, that much iron ore), and outputs could be readily observed and tallied up (this much corn, that much steel). In this material world, it was to be expected that physical things would seem the most appropriate unit of analysis. (Think of the titles of Marx’s Capital and Malthus’s On Population.) But Lucas and Romer saw that this inherited focus on the material world was too restrictive. Each of them, in his own way, turned to the intangible world instead.

Lucas, to begin with, looked for causes of growth in the world of work. And it was here that he made his analytical move: shifting his attention away from the number of tangible workers in the economy toward the nature of their intangible skills.35 Of course, he was not the first to think that a worker’s bundle of talents might play an important role in economic life; many researchers before him had worked on the issue of so-called “human capital.” But Lucas was the one to figure out how to nail down this conceptually slippery phenomenon in a tight and simple model of growth. What’s more, he did so against a current of skepticism. Though the general idea of human capital might sound uncontroversial—who could argue that skills are unimportant?—it was initially met with suspicion and derision. “The very concept of human capital,” says the economist Gary Becker, who had originally popularized the term, “was alleged to be demeaning because it treated people as machines. To approach schooling as an investment rather than a cultural experience was considered unfeeling and extremely narrow.”36

Lucas’s new model was useful. In the Harrod-Domar and Solow-Swan models, people could only invest in traditional capital: factories and warehouses, tools and equipment. But in Lucas’s story, people could also invest in themselves through more education and training. Now, not only could the amount of tangible stuff in the economy increase, but the stock of intangible human capital could rise as well. In short, it was possible for the workforce to become more productive. And this simple idea, when captured in mathematics, provided a tantalizing glimpse of how growth could unfold. Solow-Swan had shown that technological progress must be responsible, a force that could push back against diminishing returns. But their story left us in the collective dark as to the causes of that progress. Lucas’s version provided an answer: the steady accumulation of human capital was responsible. People were gradually, but relentlessly, getting better at their work, and while diminishing returns unforgivingly pulled the economy back into the Malthusian trap, ever-increasing education was wrenching it out.

And if Lucas’s story was revealing, Romer’s was revolutionary. Like Lucas, he turned his analysis away from the physical realm. But Romer’s shift was far bigger: instead of just focusing on workers’ skills, he shifted completely away from the world of tangible objects to the world of intangible ideas.37 In doing so, he swallowed up the work that Lucas had done on human capital, making it a small part of a far bolder narrative. After all, what is human capital but ideas stored in the heads of human beings?38

From a practical point of view, Romer’s shift from objects to ideas was sensible, bringing the field of economics far more closely in line with the real world. Economic life had transformed in the second half of the twentieth century—the Knowledge Economy had arrived, the Information Age had begun—but economics had not kept up, and looked tired in comparison. Yet the most profound consequence of Romer’s shift was theoretical, opening up new paths to understanding the causes of growth. This is because ideas have very different properties from objects.39 And it was these properties, when properly understood, that could explain the hitherto elusive nature of technological progress.



Economic Dark Matter

What were these properties? Physical objects, in economese, are rival. This means that if they are used by one person, there is less left for others. If I pick up a tool, or take a bite from a chocolate bar, then that tool cannot be used by others while I’m holding it, and there is less chocolate left behind for someone else to eat. Until Romer, as noted, economists overwhelmingly studied rival objects like these. Given that, it is no surprise the field became defined by a small number of closely related themes: the principle of scarcity, the need for tradeoffs and sacrifice, the focus on efficiency and optimality, the importance of limits and constraints. “Words are witnesses which often speak louder than documents,” says the historian Eric Hobsbawm; true to that observation, over time the word economy itself has accumulated meanings of prudence and frugality and restraint.40 If economics was only about the material world, then perhaps that was to be expected.

Ideas, though, are nonrival. The design of that tool, the recipe for that bar of chocolate—these ideas can be used and reused without limit and without leaving fewer ideas for others. The example that inspired Romer was oral hydration therapy. Worldwide, diarrhea is the second leading cause of death in children under five years old, killing more than half a million of them every year.41 And the reason that many of these children die is because of dehydration. Yet surprisingly, the natural instinct—to give them water—is likely to leave them with a deadly electrolyte imbalance; what is actually needed is water with some salt and sugar as well.42 This simple but powerful idea, Romer explained, could be used and reused indefinitely. There is no sense that only one child can benefit from it at a time, or that if the idea is used to save one life it is somehow degraded and less effective for the child that comes after.

This nonrivalry of ideas, when applied to wider economic life, becomes transformative. Picture a factory where workers use machines to produce some output. As we have seen, if you increase the number of workers and do nothing else, you will hit diminishing returns: perhaps the machines get overcrowded or people get in one another’s way, and new workers will start to add less than those that came before. Similarly, if you increase the number of machines but do nothing else, you will also hit diminishing returns: maybe the equipment sits idle or the workspace becomes too cluttered, and those new machines begin to add less as well.

Now imagine that instead of just employing more workers or installing more machines, you decide to build an identical factory next door, doubling the number of workers and machines at the same time. What would happen to output then? If the first factory had already hired all the best workers and the second one has to make do with less skilled ones, you might hit diminishing returns again. But suppose there are enough talented workers that these sorts of worries don’t apply, and you succeed in exactly duplicating the original factory. In that case, you might sensibly expect the second one to produce exactly as much as the first. The best you would hope for, in other words, is constant returns: double all the inputs and you double the output. But that is not economic growth, properly understood—because although output has doubled, so too has the number of workers. The output per person, which is what matters, has remained the same.

The apparent lesson is that you cannot simply use more and more resources and expect economic growth to follow. But Romer saw that this sort of thought experiment was incomplete.43 There was another resource that was being used in building that second factory, although it had been left out of the story: namely, the ideas that were required to build and run the original factory in the first place. To see the construction of the second factory as doubling all the inputs was only correct as an account of the tangible world, one populated by physical objects alone—the workers and machines. But the ideas, weightless and invisible though they may be, were a hugely important input in their own right: every discovery, every insight, every morsel of knowledge that went into setting up that first factory was being used again.

Now in one sense, this is obvious: a car factory, for instance, doesn’t need to literally reinvent the wheel each time it sets up a new operation, nor does it need to plow costly renewed effort into rediscovering how to manufacture it again. Those ideas are all already there for the retaking. But in another sense, it is a profound observation. Because whereas additional workers and machines would have to be hired at great expense, the existing ideas can be used and reused—and completely for free.

Broadening the picture to include both the tangible and the intangible leads to a very different conclusion about growth. Building that second factory might require double the workers and machines, but it does not require double the ideas. This means that if you really were to double all the inputs involved in building that first factory, not only the workers and machines but the ideas as well—by inventing an entirely new, more productive way to run operations, for instance—then overall output would more than double (since even without those new ideas, having a second factory would have doubled the output). More ideas means not constant returns, as with physical resources alone, but increasing returns. And the result now really would be economic growth—because although there are twice as many workers as before, output now has more than doubled, so output per worker has risen as well.

The economy is not a factory, of course. But as with the best models, the simplicity of the setting reveals something of general importance. If you focus only on the tangible world, and think about economic life in terms of rival physical resources alone, then you will struggle to understand the origins of growth: it is diminishing returns in all directions and constant returns at the very best. That, in part, was Malthus’s problem: studying only what he could see and touch, and consumed by the idea of scarcity, he lacked the intellectual tools to explain a way out of his self-imposed trap. Solow caught a glimpse of how to escape, pointing to a process of technological progress that might fight against those diminishing returns, but he was unable (and unwilling) to remove the veil of mystery obscuring that progress’s origins. Now, Romer was able to whip that veil away: he showed it was the discovery of ideas that mattered. Their peculiar nonrival properties, their ability to be reused without limit and at no further cost, was what overcame the curse of diminishing returns that characterized the world of physical resources alone.

Just as Lucas was not the first to write about the importance of human capital, Romer was certainly not the first to identify the nonrival property of ideas. But, again like Lucas, he was the one who found a way to capture them in a formal economic story and created the mathematical tools that were required to show why they mattered for growth. Technological progress was no longer parachuted into the economic model from above without any explanation; it was the direct consequence of the hustle of inventors and entrepreneurs, in competitive pursuit of the profits that might come from discovering new ideas.44 Romer had not only identified the dark matter of growth—an invisible, intangible, but immensely consequential thing that constitutes most of our economic universe—but also made that darkness visible in a way that had not been possible before.45

The connection of new ideas and technological progress is so remarkable that even Romer himself appears to have initially underestimated the power of that story. To begin with, he was too conservative about the effects of allowing ideas to be used and reused. Originally, he emphasized that ideas could be reused without leaving fewer ideas for others. But in practice, this reuse often makes ideas even more valuable for others. A farmer’s knowledge of how to till a field, a factory owner’s knowledge of how to organize production, a manager’s knowledge of how to run a team—such insights get sharpened and polished and improved with use. This is the spirit of what Isaac Newton famously alluded to in a letter to Robert Hooke in 1675 when he said, “if I have seen further, it is by standing on the shoulders of giants.” In short, ideas are not simply nonrival; they are cumulative as well.

The other omission was even more profound. The world of tangible things is finite: there are only so many people on the planet, only so much raw material under the ground. The atoms in the world are in limited supply. But what Romer initially forgot to stress was that the world of ideas is infinite: the number of possible ways we might organize those atoms, the cosmic archive of potential blueprints for how the physical world around us could be, is without any obvious limit.46 (As we shall see, this later revision to his story is particularly important for understanding why those who think there are limits to growth are often mistaken.)

With these two additions, the Romer story is an even more powerful account of where growth comes from. New ideas, picked from a pool of essentially infinite possibilities, are put to use in remote corners of economic life. In time, they start to spread, getting picked up and used by others—first by a few, then by more and more. And as they travel, they gather speed and strength, so what starts as a scattering of economic whispers soon turns into a deafening din—an unrelenting, ever-intensifying roar of increasing productivity.



Correlation to Causation

While Solow, Swan, Lucas, and Romer were busy creating abstract models of the economy, the tribe of data scientists was engaged in its own search for the causes of growth.47 In contrast to the efforts of social theorists and model-building mathematicians, their work was empirical, rooted in data. This group, like the tribe of social theorists reacting to the work of Marx and others, also has its origins in the nineteenth century. But this time, those beginnings were to be found in the more unsavory work of figures such as Francis Galton and his protégé Karl Pearson—unsavory because these early scholars were eugenicists, developing statistical techniques to explore the causes of differences among human beings and advocating for “reform” inspired by what they uncovered. (Galton, for instance, argued that the human race ought to be improved by providing “timely material help” to the “Fit” and the “class of ‘desirables’ ” in society while cutting it off to the “Unfit” and the “undesirables.”)48 In the second half of the twentieth century, economists borrowed the statistical techniques of those scholars, abandoned their focus on the selective breeding of human beings, and instead developed them into a sophisticated blend of economics and statistics. Today, this mixture is known as econometrics, and its goal is to use these methods to identify economic relationships hidden in historical data.

Econometrics, and growth-focused econometrics in particular, has churned out an enormous volume of material. But in doing so, members of this tribe have faced their own problem: their work suggests too many causes of growth that might matter. One relatively recent survey of this empirical work, for example, describes an “embarrassment of riches,” with data scientists uncovering as many possible causes of growth as there are countries for which data is available—everything from the size of a government’s deficit to the number of frost days, from the level of inflation to newspaper readership.49 Others have found similarly sized bounties of statistically plausible explanations derived from the data.50

What lesson should we take from this “embarrassment” when trying to understand the causes of growth? One conclusion is that it means those causes are extremely varied. In my view, though, this is too generous. More realistically, the surplus shows there is more work to be done. The problem confronting these data scientists is the perennial problem of empirical work: while it is relatively easy to identify simple correlations in data, where movements in one variable are related to movements in another, it is far harder to whittle those down to causal relationships, to those cases where movements in one variable are actually caused by movements in another. Many of the relationships that make up this “embarrassment of riches” are the former rather than the latter.

The problem with relying on correlations alone is intuitive. The data, for instance, suggest the number of people who have drowned by falling into swimming pools over time is correlated with the number of films in which Nicholas Cage has starred; and the number of people who have died by becoming tangled in their bedsheets is correlated with per capita cheese consumption.51 But if a policymaker were to suggest on the basis of these relationships that we ought to ask Cage to take a career break to reduce drownings, or begin a nationwide “Stop the Stilton” campaign to reduce deaths by dangerous duvets, they would rightly be laughed at by economists and noneconomists alike: these are obviously correlations, not causal relationships.

The challenge, then, is to sift through these relationships and determine which are causal. In most areas of science, the simplest way to do this would be to run an experiment: change a variable of interest X, hold everything else constant, and see what (if anything) happens to the outcome variable Y. But in social science, experiments like this are far more difficult to do. The closest thing are randomized control trials, or RCTs, a technique that has become particularly popular in the world of development economics.52 Here, people are randomly allocated to different groups, one group is treated with an intervention of interest—providing medicine, computers, or financial support, for instance—but the other groups are not, and their contrasting outcomes, Y, are compared. Another approach is to look for natural experiments, special quirks in history that can be used to identify causal relationships. Here, researchers are searching the past for moments where there has been movement in that variable of interest X—an improvement in institutions here, a change in culture there—that is entirely unrelated to any other relevant variable (a search for exogeneity). And in those moments, if anything is found to have happened to Y, then a researcher could then be confident it is due to changes in X and nothing else.

These techniques have not been confined to the study of growth. They have driven an empirical turn throughout the economics profession, with almost every field becoming more data-driven in recent decades.53 Yet when you look at the research that specifically focuses on the causes of growth, it is hard not to be struck by the growing mismatch between this explosion in our technical capabilities and the stagnation in our understanding of what is actually going on. This is partly due to the difficulty of setting up reliable RCTs or finding good natural experiments.54 It is also because there is disagreement about the reliability of these results when they are found. And ultimately, even when the analysis is well done, there is a fear that the findings are not of general use: knowing that something had a certain effect on growth in a particular place at a specific moment in time does not mean that the result can simply be picked up and transported to a different setting to explain growth there.55



Economic Fundamentalists

The final tribe of economists who have studied growth are united not so much by a particular methodology—as with the social theorists, mathematical modelers, or data scientists—but by a shared grievance. Their feeling was that many of the explanations for the causes of growth, particularly the theoretical models like Harrod-Domar and Solow-Swan, were superficial: not in the sense that the subject matter was frivolous or the mathematics was trivial, but in the sense that they did not go deep enough. The economists Douglass North and Robert Thomas were among the first to make this complaint, back in the 1970s. The factors that these models picked out as important—like capital investments, for instance, or innovation—are “not the causes of growth,” they wrote. “They are growth.”56 The same frustration continues to be expressed today. “This theoretical tradition,” writes Daron Acemoglu, “has for a long time seemed unable to provide a fundamental explanation for economic growth.”57

You can understand their dissatisfaction. Take Romer, for example. Yes, he explained that technological progress came from the use and reuse of new ideas. But where did those ideas themselves come from? Why do some places produce far more of them than others? And, most importantly, what exactly happened during the Industrial Revolution—people surely had ideas before then, so why did growth only take off at that point? These are important questions, and the theoretical models do not answer them. In response, this fourth tribe has gone deeper, searching for more fundamental explanations, the prime movers of progress that require no deeper account.58

One family of these fundamental explanations is geographic. The scientist Jared Diamond, for example, built his hugely influential book Guns, Germs, and Steel on the belief that geography is at the core of growth. In this account, Eurasia left the hunter-gatherer lifestyle before other continents because its hospitable environment supported a wider variety of animals and plants for domestication, and its consistent climate (due to its East-West orientation) allowed for agricultural innovations to spread more easily. Within the economics profession, Jeffrey Sachs is perhaps the most prominent advocate of this particular view. Growth, he argues, is less likely in the hinterlands, for instance, far from a coast or an easily navigable river for trade; it’s also less likely deep in the tropics, where diseases spread more easily and agriculture is hard to develop.59

A different cluster of fundamental explanations emphasize culture.60 These have a rich history: the classical sociologist Max Weber, for instance, infamously argued in 1904 that the Industrial Revolution was due to a shift in work ethic, an “industrious revolution.” He believed that the Protestant Reformation had driven god-fearing Christians in Western Europe to work far harder: unable to resolve their guilt through confession, as Catholics could do, they had to prove their souls were worth saving through “tireless, continuous, and systematic work” instead.61 Modern economists have told other cultural stories. Some point to a culture of enlightenment, celebrating so-called cultural entrepreneurs like Francis Bacon and Isaac Newton for inventing the idea that the natural world could be both understood and manipulated in a more prosperous direction. Others highlight a culture of liberalism, one that freed up ordinary people to use their creativity and ingenuity to invent things and put them to practical use. Then there are those who celebrate a culture of trust, arguing that a plentiful stock of goodwill, common understanding, and shared values in a society (what some call social capital) is important for growth.

Today, the most influential fundamental explanation of growth is institutional. Douglass North, one of those original critics of the mathematical economists, defined institutions as the “rules of the game in society,” the formal constraints built by human beings to control one another’s behavior. Scholars like him who think institutions are important often take inspiration from the Glorious Revolution of 1688 in England.62 Before then, if the king or queen wanted to fund their various nefarious activities, they might do so by arbitrarily seizing the wealth of their citizens; this resulted in weak property rights and, it is said, little incentive for those citizens to do the sorts of profit-making, productivity-improving activities that might drive growth. With that revolution, though, a new institutional arrangement was established, with the Crown committed to curtailing that discretionary power. This stronger property rights regime, it is argued, was responsible for the economic flourishing that followed, eventually leading to a different revolution—the Industrial one. Daron Acemoglu and James Robinson have become the flag-bearers for this movement, generalizing these ideas into a popular distinction between extractive institutions, which allow a few elites to extract resources from the many, and inclusive institutions, which provide a level playing field for everyone in society.63

These fundamental explanations have become extremely popular. They continue to attract the attention of leading researchers and have provided the conceptual building blocks for various notable books, from Acemoglu and Robinson’s Why Nations Fail (institutions matter) to Joel Mokyr’s A Culture of Growth (culture matters). But at the same time, it is also worth asking whether all this effort has really scratched the intellectual itch that motivated it in the first place. Some of the proffered explanations do not seem to be that much more fundamental than the shallower ones they were meant to replace: just as we asked where new ideas come from (and felt disappointed with the response), so too we might ask about the origins of the right culture, for instance, or the right institutions. Researchers have certainly tried to answer such questions. But in searching for something else—an even deeper factor, the true prime mover—they have tacitly conceded that those fundamental explanations were not actually so fundamental after all.

What’s more, if the search for the causes of growth is meant to help guide our actions rather than just scratch that intellectual itch, then there is also a practical reason to feel disappointed: the deeper you go, the less useful these explanations become. In part this is because, almost by definition, if a factor really is fundamental, then it cannot be readily influenced. A policymaker, for example, will understandably feel powerless when finding out about the importance of geography—after all, they cannot move from a remote place to a more convenient one, nor cool down or dry out a tropic. In part this is because some of these factors were set in stone a long time ago: though it is fascinating to know that contemporary prosperity might be related to societal conditions back in Neolithic times, for instance, millennia-long knock-on effects like these are not much use for thinking about supporting growth today.64 And in part, this lack of usefulness stems from the fact that some of these explanations involve factors from which policymakers should stay well clear. For instance, some economists have found that risk taking is heritable and determined by a person’s genes—but that sort of genetic insight, however significant it may be, is of little help when thinking about how to nurture a risk-taking culture of experimentation and entrepreneurialism today.65 In short, it seems that many of these fundamental explanations are either not fundamental enough to be informative, or too fundamental to be of practical use.



The First Industrial Enlightenment

What, then, does a century of investigation into the causes of growth tell us about why the Long Stagnation came to an end? In light of what I have described, it is tempting to feel despondent. The social theory is hot air. The mathematical models are incomplete. The empirics are bountiful but unreliable. The fundamental explanations are too shallow to be insightful or too deep to be practical. In the language of philosophers, it feels like all this scholarly activity might be epiphenomenal—clever bits of mental reasoning that don’t actually affect the real world. After all, growth began almost two centuries before economists started trying to understand its causes, and the process did just fine without them. Similarly, growth has unfolded at much the same rate ever after, regardless of their efforts—not what you would expect if we really understood its causes and had learned how to speed it up.

Yet I do think there is an important answer contained within this work. To find it, we must push the rubble of the social theorists aside: their writings are only useful to warn us off from equally grand claims about growth made elsewhere. Similarly, it is unwise to spend too much time sifting through the efforts of the data scientists, whose output is so inconclusive that you can find support for almost any argument you might wish to make. Instead, the best explanation for the causes of growth lies in a combination of ideas belonging to the two remaining tribes: the mathematicians and the fundamentalists. Taken alone, the work of each tribe has its shortcomings. But if taken together, those weaknesses are compensated for by the other’s strengths. The result is the fullest and most useful explanation for why the Long Stagnation came to an end.

To recapitulate: the contribution of the mathematicians was to provide a general outline for how humankind escaped the Malthusian trap. For 300,000 years, the curse of diminishing returns kept humankind stuck in subsistence. Solow-Swan showed how new technologies, and the productivity gains that came along with them, were able to fight against that onslaught of diminishing returns. And Romer went one step further, explaining where that technological progress came from rather than relying on a mathematical miracle as his predecessors had done: from the discovery of new ideas with their peculiar properties (nonrival, nonexcludable, cumulative).

But their contribution provided only an outline. Such mathematical stories are helpful precisely because they are simple, stripping away the messy distractions of real life and isolating the features of the problems that really matter—in this case, diminishing returns, technological progress, and new ideas. But that simplicity also limits their usefulness. Ask why modern economic growth began, and the answer that you get—because the discovery of new ideas drove technological progress—is incomplete. Why exactly did that progress start then and there? These models are silent. And it is here that the fundamentalists make their contribution, by adding missing details to the mathematicians’ picture.

For when you follow the lead of the fundamentalists, and dig deeper around the time that modern economic growth began, something fascinating emerges. Yes, it was a time of unprecedented material progress. But it was also part of a longer stretch of extraordinary intellectual progress: by the time the Industrial Revolution got underway, people had been discovering new ideas in an explosively Romer sort of way for over a hundred years. A century before the Industrial Revolution began, the Scientific Revolution had taken place: Galileo and his telescope, Newton and the apple tree, Descartes and “cogito ergo sum.” In the decades after that, the Enlightenment really took off: Locke and his rights, Hume and his doubts, Kant and “sapere aude.” Karl Marx, in the awed words that open this chapter, wondered “what earlier century had even a presentiment that such productive forces slumbered in the lap of social labour”—but we might also ask, with the same sense of awe, who could have imagined that such intellectual forces lay dormant in society as well.

We cannot ignore the fact that modern growth began in the tailwind of these intellectual storms. But at the same time, we cannot simply draw a direct link between them—that new ideas were discovered during the Scientific Revolution and, when put to practical use, led to the Industrial Revolution.66 There is little evidence for that sort of claim. A credible account must instead provide an indirect link that explains how the intellectual upheavals taking place in one part of British society were related to the material flourishing that took place elsewhere a century later. And this is where the fundamentalists step in. For the best account of that missing link is provided by Joel Mokyr, whose A Culture of Growth was mentioned above. In his view, it was a profound change in culture during the eighteenth century that supplies the necessary connection. The argument is deeply compelling.

What was this cultural change? Mokyr’s proposition is that a new scientific spirit, forged in the heat of intense intellectual excitement, spread to the material world, and people took it up in their economic lives. The spirit was multifaceted: a “scientific method” that led people to make decisions based on careful experimentation; a “scientific mentality” that encouraged people to see the natural world as a place of hidden order which could be uncovered and understood; a “scientific culture” that committed people to use reason in pursuit of real-world problems (like, for example, how to increase output in a factory).67 Most importantly, though, there was a change in collective focus: people were no longer content to understand the world for the sake of intellectual satisfaction or to make abstruse philosophical observations, as in the Scientific Revolution or the Enlightenment, but wanted to use it in the real world “to improve mankind’s condition.” This hunt for “useful knowledge,” writes Mokyr, was taken up “with an aggressiveness and a single-mindedness that no other society had experienced before.”68 Humankind, in the language of this chapter, took up the hunt for useful ideas in an unprecedented way.

The result of this cultural shift, he writes, was an “Industrial Enlightenment,” a wonderful term that captures the way in which the essence of the Enlightenment spilled out of the scholarly world and spread through society. Everyday economic behavior was utterly transformed: reason triumphing over superstition; bottom-up experimentation over top-down revelation; experience over pre-existing prejudice. In short, a new belief took hold “in the in the possibility and desirability of economic progress and growth through knowledge.”69 This is quite different from the naive view of the relationship between the intellectual and material worlds that imagines the Scientific Revolution as discovering new ideas and the Industrial Revolution as putting them to use. What took place is far deeper: the discovery of a way to find new ideas and its widespread adoption. “To paraphrase Alfred North Whitehead’s famous statement,” writes Mokyr, “the Industrial Revolution did not mark the beginning of invention, but it marked the beginning of the ‘method of invention’—turning it from an occasional event to a regular and routine part of the economy.”70

How, then, do we make sense of the beginning of modern growth? It seems to me that the best explanation we have is a fusion of Mokyr’s cultural fundamentalism and Romer’s mathematics. The former shows us the cultural shift that propelled people toward the pursuit of useful ideas in the eighteenth century, the latter shows us why these ideas would have such remarkable consequences for growth. This combination—let us call it Mokyr-Romer—might sound straightforward. But what is surprising is how few scholars have explicitly tied these stories together. In part this reflects how siloed different schools of economics have become, even when there is so much common interest. And in part it reflects basic personal antipathies: Solow, a founding father of the mathematical tribe, dismissed attempts to explain growth with noneconomic factors like culture as “a blaze of amateur sociology”; Mokyr, for his part, failed to cite Romer’s work at all in either of his two most celebrated books on the topic. (As one commentator put it, “Mokyr traced back economists’ interest in knowledge along every conceivable path except that of Romer, whom he left out of his account altogether.”)71 Yet to me, it is clear these approaches are far stronger together in explaining why the Long Stagnation came to an end than they are when taken alone.

There will be disagreement about the combination I propose in this chapter.72 But in my view, Mokyr-Romer is the most compelling account we can build of the past. And in turn, it is also an extremely helpful guide for the future. As Mokyr tells it, modern growth began with an Industrial Enlightenment. But really what he is describing is the First Industrial Enlightenment—the first time that humankind engaged in the pursuit of useful ideas with a sustained intensity and moral seriousness. One way to think about the challenge we now face, at this time of economic hesitancy and uncertainty, is how to take up that pioneering spirit once again: How can we start a Second Industrial Enlightenment, with the same sense of possibility as the first? Later in the book, I will return to these ideas. But first, I want to look at how growth became such an overwhelming priority in our societies.






PART II








CHAPTER 3
THE PRIORITY




Under communism … only the future is certain; the past is always changing.

—an old Soviet joke




“It is not easy,” mused John Maynard Keynes, “for a free community to organise for war.” This was 1940, not long after the start of the Second World War—after the Nazi invasion of Poland but before the evacuation at Dunkirk—and Britain’s leaders were still gathering their thoughts on how to rise to the magnitude of the moment. The challenge they faced was in part a military one, a question of battlefield tactics against an enemy that was using bursts of unexpected and overwhelming force (Blitzkrieg) to achieve early success across Europe. But there was also an economic challenge at hand, and that was what was troubling Keynes. That quoted sentence was the first line of a short pamphlet he wrote on the problem, How to Pay for the War. It was a contribution to the intellectual war effort that would prove to be highly consequential—not only in the pursuit of military victory but in shaping the direction of economic life in the decades that followed.

The title of Keynes’s pamphlet alone does not do justice to the nature of the economic challenge that confronts a country engaged in total war. It is not simply a question of how to pay for the conflict, as if each skirmish that takes place is just an additional line item in a national budget that has to be funded. The problem is more fundamental: how to completely reimagine an economy and redirect it in pursuit of military rather than civilian ends, to turn a peacetime apparatus set up to satisfy everyday consumer wants into a war machine dedicated to meeting the demands of armed struggle. In the US, for instance, by the end of the conflict there were toy companies making parts for warships, car companies building aerial bombers, and furniture upholsterers fabricating cartridge clips for rifles. A country that had produced more than three million cars in 1941 would only produce 139 more for the rest of the war.1 And that is just a tiny snapshot of the sort of economic transformation that was required.

Yet in spite of the complexity of the challenge, it is clear from Keynes’s writing that any response had to begin with far simpler foundations. And to his surprise, they were not available. If we again think of the economy as a pie, as economists so often do, an important question when building a war economy is exactly how much of that pie can be sliced off and redirected on an ongoing basis toward the conflict, and how much must be left to meet normal civilian needs. To answer that, you need to know the size of the overall pie. But amazingly, this information was not available to Keynes. “The statistics from which to build up these estimates are very inadequate,” he ranted, adding that “every government since the last war has been unscientific and obscurantist, and has regarded the collection of essential facts as a waste of money.” Then, in a disarmingly dry appendix to his pamphlet, Keynes captured his own thoughts on how to proceed. And in the distinctions and calculations he sets out, you can catch a glimpse of the measure of the size of the economic pie that would become widespread by the end of the century: what was first known as Gross National Product, or GNP, and then, from the 1990s onward, as Gross Domestic Product, or GDP. (The two measures are extremely similar, and for simplicity I will use the latter term from now on regardless of the time frame.)2

Today, we live in societies that prioritize growth. The central goal of economic policy in most countries is “more GDP.” And most people in public life, in their honest moments, would acknowledge this fact.3 The centrality of GDP in politics, along with our collective fascination with whether it has gone up or down, creates the impression that growth must have a rich history as a priority, that great minds surely once debated its merits and decided to elevate it to the unrivaled position it now holds.4 But Keynes’s complaint shows that this is not the case.

To begin with, growth is a new preoccupation. It would have been unimaginable to those living during the Long Stagnation, and even once it began, would have been impossible to measure until the 1940s. As we shall see, before the work of Keynes and his contemporaries there was no reliable way to know the size of the economy, whether it was growing, and by how much. Most importantly, though, growth as an end in itself was never deliberately placed in its policymaking pole position. Instead, it got there almost by accident: its pursuit was useful for achieving other goals, but when those faded away, growth stubbornly remained behind. In Chapter 2, we saw how economists have scrambled to understand growth’s causes; in this chapter, we turn to why political leaders found themselves so persistently chasing after growth itself.


A New Preoccupation

For economists, the creation of GDP, and the informed pursuit of growth that it enabled, has been a source of widespread self-congratulation. Paul Samuelson and William Nordhaus, founding fathers of modern economics, called GDP “truly among the great inventions of the twentieth century.” The US Department of Commerce, instrumental in developing GDP and putting it to practical use, crowned it as “its achievement of the century.”5 But until recently, securing higher GDP was not a major concern—either among the economists attempting to make sense of the idea, like those we met in the last chapter, or among political leaders and policymakers.

“It is not much appreciated in the profession,” writes one economist, “that economic growth was not an objective of economic policy or economic research before the 1950s.”6 “Hardly a line is to be found in the writings of any professional economists between 1870 and 1940 in support of economic growth as a policy objective,” notes another.7 For a large part of the twentieth century, aspiring young economists were simply not taught that growth was a topic that mattered: the most influential textbook in the profession, written by Samuelson, did not have a chapter on the theory of growth until its sixth edition, in 1964, sixteen years after it was first published.8 Scholars of course knew about the idea, but it was never the main focus. “Growth has occupied an odd place,” wrote Evsey Domar in 1952, “always seen around but seldom invited in.”9

You can see this historical neglect of growth in the chronology of the previous chapter. As we saw, the classical economists were never conceptually set up to take the idea of sustained growth seriously: their view of the future was clouded by the belief that economic life tends inescapably toward stagnation in a stationary state.10 But even the modern economists who were interested in growth did not get going with their efforts until the twentieth century was well underway. Walt Rostow, the main figure working in the tradition of the grand social theorists, made his contributions in the 1960s. And the data scientists did not start until much later still, when economics took an empirical turn. The earliest attempts to understand growth, as noted, probably came in the late 1930s and 1940s, when Roy Harrod and Evsey Domar were working out their mathematical models. But even then, their main motivation was not really to understand growth as such: Harrod and Domar were more interested in the issue of unemployment, and in growth only “as a remedy for it rather than as an end in itself.”11

It was only in the 1950s that the idea of growth began its ascent. By 1957, Domar was calling it “the fashion of the day.” In 1960, Rostow referred to “a most remarkable surge of thought centred on the process of economic growth.” And excitement kept on mounting in the economics profession: as one observer quipped, “during the sixties the growth rate of the ‘growth literature’ far exceeded that of the phenomenon it tried to explain.”12 But in truth, these academics were just playing catch-up with the enthusiasm of politicians and policymakers. The demand for insights on growth came from practical concerns, and economists set about making themselves look useful. For “those in thrall to their presumed omniscience,” wrote one scholar of the time, “the suggestion that economic growth could be managed and facilitated was extremely seductive.”13

In the US, for instance, political interest in growth had simmered through the 1950s but reached a boiling point with the 1960 presidential election, a contest that was dominated by the issue.14 After John F. Kennedy won, signs sprung up across the US Commerce Department asking, “what have you done for Growth today?”15 In 1964, the Nobel Prize–winning economist James Tobin described how growth had “come to occupy an exalted position in the hierarchy of goals of government policy.” A decade later, when Richard Nixon won his own election, the thirst for growth was still strong: a gigantic GNP clock was set up in the Commerce Department, broadcasting in big bright numbers the national output at any moment in time, with the aim of celebrating the moment that the US economy struck $1 trillion. (In the event, President Nixon was a few minutes late to the stage: by the time his remarks began, the display had surged $2.3 million past the target, despite technicians’ best efforts to turn it back.)

This explosion of interest in growth was not confined to the US. Indeed, the American enthusiasm was infectious (Figure 3.1). A former European commissioner, Robert Marjolin, describes how the same spirit unfolded on the Continent at the time: all that his colleagues wanted to do was “to produce more and more, to invest more in order to produce still more, to modernize in order to give an additional boost to production. America hypnotized us, her material success was our ideal.”16 International institutions were captivated. When the Organisation for Economic Co-operation and Development was established in 1961, it immediately set an ambitious growth target for its member countries: to increase their collective GDP by 50 percent within a decade.17 International rankings (“league tables”) were put together that compared countries’ GDP figures with each other, a new cause for celebration or humiliation. “To find one’s country near the bottom of such a table,” wrote one economist at the time, “is felt to be something of a disgrace.”18 An era of “growthmanship” was underway, where countries furiously competed to out-grow one another.19

[image: Line graph shows rate per million words, from 0 to 0.14, on the y-axis and year on the x-axis. Use of the term economic growth barely exists before 1950 but surges thereafter, with usage dropping off somewhat after 2000.]
Figure 3.1. Incidence of the words “economic growth” in published works, 1800–2022


But why did the idea of growth, ignored for so long, suddenly enjoy this global surge in popularity in the middle of the twentieth century? As we saw at the start of this chapter, one of the most important reasons was war.



The Pursuit of War

Keynes was not actually the first person to want to measure the size of the economic pie. Many had tried before him. But unlike Keynes they were economic amateurs, dabbling in these calculations alongside other eclectic activities.20 Yet despite their varied backgrounds and approaches, such calculations have had one thing in common over the centuries: the demand for them came overwhelmingly from armed conflicts.

The first known attempt to calculate the total income of a country was made in 1655 by an Englishman called William Petty. He lived an eccentric, multifaceted life: a runaway educated by French Jesuit clerics who found him abandoned on a Normandy beach;21 a professor of anatomy who was reputed to have brought a woman back to life after her hanging; a professor of music who quit to work as a researcher for the philosopher Thomas Hobbes; an adviser to both the dictator Oliver Cromwell and his archrival King Charles II; a figure described by the diarist Samuel Pepys as “the most rational man in England” but by Karl Marx as a “frivolous, grasping, unprincipled adventurer.”22 However, it was Petty’s less dramatic life as an accountant that has earned him a place in history: to prepare for the Second Anglo-Dutch War, he attempted to calculate the size of the total economic pie in England and Wales, and for these efforts he is thought to be “the true originator of the concept of national income.”23

Other English contemporaries of Petty followed in his footsteps. Gregory King, for instance—a herald, mapmaker, engraver, and surveyor—was also a part-time statistician. Like Petty, he was interested in the economic challenge of a military conflict, in his case the Nine Years’ War with the French. This was, in his words, “a long and very Expensive Warr” and he wanted to know if England could afford the price of victory.24 From the very beginning, then, armed conflict was creating an appetite for statistical innovation.

But England was not the only place these calculations were being done. There were similar attempts elsewhere, though their history shows quite how much of an extreme sport economics could be back then. The ruling class feared the transparency and criticism that a clear set of accounts might bring about, and dealt harshly with those who attempted the task. In France, for instance, the first national accounts were prepared by Pierre Le Pesant de Boisguillenber, a lieutenant governor of a provincial town; his calculations were so incendiary that he was stripped of his political post and forced into exile in Southern France.25 Sébastien le Prestre de Vauban, the second Frenchman who tried to calculate the national accounts, suffered a similar fate. Undeterred by being “neither a good economic theorist nor a good statistician,” this decorated soldier published his own calculations, and included some tax advice for the monarchy. His work was destroyed, its circulation suppressed, and Vauban himself banished from high society—so distraught, it is said, that he died a few months later.26 In eighteenth-century Russia, meanwhile, one of the country’s early national accountants, Alexander Radishchev, committed suicide by drinking poison: he was unable to bear the threat of a second exile to Siberia for having an overly ambitious plan—one author called it “wild”—to gather data from provincial offices across the country.27

By the beginning of the twentieth century, national accounting had become a less dangerous affair—although, as we shall see, no less contentious. This is the moment when the first versions of what would later turn into GDP started to take shape.28 And that work began with the efforts of an American economist called Simon Kuznets.

When the Great Depression struck in the 1920s, it was clear that an economic catastrophe was unfolding: the stock market had collapsed, banks were failing, farms and factories were sitting idle, and huge numbers of people were out of work. But there was no formal measure that could tell policymakers exactly how bad the situation really was. “One reads with dismay,” wrote one economist years later, “of Presidents Hoover and then Roosevelt designing policies to combat the Great Depression on the basis of … sketchy data.”29 Nordhaus made the same point more bluntly. “If you want to know why GDP matters,” he said, “just put yourself back in the 1930 period, where we had no idea what was happening to our economy … There were people then who said things were fine and others who said things weren’t fine. But we had no comprehensive measures, so we looked at things like boxcar loadings.”30 In 1933, Kuznets was commissioned to plug this gap and to create the country’s first reliable set of national accounts. A year later, he presented his report to Congress.

Kuznets faced the same task as his amateur predecessors from earlier centuries, trying to boil down the value of all the economic activity in a country into a single number. Working in the predigital world, he had to manually assemble the figures: cobbling together data from different industrial censuses, scouring a vast spread of government statistical reports, and, at times, actually traveling around the US with a small team of researchers, talking to farmers and factory workers and business owners to add further details to the empirical picture.31 This was a grand undertaking, though when Kuznets submitted his calculations to Congress he was careful to be modest about what he had accomplished. His work was as an “amalgam of … approximate estimates,” he said, confessing to “marked gaps” and “formidable difficulties” in the analysis and the “paucity” of his “preliminary” and “scanty” data.32

In spite of these caveats, his statistics did what was asked of them. To begin with, they provided a better sense of the unfolding crisis: in the first three years of the Great Depression, Kuznets’s numbers showed, the American economy had almost halved in size.33 They were also politically useful, providing President Roosevelt with empirical support to launch his New Deal, the unprecedentedly generous package of economic support that is credited with turning around the depressed US economy.34 Again, people at the time certainly knew that circumstances were desperate, but Kuznets’s numbers were usefully definitive—“an important call to action,” as one economic historian put it—and the president would cite them on the campaign trail to make his concern about the state of the country more concrete.35 To top it all off, Kuznets’s calculations touched a popular nerve. In spite of the report’s dry title (“National Income, 1929–1932”) and abstruse subject matter, it became a bestseller.36



A Turning Point

A reversal in Kuznets’s fortunes came with America’s entry in World War II in 1941, however. The Great Depression had ended; another crisis had begun. And Kuznets’s calculations, which had proven to be so politically expedient during the downturn, were now far less popular.

The issue had to do with the basic methodology of his approach. The biggest decisions a researcher must make when calculating the size of the national economy involve the question of which activities to count: what is in and out? This dividing line is known as the production boundary, representing where the economy is thought to begin and end. But its location is a fractious question, the foundation of many disagreements about national income. The political problem with Kuznets’s numbers was simple: he did not want to include military spending in his calculations.37 Yet that meant if a politician decided to spend more on the war effort, the economy would appear to shrink. More of the economic pie going toward the war meant less for everything else—and it was only the latter that Kuznets wanted to count.38

Why did this matter? Because winning the war, as noted before, was as much an economic challenge as a military one. When President Roosevelt delivered his first wartime budget to Congress in 1942, he spoke of how “powerful enemies” must not only be “outfought” but “outproduced,” of how “victory also depends upon efforts behind the lines—in the mines, in the shops, on the farms.” But in Kuznets’s view, spending more on the military was at odds with the ambition to increase the size of the economy. In his calculations, military spending reduced the country’s national income, and thus harmed its ability to outproduce its adversaries. This was hardly the sense of overwhelming productive strength and unflappable fiscal stability that a president would want to project to the world during a conflict.39

Why, though, did Kuznets want to leave military spending out of his calculations? One basic reason was technical: Kuznets had originally defined national income as “primarily only efforts whose results appear on the market place of our economy.” Since government goods and services were not sold for a price in the free market, they were not to be included in his numbers. But as the war went on, and the military conflict came completely to dominate life, Kuznets admitted that this definition was not right and conceded the point. (It was a temporary truce: in peacetime, he wanted the government’s contribution to be left out of the national income calculations once again.)40 The more fundamental reason, though, was a moral one: Kuznets did not believe that military spending was the sort of thing that ought to be included in the numbers. This concern, unlike the technical one, would not lessen over time. As we shall see in later chapters, it would also make Kuznets famous in decades to come.

In any event, at the same time that Kuznets was doing this work, Keynes was developing a rival measure of national income, this time for Britain. He was not starting from scratch, but building on the efforts of another Englishman called Colin Clark. In public, Keynes praised his achievements: “there is no one to-day, inside or outside government offices,” he wrote, “who does not mainly depend on the brilliant private efforts of Mr Colin Clark.” Yet in private Keynes was far less generous, writing to a colleague that he was intuitively “revolted” by what he saw in Clark’s work. Why this remarkable hostility? Because Clark, like Kuznets, had left no role for the state’s spending in his numbers—whereas Keynes believed government spending belonged at the core of the calculations.41 And he published his alternative accounts, with government contributions included, in How to Pay for the War.42

As the 1940s unfolded, US policymakers gradually abandoned Kuznets’s method and adopted Keynes’s approach instead.43 The main reason was simple: Kuznets’s decision to leave out military spending did not sit well with policymakers trying to tackle the economic challenge of war.44 But there was also more to it than that. It was becoming popular to think that when the war came to an end, the state would still play a large role in economic life. The so-called Keynesian movement, with its belief in the power of government spending to help stimulate struggling economies, was gathering momentum, and Keynes’s calculations provided a way to implement it.45 Finally, Keynes himself was a charming advocate for his ideas: private meetings, pleasant meals, friendly correspondence—all this helped to persuade. Today, Keynes is widely celebrated as one of the most influential economists of all time, but his triumph over Kuznets tends not to feature in the narrative. As one commentator put it, “Keynes’s role in constructing what eventually became GDP, and his concurrent debate with Simon Kuznets about the place for public spending … has been one of economic history’s best-kept secrets.”46

When people look back at the year 1944, the most important economic meeting is typically taken to be the Bretton Woods conference. More than seven hundred delegates from all forty-four Allied countries convened at the grand Mount Washington Hotel in New Hampshire to agree on a plan for rebuilding the global economic order after the war, and the result was the creation of two of today’s most powerful international institutions—the International Monetary Fund (IMF) and what is now known as the World Bank. But despite that meeting’s notoriety, it is not the most consequential one that took place that year. The true holder of that title was a far less glamorous affair: a gathering of nine economists from statistical offices in the US, UK, and Canada, who most likely met in a nondescript conference center in Washington, DC.47 On the face of it, their assignment was comparatively modest: to agree on a plan that would standardize the global approach to national accounting. Yet their discussion would have immense repercussions.48 Richard Stone, who had worked as a research assistant for Keynes, got to participate in the meeting.49 Kuznets did not. And what emerged from it was an agreement to use and spread a calculation that looked a lot like the one that Keynes had published—a measure that would eventually become known as GDP.50 This measure would provide the foundations for the global economic order that followed. The IMF and the World Bank, for instance, however powerful they might be, would end up being ruled by it, making GDP their “magnetic North” for decades to come.51

Armed conflict, then, is a central protagonist in GDP’s creation story. But wartime history alone does not explain how we came to live in growth-prioritizing societies. GDP, after all, is not the same thing as economic growth: the former is a static snapshot of how much stuff the economy produces in a given period, the latter involves relentlessly increasing that output over time. As it happens, though, when we look at how growth became our top priority, one important answer once again lies in war—albeit war of a different type.



Growthmanship Begins

“The American people have learned during the war the measure of their productive capacity,” President Roosevelt triumphantly declared to Congress in January 1945, “and they will remember that experience in the peace to come.”52 To an extent, he was right. Roosevelt stood at the helm of an enormous economy: by the end of the Second World War, more than half of all industrial production in the world was taking place in the US.53 He was also right in a more literal sense, since as we just saw, it was only during the war that the US learned to measure the size of the economy in the first place. Roosevelt’s hopes for peace in the future, though, were far more misplaced. The Second World War ended, but soon the Cold War began. (Roosevelt himself would not live to see his optimistic prediction falsified, collapsing during a portrait session just a few months later.)

The Cold War, of course, was a different type of conflict from those that had come before. There was no grand theater of war where the main adversaries, the US and the Soviet Union, clashed head-on. Armed conflict, when it happened, took place only sporadically in smaller proxy wars scattered around the world, indirectly sponsored (with arms, training, and financing) by those superpowers. For the most part, the Cold War was defined instead by preparation for a grand potential conflict in the future, by the conspicuous accumulation and demonstration of military strength. The strategy revolved not around violent confrontation, as in the past, but deterrence, undermining, and containment. And it was also a war of ideas, a clash of different visions of the best way to organize economic and social life: capitalism and the invisible hand of the market on one side, communism and the visible arm of the state on the other. In the absence of definitive resolution on the ground, this was to be a long struggle: in the words of George Orwell, who coined the term cold war in an essay published in the London Tribune in 1945, this was to be a “permanent” conflict, a “peace that is no peace.”

But how to tell who was winning the Cold War? None of the numbers created by a traditional conflict—territory gained, soldiers lost, weapons destroyed—were available to help. Some speculated about who had the military upper hand at any moment in time, trying to determine who would triumph if, in a flash of insanity, the nuclear superpowers actually decided to confront one another directly. But in the absence of hard data, other measures started to take on far more significance. And the most important of them was economic: how rapidly the US and Soviet economies were growing.

To some extent, the increasing priority attached to growth made sense. For participants, the Cold War was in large part the task of out-preparing the enemy for a potential conflict. And to that end, growth was critical: if a country’s economy were larger in the future, it would be able to spend more on the military and would be more likely to win if an actual conflict began. At the same time, out-growing the enemy also came to be seen as the definitive way to convince uncertain citizens that their side had the upper hand in the broader battle of ideologies: in the words of President Kennedy in 1960, to persuade those who stand “on the razor edge of decision between us or between the Communist system” to come down on the side of capitalism and a “system of freedom.”54 Similarly, the leader of the Soviet Union, Nikita Khrushchev, declared in 1956 that the “main economic task” of his country was “to catch up and surpass the most developed capitalist countries in per capita output.”55 His stated aim was to build a “battering ram with which we shall smash the capitalist system.”56

But what made economic growth feel like an existential issue at the time, rather than merely an important one, was that the fact that the US appeared to be falling behind. In the beginning, the Soviet Union had been written off as an economic backwater, held back by political revolution and industrial false starts, hamstrung by utopian ideas like state ownership and central planning. By the 1950s, though, data were emerging that painted a very different picture—one of astounding relative performance. In the first half of that decade, the economist Peter Wiles sounded the alarm: “A man is running against us but we are not running against him. We are merely out for our usual constitutional.”57 Soon, those sorts of unflattering comparisons were commonplace. “The economic growth of the Soviet Union is greater than ours,” declared President Kennedy in 1960, to no particular public clamor or collective surprise.58

Worse still for the US, that same year its government polled “nine or ten … free and uncommitted nations of the world” and found a nearly unanimous belief that the Russians would be ahead scientifically and militarily throughout the coming decade.59 To top it all off, there was the 1961 humiliation of the Americans in the space race, when the Soviet cosmonaut Yuri Gagarin became the first person to travel to outer space. This practical victory was taken to be tied up with relative economic prowess. “Inevitably, the Soviet scientific and technological accomplishments,” one economist wrote at the time, “were connected with another Soviet triumph, an exceptionally high growth rate.” A new front had opened: if the fight couldn’t take place on a battlefield, it would take place on a spreadsheet instead.

In retrospect, we know that the Soviet statistics were fanciful, to put it mildly. A Russian economist called Grigorii Khanin would recalculate the numbers in the late 1980s: the Soviets had claimed their economy in 1985 was more than eighty-four times as large as in 1928, but he found the multiple was only a measly seven.60 It is also possible to track a gradual realization that something was up with the Soviet calculations by looking again at subsequent editions of the most famous textbook in the field, Paul Samuelson’s Economics. In the closing chapter, he includes a chart showing how long he thought it would be until the Soviet economy overtook the US economy. At the start of the Cold War, in the 1961 edition, he thought this moment was twenty-three years away. If the date of overtaking were fixed, one would expect the number of years until overtaking to steadily decline in future editions of the book. That imagined scenario is what the dashed line in Figure 3.2 shows: as each year passes, overtaking gets one year closer. But that is not what how the subsequent editions played out. Initially, as the Cold War unfolded, the chart updated as expected: in the 1964 edition, three years later, overtaking is indeed twenty years away. But in the 1967 edition, three years after that, years until overtaking plummeted to just a decade: the Soviet economy seemed to be doing even better than previously expected. However, as suspicions about the Soviet statistics started to surface, Samuelson pushed the predicted moment of overtaking further and further into the future. That is what the U shape of the solid line in Figure 3.2 reflects: first an intensifying pessimism, then a creeping optimism.
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Figure 3.2. Samuelson’s prediction over many editions of his textbook Economics for the number of years before the Soviet economy exceeded the US economy. His initial prediction (dashed line) was revised considerably (solid line).

Note: I use the max-min overtaking time, that is, a maximum growth assumption for the Soviets versus minimum growth assumption for the United States. Samuelson provided both a min and a max for both countries.


These revisions are understandable. In the fog of statistical war, it was hard for the US to tell where it stood. There is now a vast literature on why calculating the relative size of the economies was so difficult.61 The Soviets, for instance, were measuring a slightly different thing from the Americans—material product, not GDP. The latter, in the words of the Great Soviet Encyclopedia, had an “antagonistic class character, since it is a physical expression of capitalist productive relations.”62 They were also performing their calculations in a way that was intentionally opaque; this was in a part a propaganda war, after all, and perceptions—wrong or right—mattered as much as reality. Understanding “the present status and prospects of the Soviet economy,” wrote Max Millikan, the director of the US Central Intelligence Agency (CIA) at the time, “may well be the most important research job there is in the country today.” In a similar vein, the historian (and rumored CIA operative) Joseph Strayer averred that “some of the most valuable intelligence papers ever written” were “those projecting the future growth of the USSR.”63 And though the CIA numbers at the time “were always lower than the glowing stats from Moscow … they were still worrying enough to cause heart-searching among Western governments.”64 The pressure was on.

Other countries were soon swept up in the same game. Many were following the lead of new institutions established to support postwar reconstruction, which were spreading the GDP gospel around the world.65 In the West, the most important influence was the Marshall Plan, a vast package of US financial aid to help rebuild Europe.66 This finance came with strings attached; one of the conditions was that recipients had to calculate their GDP and report the figures—if they failed to do so, they wouldn’t receive support. The plan’s administrators had decided at the outset that national accounts would be the best way to tell which countries most needed help and whether the aid was actually working. And they hired Richard Stone—Keynes’s former assistant who had been at the 1944 meeting of economists where GDP was hashed out—to help make it happen: standardizing the measure to make it tractable in different countries, training statisticians to calculate it, advising governments how to bring their accounts in line.67 In 1952, the GDP definition was published in a book that is still “considered the standard document for the international harmonization of calculations.”68 The following year, Stone persuaded the United Nations to adopt the GDP measure as well, bringing the calculation to less prosperous, noncommunist parts of the world.69 (The communist parts used Soviet measures instead.)

But if Stone disseminated the GDP measure, Cold War jostling forced countries to focus on economic growth. Take the Marshall Plan, for instance. Its fundamental purpose was to promote growth in Europe. That was the criterion of success: as one commentator put it, “If GDP went up it meant that the aid was working. If GDP fell, that meant aid was being spent on the wrong things.”70 And it would be naïve to regard the plan as simply an act of economic goodwill. In practice, it was really just another weapon in America’s unconventional Cold War arsenal. The diplomat George Kennan, one of the founding fathers of US military strategy with respect to Soviet Russia (in 1946, he coined the term “containment”), was also a key architect of the Marshall Plan. “Economic aid happens to be a weapon in which we still have the superiority,” he wrote in a note to a colleague about the Marshall Plan; “it should be our principal weapon in countering communist expansionism.”71 Nor was this relentless Cold War pressure to pursue growth confined to the West. The same basic strategy drove development policy elsewhere in the world, too. As one account puts it: “People were convinced that, if it were possible to ensure constant growth of gross national product in the countries of the Third World, these states would be immune to the promises of communism.”72

The creation of GDP and the prioritization of growth above all are often treated as if they were much the same thing, but bundling the two developments together is a mistake. The GDP measure was forged in the heat of the Second World War, a way to know what resources could sensibly be diverted toward the conflict at any moment in time. But the Cold War drove leaders to put that static GDP number to dynamic use, to place economic growth—a relentless increase in that measure—center stage in political life for the first time. “When an aggressive part of the world is strong and quite successfully committed to rapid growth,” wrote Domar, “the other can disregard this objective only if it is tired of its own existence as a society.”73 That is an important reason why, in the middle of the twentieth century, political leaders stopped asking “How big is our economic pie” and instead began to ask “How can we make our economic pie as big as it can be.” Today, some wryly say that the Apollo 11 moon landing was the greatest achievement of the Soviets, for if it were not for the pressure they imposed on the Americans, the latter would not have been so determined to attempt it. Along the same lines, I would say that the greatest achievement of the Soviets was, in fact, the Western world’s pursuit of growth, for if it were not for the pressure they imposed on the Americans, the latter would not have been so determined to take up the task.

Yet though war—first hot, then cold—was a central reason why growth became a priority, it was certainly not the only one. From the beginning, it was also clear to policymakers, politicians, and economists alike that growth is associated with many other things that we might care about in society: living standards, job creation, levels of education, life expectancy, and so on. These relationships were always there, bubbling away in the background, reassuring leaders that growth was a sensible priority. But as the twentieth century progressed, these other ends displaced the pursuit of Cold War victory as the central driving force in this race to grow our economies faster and faster. That is what I want to turn to now.








CHAPTER 4
THE PROMISE




We need three things above all. First: growth. Second: growth. And third: growth. Growth isn’t everything, that’s true. But without growth everything is nothing.



—Angela Merkel, 2010




You could solve every problem in our society if you got to 4 percent GDP growth.

—Peter Thiel, 2022




Most of us in the developed world have been fortunate to grow up in a world without mass unemployment. In general, there has always been enough work to keep employed nearly all of those who want a job. That is the economic life to which many of us have become accustomed. And that is the world that fell apart at the start of the Covid-19 pandemic. Overnight, vast numbers of people around the world woke up to find themselves, through no fault of their own, without an income. Suddenly, we caught a frightening glimpse of what widespread worklessness really looks like, and a sense of the fear and powerlessness that comes along with it.

With that experience fresh in mind, it is astonishing to think that the Great Depression was far worse. Take the US: more people were out of work at the toughest moment of the crisis (25 percent versus 15 percent) and for a longer spell of time (during the pandemic, unemployment shot up but fell below 4 percent within two years; during the Depression, it remained above 10 percent for a decade). The contrast can be seen in Figure 4.1: a high and protracted stretch of unemployment during the Great Depression compared with a smaller and shorter-lived spike during the pandemic. To make matters even worse, back then there was also little insight into why the catastrophe was unfolding. During the pandemic, at least we knew that the economic pain was manmade, and there was a perverse comfort in knowing that it was the consequence of self-inflicted shutdowns and self-imposed social distancing. But the causes of the Great Depression were unclear to its victims at the time. As the former chair of the US Federal Reserve Ben Bernanke put it, “the era was traumatic also because no one … really understood what was happening.”1

[image: Line graph shows the unemployment rate in percent, from 0 to 25, on the y-axis and year, from 1929 to 2020, on the x-axis. Extreme highs and lows from 1929 to the early 1940s are not matched by later data.]
Figure 4.1. US unemployment rate, 1929–2022

Note: The data are stitched together from two monthly data sets: National Bureau of Economic Research (NBER) data (gray line) and Bureau of Labor Statistics (BLS) data (black line). The annual BLS data for the earlier period show a similar trend.


This pain and uncertainty help to explain why the Great Depression continued to haunt the American mind after the Second World War. And it is not surprising that when millions of discharged soldiers flooded home from the front lines to look for a normal civilian job, people were terrified about collapsing back into a world without enough work. “Five Million Expected to Lose Arms Jobs,” panicked the front page of the New York Times on V-J Day.2 This same anxiety was felt elsewhere: the Great Depression might have begun in the US, but of course it was not contained within its borders. An editorial in the Times of London in 1943 captured the global mood: “next to war, unemployment has been the most widespread, the most insidious, and most corroding malady of our generation: it is the specific social disease of western civilisation in our time.”3 Political leaders around the world were all fearful of falling back into the miseries of economic depression. “Full employment,” where anyone who wanted to work could find a job, became a universal priority: in 1945, a pledge to achieve it was included in the original Charter of the United Nations (where it still remains, although it is a bolder ambition than many countries have for employment levels today).4

Strikingly, governments at the time accepted responsibility for achieving this goal. The state stepped up, emboldened by the outsized role it had played in the war, aware of the existential dangers of political misstep or miscalculation at such a sensitive moment, and with little faith that such an important task could be left to the free market alone. The proposed US Employment Bill of 1945, for example, not only declared that “all Americans … are entitled to an opportunity for useful, remunerative, regular, and full-time employment” but that “the Federal Government has the responsibility to assure continuing full employment.” In the UK, the economist William Beveridge, perhaps the most important policymaker of the modern era, felt much the same way. After publishing Social Insurance and Allied Services—in spite of its dull title, a revolutionary piece of writing that led to the creation of the British welfare state and copycat institutions around the world—he wrote a self-proclaimed “sequel” entitled Full Employment in a Free Society. “Full employment,” he proclaimed, “cannot be won and held without a great extension of the responsibilities and powers of the State.”5

It was all very well, though, for the state to say it would aim for full employment—but how to actually do it? A consensus swiftly formed among political leaders: it could be achieved through a larger economy. In Chapter 3 we saw how, on the international front, worries about war had led to the creation of the GDP measure and then kickstarted the collective focus on economic growth. But this was the first time that policymakers explicitly turned to growing the economy as the means to achieve an important domestic priority. Triumphing in this battle against worklessness at home catalyzed interest in growth in the same way as those wars abroad had done.

That said, these job-promoting policymakers did not use the word “growth” initially. Instead, they spoke of improving “productive capacity,” aiming for “an expanded economy,” and competing in the “politics of productivity.”6 The 1945 US Employment Bill, for example, eventually became a piece of law that put “maximum employment, production, and purchasing power” at the core of the strategy.7 It was only in 1949 that the chair of the US Council of Economic Advisers, Leon Keyserling, made what one economic historian describes as “perhaps the first explicit pronouncement in favour of economic growth as a policy objective in any western country.” “The maximum employment and production objectives of the Employment Act,” Keyserling wrote, “require an expanding economy from year to year.” By 1960, the idea of pursuing more growth as a path to full employment was well established. “In the past seven years our rate of growth has slowed down disturbingly,” President Kennedy said in a 1961 address to Congress. “Realistic aims … are to reverse the downtrend in our economy, to narrow the gap of unused potential, to abate the waste and misery of unemployment.”8

And so, in the beginning, it was the combined threat of war abroad and worklessness at home that was responsible for putting the pursuit of growth at the center of public life.9 Economists—with their stories, models, and data—raced to catch up and provide the tools to make sense of that pursuit. But as time passed, and new social problems arose, policymakers began to turn to “more growth” as a response to those domestic challenges as well. The pursuit of prosperity turned into something of a panacea; few policy problems, if any, seemed out of its restorative reach. Growth was, in the words of one economist at the time, the “sovereign remedy for all our social and economic troubles.”10 The process became, in the words of another, “both the pot of gold and the rainbow.”11

This sudden enthusiasm for growth inevitably attracted skepticism. But the important point is that growth’s cheerleaders were not quacks, either in the beginning or in the decades that followed. They had good reason to feel confident they were doing the right thing in chasing after growth. As the century unfolded, it really did appear that growing material prosperity was closely related to progress in a variety of important areas that we have good reason to care about. The psychologist Stephen Pinker put it well: “though it’s easy to sneer at national income as a shallow and materialistic measure,” he wrote in a nod to those critics, “it correlates with every indicator of human flourishing.”12


The Economic Problem

The first half of the twentieth century was marked not only by war and worklessness, but by excruciating poverty. Growth may have brought the Long Stagnation to an end, and GDP per capita may have begun to rise in parts of the world, but there was still a monumental amount to do: most people’s slice of the pie was still wafer thin, if more than a couple of crumbs. And so, it was understandable that policymakers also turned to “more growth” in the hope of raising living standards for those still left behind. The aim, in the words of President Truman’s 1948 State of the Union, was “stamping out poverty in our generation.”13

This hope was not confined to the United States. Nor was it new. In fact, it explains why Keynes in Britain, collecting his thoughts during the hardship of the 1930s, managed to remain optimistic about the future. In his famous essay Economic Possibilities for Our Grandchildren, written as the Great Depression was taking hold, Keynes still strikes a positive tone. Yes, he says, the economic world might be bitter and bleak. His readers may understandably be “suffering … from a bad attack of economic pessimism” as a result. But he asks them not to focus on “short views” but to “take wings into the future” with him.14 He understood that the escape from the Long Stagnation was well underway, despite the misery of the moment. Within a hundred years, he predicted, “more growth”—though he did not call it that—would allow us to largely solve humanity’s economic problem, to overcome the struggle for subsistence that had plagued mankind for its entire history.

Keynes would turn out to be right in that part of his prediction. The increase in prosperity that followed was astonishing. In 1820, about eight in ten people in the world were in extreme poverty, traditionally defined as living on $1.00 a day or less in 1985 dollars. (That number is now is set by the World Bank as $2.15 per day using 2017 prices, based on the national poverty lines in the world’s poorest countries—that is, the amount of money in each country “below which a person’s minimum nutritional, clothing, and shelter needs cannot be met.”)15 When Keynes was writing in 1930, that “extreme poverty” number had already fallen to six in ten. But today—well before Keynes’s self-imposed century-long deadline—that proportion has plummeted to just one in ten.16 In fact, since 1990 alone, the number of people in extreme poverty has fallen by about 1.2 billion (about the same number as the entire population of the planet in 1820).17 The economist Max Roser, responsible for painstakingly putting together much of this data, captured this progress in a pithy tweet: newspapers, he wrote, could have run the headline “NUMBER OF PEOPLE IN EXTREME POVERTY FELL BY 137,000 SINCE YESTERDAY” every day for the last twenty-five years.18

Those who are skeptical about growth’s achievements often point to the previous use of the “extreme poverty” measure as part of the problem. They argue that the statistic is misleading, that the poverty line ought to be redrawn at a higher level to reflect the fact that surviving on a bit more than $2.15 per day is still an extremely hard life. This is a reasonable observation—but taking it into account doesn’t reverse the positive story. When you look at other plausible income thresholds, you still see the same underlying progress. As Figure 4.2 shows, the share of people in poverty has been declining over the last three decades no matter what measure you use (although the skeptics are right to note that the fall is less precipitous for more demanding thresholds).

This progress on reducing poverty caught even the most optimistic people flat-footed. In 2000, for instance, the United Nations set eight grand “Millennium Goals” for member countries. The first—“Eradicate extreme hunger and poverty”—set the target of halving the proportion of people with an income of less than one dollar a day between 1990 and 2015. (An odd interpretation of “eradicate,” to be sure.)19 At the time, that ambition was “dismissed … as aspirational boilerplate”: it was hype, the critics said, a cynical attempt to drum up some public attention with a bold claim. Yet in the event, that target was met five years ahead of schedule.20 When you look back at the sweep of history, this achievement—helping those with the very least—must rank as one of humankind’s greatest accomplishments.
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Figure 4.2. Share in poverty relative to different thresholds, world, 1820–2018 (International dollars)

Note: International dollars are adjusted for price differences between countries—using the purchasing power parity (PPP) exchange rates intended to account for inflation and for different price levels across different countries.




Beyond Economics

But the benefits to growth are not simply economic. Most obviously, as we saw in Chapter 1, growth has allowed people to live much healthier lives. In richer economies, human beings die less frequently in childhood, live longer as adults, grow taller while they are alive, and eat more bountifully throughout. Indeed, if anything, the problem today is that people eat too bountifully: in most countries obesity is a bigger problem than famine.21 As with the escape from poverty, much of this progress has been very recent. Even when Keynes was writing back in the 1930s, for instance, diseases like typhoid, typhus, cholera, and diphtheria were still commonplace in countries like his own. Today, they are not.22

These high-level trends in global health rest upon a dazzling variety of individual achievements: antibiotics, sanitation, vaccines, anesthesia, antisepsis. Each of these breakthroughs would have been impossible without the material prosperity required to pay for their development and put them to widespread practical use.23 But each of them would also have been unimaginable without the triumph of science over superstition. Medical progress, from the invention of germ theory to the discovery of DNA, requires a rational and enlightened population to carry it out. And this is another big benefit to growth: that richer countries tend to be far better educated. In countries with higher GDP per capita, for instance, people spend more time in school and do better there. For this reason it is no surprise that, as the world has gotten richer, reversals have taken place in the collective ignorance of humankind. In 1820, about 90 percent of the global population were illiterate, for instance, but today the same proportion are literate. Back then about 85 percent of adults did not have a basic education, but today about 85 percent of adults do have that education.24

Reduced levels of poverty, superior health, improved education—these are the better-known benefits to growth. But countless other parts of our lives have also been transformed. Our work-life balance, for instance, has tilted firmly toward life, despite contemporary complaints to the contrary. In 1890, for instance, virtually all workers died while still in the labor market earning a living.25 As we have become richer, though, we have worked less (since 1870, twenty-two fewer hours per week in the US and twenty-eight fewer per week in Western Europe); have stopped working earlier (in 1880, 80 percent of American men sixty-five and over still worked, but now it is only 20 percent); and have gained much more choice over how we spend our spare time.

There’s a long-standing criticism of growth that sees it as “crass and materialist,” something that corrodes the traditionally refined nature of our leisure.26 But today, our spare time is richer and more varied than ever. With the internet, almost anything that can be digitized—music, film, writing—has been, with prices often collapsing toward zero. This online liberation of leisure activities is a defining characteristic of our time, and generally wonderful for consumers, though more troublesome for creators. (I will return to this tension later in the book.) Even our analog pastimes are more accessible and affordable than ever. Air travel costs have plummeted, and tourist numbers have exploded. Our meals are no longer confined to the local starch of choice: a 1920s grocery store in the US might have stocked 300 to 600 items, for example, but today it is more like 40,000 to 50,000.27 Then there is the canonical leisure item, the book. At the start of the sixteenth century, there were about ten new titles published annually per million people in the UK; today, that has increased two hundredfold.28 Figure 4.3 shows this literary takeoff.

Not only do we have more choice over how we spend our leisure, we also have more leisure—full stop. That is another underappreciated benefit of growth. In 1880, the majority of discretionary time—time not sleeping, eating, or in essential hygiene—was spent “earning a living”; today, the majority of it is spent “doing what we like.”29 An important part of this reversal is the decline of housework, a long-standing source of unpaid drudgery, particularly for women. In the US, for example, time spent on housework fell from fifty-eight hours a week in 1900 to only 15.5 hours a week in 2011. The domestic technologies that accompanied economic growth were responsible for this collapse. The data scientist Hans Rosling was on to something when he described the washing machine as being the most important invention of the Industrial Revolution—though vacuum cleaners, refrigerators, microwaves, and dishwashers are credible contenders for that title as well.30

Implicit in Rosling’s quip is a bigger idea: that while certain glamorous technologies, from the steam engine to computers, have become conspicuous symbols of economic progress, many of the inventions that have changed our lives the most from a practical point of view are comparatively mundane. Take something as basic as light. For most of human history, when the sun went down a person’s day was over: the illumination required to do much of anything at night was too expensive, available to only a privileged and lucky few. In fourteenth-century England, for example, the price of a million lumen-hours of light, what a single standard lightbulb emits in around a couple of months of regular use, was a whopping £35,000 (adjusted for inflation).31 And as late as the mid-eighteenth century, most people still lived in perfect darkness at night, only venturing out if the moon was particularly bright that evening.32 But by 2000, as we see in Figure 4.4, the price of the same amount of light had fallen to less than £3, a twelve thousandfold decrease.33 One of the great historical luxuries—being able to see in the dark—has become so commonplace that we barely think about it today.
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Figure 4.3. Number of new book titles per million population in the United Kingdom


It is hard to know what a time traveler from the Long Stagnation might think if they were able to visit the modern world. Which consequences of growth would leave their jaw most agape? My sense is that it would be things that we take most for granted, like the availability of light, which would most astound people from the past. Lightbulbs are so commonplace in prosperous countries that we do not properly appreciate them, but it is that same ubiquity which would most amaze. The economist Tyler Cowen, in a similar thought experiment, imagined our time traveler’s reaction if they could spend a day with Bill Gates. “The most impressive features of Gates’s life, seen from the point of view of a person from the eighteenth century, are those shared by most citizens of wealthy countries today,” he concluded.34 It is the basic hygiene and the common smartphones of Gates’s life that would leave the strongest impression, not the exclusive supercars, private planes, or handsome estates. It is far from clear if the same could be said of the lives of the Vanderbilts or the Rockefellers back in the nineteenth century: at that point, almost every notable comfort in their lives would have been inaccessible to anyone outside their circle.
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Figure 4.4. Price of light in the United Kingdom since 1300 (2000 prices, in £, per million lumen-hours)




The Economics of Happiness

Ultimately, though, the most important impact of growth is that as we now understand things, it appears to make us happier. I say “now” because until recently, it was widely believed to not be true. This argument was frequently deployed to shut down conversations about the merits of growth—why pursue it, the argument ran, if that hunt leaves us no happier than before. That was always a difficult position to accept, not least because of the extraordinary indirect benefits of growth discussed earlier. But this view had credible foundations, rooted in the work of Richard Easterlin, the first economist to study so-called happiness data. In a series of articles written in the early 1970s, he identified one of the most famous paradoxes in economic thought: that while richer people within any country tend to be happier, richer countries on average are not happier than poorer ones.35 In other words, being richer than others around us appeared to make us happy, but being rich in itself did not. In the 1980s, the UK “happiness tsar” Richard Layard described this as “a basic finding” in his field.36 It has been taken as an inconvenient truth ever since.

Intuitive explanations for the Easterlin paradox gave it credibility. One is that human beings are inescapably social creatures, who care not so much about what they earn, but what they earn compared to others. People “want to keep up with the Joneses,” wrote Layard—“or if possible outdo them.”37 This was an old idea: Keynes, for example, had distinguished between “absolute” and “relative” needs, the latter rooted in our “desire for superiority.” Marx, for his part, wrote that “a house may be large or small; as long as the surrounding houses are equally small it satisfies all social demands for a dwelling,” but if “a palace arise beside the little house … it shrinks from a little house to a hut.”38 The other sensible explanation is that human beings are adaptive creatures, who quickly get used to any improvement in their material circumstances. Addicted to prosperity, they need to earn more and more to get the same “high” as before.39 Together, these theories helped explain the puzzle of why growth in absolute incomes alone might not be enough to make people feel happier.

And yet it turns out that this conventional wisdom—that growth does not make us happier—is probably wrong. There is widespread agreement that the first part of the Easterlin paradox is right: within a country, people who are richer tend to be happier. But the other, more controversial part—that richer countries are no happier overall than poorer ones—now appears to be mistaken. Recent studies, using more data and better analysis, find that the average level of happiness in richer countries is in fact greater at any given time.40 In response to this failing, some supporters of the Easterlin paradox have retreated to a softer claim: that happiness does increase with income, but only up to a certain level, a so-called satiation point, after which the link breaks down. But other recent work has shown that this is probably wrong as well: as income goes up, levels of happiness keep on rising.41

Still, the paradox, though fatally wounded, is not dead. Much of the recent happiness research is cross-sectional, meaning it compares data on different people or countries at a single moment in time. Yet it is important to ask what happens to these relationships over time: does the same country get happier, for example, as the years go by and it gets richer? These are still open questions; the data required are very hard to find. That said, this uncertainty is emphatically not support for the paradox, as some supporters have supposed. “The difficulty of identifying a robust GDP-happiness link from scarce data,” note the economists Betsy Stevenson and Justin Wolfers, has “led some to confound the absence of evidence of such a link with evidence of its absence.”42 In fact, if anything, given the recent cross-sectional evidence and the multitude of growth’s benefits set out before, in the absence of any data to the contrary it seems much more sensible to believe that a general GDP-happiness link does exist.

The list of growth’s positive associations goes on and on. That should come as no surprise, given the difficulties we saw facing the data scientists in Chapter 2. Remember that those researchers were interested in the causes of growth but faced an “embarrassment of riches”: a huge number of factors correlated with growth, but there was a frustrating lack of clarity about which were actually causing growth. Yet because of this ambiguity, those interested in the benefits of growth face a similar profusion of possibilities: any factor that is correlated with growth, but which cannot be definitely shown to be a cause of growth, may in fact be caused by growth. Indeed, this also explains why the same factors so often get mentioned as both a cause and a consequence of economic growth. More education, better political institutions, “higher ethical values like peace, freedom, human rights, and tolerance”43—all of these have been described as factors that are bidirectional, both promoting growth and being boosted by it, in a virtuous cycle.



Seeing Like a State

Beyond these universal benefits, in the mid-twentieth century growth also appeared particularly useful from the point of view of politicians and policymakers. To begin with, it promised to pay. Politicians had grand ambitions in the postwar world—New Deals, Social Insurance, Five Year Plans—and these came with equally grand costs. Growth, it was believed, would help foot the bill, providing government treasuries with healthier tax revenues and better borrowing opportunities. In the 1960s, for example, when enthusiasm for growth was starting to build, this was part of its practical appeal. James Tobin noted that the Kennedy and Johnson administrations “regarded growth in national production and income not only as an end in itself but as the fount of economic and fiscal resources for meeting national needs.”44 Political leaders did not “worship economic growth merely as a golden calf,” wrote the historian Godfrey Hodgson, but “saw in it the possibility of solving social problems with the incremental resources created by growth.”45 This view—that strong growth pays for a generous state—is still widely held today.

The biggest practical benefit for political leaders, though, was that growth promised to make day-to-day politics far easier. In a sense, politics is the solution to a basic problem: not everyone in a society wants the same thing from life. Our preferences diverge and clash, often in severe disagreement, and politics is how we resolve these conflicts and settle our differences. At best, we search for a resolution; at worst, we arrive at balanced dissatisfaction. In doing so, we turn enemies if not into friends then at least into adversaries, collectively building a safety barrier that stops us from tumbling back into Hobbes’s nasty and brutish “natural condition of mankind.”46 But politics is also difficult: the problems it confronts are intractable, tradeoffs are painful, solutions are hard to find and almost impossible to sustain. Disappointment is inevitable.

Because of that, growth was an immensely attractive prospect, for it seemed that almost everybody in society had something to gain from it. In the language of economists, growth seemed to be a Pareto improvement, a change that made some people better off and nobody worse off. Most of the time, we expect all-pleasing improvements like that to be confined to the theoretical pages of economics textbooks. But here was a real one in the policymaking wild. The implication was dramatic: by pursuing growth, you could sidestep many of the practical tradeoffs in political life. If growth had something for everyone, you could dodge the conflicts, avoid the disagreements, even distract people from realizing they were on different sides at all.

“On the importance of production there is no difference between Republicans and Democrats, right and left, white or colored, Catholic or Protestant,” wrote J. K. Galbraith in the late 1950s. “It is common ground for the general secretary of the Communist Party, the chairman of Americans for Democratic Action, the president of the United States Chamber of Commerce, and the president of the National Association of Manufacturers.” Galbraith meant this as criticism, and he was cynical about the rise of growth as a priority. But those remarks were revealing, capturing growth’s great practical attraction. Here was a “universally appealing” process, an “invisible glue” that could hold a divided society together, a way to “avoid or blur the unpleasant choices at the margin between different priorities … and between groups.”47 Understandably, political leaders were keen to pursue it. When President Kennedy, famously quipped that “a rising tide lifts all boats,” for instance, he was expressing exactly this view of the world: that growth would benefit everyone in society, and so was something to eagerly pursue.

But there was something more profound—and troubling—about this way in which growth promised to make politics easier. It is true that when we clash as citizens, we sometimes do so because we have technical disagreements, different views about the best way to achieve some particular end: how to design education to achieve high levels of numeracy, perhaps, or how to run welfare programs to get people back into work. Most of the time, though, we clash because we have moral disagreements, conflicting positions on what those important ends themselves ought to be. What do we want our society to be like—fair, just, equal, free? What do we really mean when we use these words? What do these words mean when applied in practice? There are no right answers to these questions. And this is often the reason for friction in society, whether we realize this is the cause or not: our disagreements might on the surface appear to be technical squabbles, but there is very often a mass of hidden moral conviction submerged beneath.48

As before, it falls to politics to resolve these moral sorts of conflicts.49 And again, this is a hard business. There are many competing ends to choose from, often they are incompatible, and when they clash it is difficult—if not impossible—to even start to compare them or strike a balance among them.50 Do the goals of freedom and equality clash, for instance, as philosophers have imagined for millennia? And if they do, how much of one should be sacrificed for the other, if any at all? These are some of the most difficult questions we can ask ourselves and one another. But here was growth, promising to help politicians sidestep these moral tradeoffs as well. By focusing on making the economic pie as large as can be, and letting everyone benefit from that increase in material prosperity, one could avoid getting caught up in worries about other possible ends. The nineteenth-century economist Vilfredo Pareto, after whom these all-pleasing improvements are named, put the situation bluntly: “Political economy does not have to take morality into account.”

This apparent escape from moral complexity was no doubt a huge relief for political leaders. To begin with, the focus on growth brought simplicity: there was no need to get lost in the philosophical weeds about other ends that might matter. It also brought politicians a sense of clarity. Isaiah Berlin once wrote that “where ends are agreed, the only questions left are those of means, and these are not political but technical, that is to say, capable of being settled by experts or machines like arguments between engineers or doctors”—and growth as an end was a case in point, with political leaders able to turn to economists, the engineers of economic life, to tell them exactly what to do. But above all, the pursuit of prosperity gave political leaders a sense of confidence. Formal expertise, hard data, quantitative analysis, measurable outcomes—this would replace all those fuzzy, fractious, hard-to-answer moral questions.

To see how growth was thought to make political life easier, consider the challenge of inequality. The problem has always haunted humankind. Substantial material divides started to emerge after the last Ice Age, about 12,000 years ago, when the climate stabilized, farming and herding spread, and some were able to build up resources while others did not. But well before then, our hunter-gatherer ancestors still had to find a way to share the fruits of their labors with fellow tribespeople.51 For all that time, a painless solution has proved frustratingly elusive. That was to be expected: during the Long Stagnation, there would have been no way to ameliorate inequality without harming someone in the process. The only option was shrinking someone’s slice of their pie in order to provide a larger slice to others. Growth, though, promised a painless way out. Rather than get caught up in debates about how to slice up the existing pie, one could instead focus on making that pie far bigger in the future, increasing everyone’s portions at the same time. There was no need to engage in tough moral questions about whether it really mattered than some had more than others—in practice, everyone could simply have more. And this approach caught on: “increased production,” wrote J. K. Galbraith, became “an alternative to redistribution” around the world.



Dependency and Complacency

When all these benefits are put together, we can understand why the pursuit of growth has become one of the defining activities of our common life. In the beginning, the perceived attractions of growth were limited and well defined: to prepare for further possible conflicts abroad, to reduce the postwar destitution at home. But as the twentieth century unfolded, the ambitions for it exploded and “GDP became a nimble tool serving a wide range of masters.”52 This is not only because growth promises to rid us of the struggle for subsistence that plagued our ancestors for millennia. Nor is it only because growth appears to be correlated with a dazzling range of measures of well-being and progress. It is also because growth has a seductive political appeal: it appeared to be a social solvent, dissolving the difficult problems and hard tradeoffs that have ensnared politicians and philosophers in irresolution for centuries.53

As time has passed, most countries have become deeply reliant upon growth. Some have called it an “addiction” and an “obsession,” a “delusion” and a “cult,” a “mantra” and a “faith.”54 Perhaps ironically, when growth is flowing bountifully this reliance is harder to see. In good times, we become accustomed to the comfortable, seemingly unshakeable rhythm of rising prosperity and find it difficult to imagine how things could be different. But when times are bad, this dependency becomes far more obvious. Think of how, whenever economic growth stops or even slows, waves of fear and panic and anger crash through society, forcing us to confront how fragile our lives have become without growth whirring helpfully away in the background. Recessions “concentrate minds,” in the words of the writer Janan Ganesh, making people “rediscover the foundational role of growth to almost everything they cherish.”55

Economists, who had begun the twentieth century almost completely uninterested in the process, finished it highly enthused. “If you have to be obsessed by something,” wrote Robert Solow in the 1980s, “maximising real National Income is not a bad choice.”56 “We cannot and will not accept any speed limit on America’s growth,” wrote Larry Summers a decade later. More recently, the biographer of American growth, Robert Gordon, put it bluntly: “more growth is better, period.” This enthusiasm was infectious. “Modern macroeconomics often seems to treat rapid and stable economic growth as the be-all and end-all of policy,” wrote the American economist Kenneth Rogoff in 2012, and “that message is echoed in political debates, central-bank boardrooms, and front-page headlines.”57

The promise of growth was—and is—undeniable. But as the twentieth century unfolded, this enthusiasm also led to a feeling of complacency. Political leaders, policymakers, economists, and many others, blinded by the ways in which growth appeared to make life better, and comforted by the melting away of difficult political tradeoffs, started to believe that growth was not only good but that it came at little or no cost. “In the West, although growth has its price,” declared one British economist to a gathering of eminent scientists in the early 1960s, “that price may not be so terribly high after all.”58 How wrong that sort of view would turn out to be.








CHAPTER 5
THE PRICE




The Dark Ages may return, the Stone Age may return on the gleaming wings of Science, and what might now shower immeasurable material blessings upon mankind, may even bring about its total destruction. Beware, I say; time may be short.

—Winston Churchill




If the stories we tell can be boiled down to a handful of basic plots, then the danger of hubris must be one of them. It is there in the Old Testament: “Pride goes before destruction,” the Proverbs tell us, and “a haughty spirit before a fall.”1 It is there in the Greek myths: Icarus who flew his wax wings too close to the Sun, Phaeton who rode his golden chariot too close to the ground. And it is there in the English literary canon: Dr. Frankenstein’s monster, Dr. Faustus’s deal with the devil, Jay Gatsby’s green light at the end of Daisy Buchanan’s dock. Cautionary tales like these, where ambitious human beings get too far ahead of themselves, are among our all-time favorites.

And so, with the story of economic growth, there is a sense of life imitating art. Growth has led to unprecedented material prosperity. As time has passed, humankind has used it to accomplish remarkable things, as we saw in the last chapter. Yet this pursuit has also come at a huge price, one whose destructive consequences we do not yet fully understand. Today, that price is often put in environmental terms: we are heading toward an ecological catastrophe, and climate change has become a climate emergency. In what follows, though, I want to show why this worry about the natural world should not be considered in isolation. In fact, it is very closely related to many of the other big concerns that people have about the future: the emergence of vast inequalities between those who are fortunate to share in this material prosperity and those who are not, the creation of technologies whose disruptive consequences for work and politics it is not clear we can properly control, the desolation of local cultures and thriving communities.

Each of those challenges, taken alone, is unlikely to come as a surprise. They will be familiar from a flick through a newspaper, a few minutes of TV news, or a cursory look at the fresh releases in a bookshop. And the idea that we have brought these challenges upon ourselves is also widely understood. But what we have only begun to appreciate is how exactly these threats are related. We spend a great deal of time worrying about them in isolation: researching them in separate academic silos; debating them in different public conversations; publishing arguments about them in different journals, books, and blogs. Each threat by itself is so complex and consequential that these solitary pursuits understandably take up a great deal of attention. The risk, though, is that we fail to see the proverbial forest for the trees. In fact, these challenges all share the same underlying cause: the relentless pursuit of economic growth.

But how exactly does the pursuit of growth cause these different problems? In this chapter, I want to show that the explanation lies in the nature of the growth-promoting technologies that we have chosen to develop and adopt in society. As we have seen so far in the book, sustained technological progress is what enabled the end of the Long Stagnation and the start of modern economic growth. Almost every measure of human flourishing improved as a consequence. This was the promise of growth. But the very same technologies that we have relied upon to maintain that ascent have been not only growth-promoting, but also climate-destroying, inequality-creating, work-threatening, politics-undermining, and community-disrupting. And taken together, these harmful effects reflect the price that we are paying for our material prosperity. Only when we understand the technological roots of the challenges that we have created, and the two-faced nature of these technologies, can we make sense of our failures to respond in the past—and understand what we can do in the future.


Climate-Destroying

When people talk about the costs of economic growth, they often have climate change in mind. Though it is a complex process, it can be captured in two basic trends. To begin with, there is the rise in carbon dioxide (CO2) emissions: stagnant for millennia, they began a slow ascent in the century before 1950 and soared in the fifty years after. This is shown in the lefthand side of Figure 5.1.

[image: Line graph shows rapid increase in emissions after 1850 to the present day. Y-axis is billion metric tons; x-axis is year.]
Figure 5.1. Global annual carbon dioxide emissions


How can we know this? Trapped beneath the tundra of Antarctica and Greenland are tiny pockets of ancient air, caught in historic snowfall and preserved in ice, each providing us with a pristine atmospheric time capsule for the moment when it was sealed. Digging up this ice and studying this trapped air provides us with a clear picture of the past: for hundreds of thousands of years, CO2 levels bounced about in a narrow corridor between 170 and 300 parts per million (ppm, the number of carbon dioxide molecules in a million molecules of air), but they broke through that ceiling around 1950 and have been rising ferociously ever since. As a result, there is more carbon dioxide in the atmosphere than there has been for millions of years, as shown in Figure 5.2. CO2 levels are now over 400 ppm; the air we breathe today has almost 50 percent more carbon dioxide in it than when the Industrial Revolution began.2 Much of this activity is relatively recent: since 2000, for example, the rise has been almost ten times faster than any other sustained rise for 800,000 years.3

The second trend is the rise in the Earth’s temperature, which has increased by 0.08 degrees centigrade—0.144 degrees Fahrenheit—in every decade since 1880. (This is an average temperature, calculated by considering the daily temperatures taken at thousands of locations at both land and sea around the planet.) And as with carbon dioxide emissions, the rate of increase has also accelerated in our time: warming has been twice as fast as that average over the last forty years. It is therefore unsurprising that the past eight years have been the hottest eight years on record in Earth’s history.4 This is shown in Figure 5.3.

[image: Scatter plot tracks atmospheric carbon dioxide in parts per million from 0 AD to 2000. It rises sharply after about 1800.]
Figure 5.2. Atmospheric carbon dioxide levels


These temperature changes might seem modest—a few fractions of a degree are not the sort of thing that would prompt a change in outfit in everyday life. Yet that personal perspective is a bad guide to the global impact: from a planetary point of view, small changes like these can be catastrophic. A global temperature drop of only one to two degrees centigrade between 1300 and 1800, for instance, nudged the early modern world into the Little Ice Age: Alpine villages were consumed by descending glaciers, the River Thames iced up, European grain harvests collapsed and took almost two centuries to recover, birds froze and fell like rocks from the sky.5 Go further back in time, and a more severe drop of five degrees was sufficient to bury a large part of North America and Europe under solid ice.6 With that historical experience in mind, it is understandable that temperature fluctuations of a similar magnitude in the other direction are expected to be similarly disruptive.

Importantly, trends in emissions and temperatures are now known to be linked. And the causal mechanism that ties them together—the greenhouse effect—is well understood. This idea has a long history: almost two centuries ago, a French mathematician named Joseph Fourier noted how the Earth’s atmosphere appeared to play a role in heating up the planet; a few decades after, a Swedish scientist named Svante Arrhenius identified CO2 as the culprit.7 But interestingly, the greenhouse idea still took the twentieth century to catch on. (Part of the problem was that these claims, however plausible, were untestable: there were no spare planets with which to run experiments, until powerful computers came along later and made it possible to create simulated worlds.) But by the early 1980s “a consensus had formed among climatologists the Earth was going to heat up.”8

[image: Line graph shows overall gradual increase from 1880 to 2020, measuring the temperature anomaly with respect to the twentieth-century average in degrees.]
Figure 5.3. Rise in global temperatures


Most importantly, though, economic growth has been identified—correctly—as the central protagonist in this story of environmental self-destruction. Specifically, the particular growth-promoting technologies that we rely upon for our material prosperity have also turned out to be responsible for the vast majority of emissions. These “dirty” technologies are therefore largely to blame for the temperature rises that have followed as well. When we think about climate change, we often imagine that the problem has crept up on us, slowly worsening over centuries, and that we, like the proverbial frogs that fail to leap out of a pan of gradually heating water, never realized the catastrophe unfolding around us. But this view is wrong: much of the damage done to the climate was inflicted by economic activity that has taken place only very recently. Indeed, more than half of the carbon emissions ever produced from the burning of fossil were produced in the last twenty-five or thirty years.9 Given the directness of the relationship between growth and emissions, and the severity of the damage that is being done, it is unsurprising that the price of growth is often expressed in environmental terms alone.



Inequality-Creating

In the last chapter, when describing Keynes’s predictions about the world his grandchildren would inherit, I said that he was right—but only in part. The part he was right about was foreseeing how growth would make humankind far more collectively prosperous than ever before, relieving billions of people from the struggle for subsistence. Today, global GDP per person is already about $11,000—enough not only to take everyone out of extreme poverty, defined as $2.15 a day, but to provide them with an income of around $30 a day, near the standard poverty threshold in rich, developed countries. But at the same time, Keynes was wrong to imagine that this growing prosperity would automatically be enjoyed by everyone, that all people would necessarily get their theoretical slice of the economic pie. Today, almost 700 million people around the world still live in extreme poverty. And the vast majority—around 85 percent—still earn less than $30 a day.10

Keynes’s mistake was to focus on the “standard of life of the average man,” boiling down the enormous variety in our economic lives to the imaginary experience of one supposedly representative person.11 In doing so, he conflated collective and individual flourishing, and concealed the big inequalities that an average experience like that could never capture. And by assuming that what was good for the economy as a whole would be good for everyone in it, he was able to sidestep the question of distribution, to dodge the problem of how the fruits of a growing economy would actually be shared. Keynes was not alone in this sort of optimism. Remember that a big part of the early promise of growth, as we saw in Chapter 4, was the same hopeful idea: that growth had something for everyone, that more prosperity would necessarily also be shared prosperity, and that this all-pleasing property would help political leaders avoid the otherwise intractable tradeoffs that they had to face. As the twentieth century unfolded, though, it would turn out that this was a false hope. Growth would make humankind vastly more prosperous, that was true, but it would also make us much more divided as well. On a wide variety of measures, the hopeful story of growth would gradually turn into a far darker story of rising inequality.

This problem of inequality did not really feature in the most popular stories that economists had told about growth in the twentieth century. The classical economists—Smith, Ricardo, Marx, Mill—had been gripped by questions of distribution, as we saw in Chapter 2. But by the time modern economists were writing, those divisions no longer animated their work. To an extent, their omission was understandable. Building models is necessarily an exercise in brute simplification: to say anything of interest, the real world must be stripped down to its most relevant bones. These economists were captivated by the puzzle of what caused growth, not by the problem of how that growth was shared. And that focus shaped what they thought was relevant at the time. To make headway on the puzzle, they intentionally put the inequality-creating features of the real world aside. Just as Keynes had done, they typically flattened the economy, focusing on the average experience of a single representative agent and replacing the dazzling kaleidoscope of economic activity with a unique final good. A few went even further, proclaiming that inequality is only a distraction. (“Of the tendencies that are harmful to sound economics,” wrote Robert Lucas, “the most seductive, and in my opinion the most poisonous, is to focus on questions of distribution.”)12

How, though, can we tell that growth increases inequality? The standard starting point for capturing these divisions is the Gini coefficient. This is a number that tells us how spread out incomes are in a given society: at the extremes, it is equal to zero when everyone has the same income, and equal to one if a single person earns everything. When you look at this number over the last few decades, what you see is it rising in almost all developed economies around the world, as shown in Figure 5.4. In less-developed countries, the story is different but no more encouraging: Gini coefficients there have tended to be a little more stable, but are stuck at far higher levels.

The Gini coefficient attempts to capture inequality across the entire income distribution in a society. A different approach is to instead narrow the sights and focus on the income of the very richest, such as the highest 1 percent of the income distribution. Using the same group of advanced economies as in Figure 5.4, the picture is much the same: rising inequality, as Figure 5.5 shows. And the more you tighten the focus at the top, the more egregious the inequality appears to be: in the US from 1981 to 2017, for example, the share of wage income going to the top 1 percent almost doubled, but it more than tripled for the top 0.1 percent—and increased more than fivefold for the top 0.01 percent.13

[image: In this graph, the y-axis shows the Gini coefficient from 0.15 to 0.5; the x-axis shows 20 industrialized countries. Bars and arrows indicate increases or decreases for each country from the mid-1980s to 2020. Gini coefficient increases for all countries except France, Greece, and Turkey.]
Figure 5.4. Gini coefficient, mid-1980s to 2020 or latest

Note: These are post–tax and transfer Gini coefficients for 2020 or latest.


[image: The graph’s y-axis shows the share of national income, 0 to 20 percent, held by the 1 percent; the x-axis shows 20 industrialized countries. Bars and arrows indicate increases or decreases for each country from 1980 to 2021. Share rises most in the US, Ireland, and Denmark, and least in Portugal and the Netherlands.]
Figure 5.5. Share of national income held by the 1 percent


Beneath these headline figures, there are subtler trends that explain exactly why inequality has been rising in this way. To see these, it helps again to think of the economy as a pie. One slice of that pie is paid to workers in the form of wages. This is the labor share of income. And the first reason why overall inequality has been rising is that this particular slice is being shared among workers in an increasingly unequal way. “With very few exceptions,” writes Anthony Atkinson, a leading scholar of inequality, the wages of the best-paid 10 percent of workers have risen relative to the lowest-paid 10 percent of workers around the world over the last few decades.14 It is the “explosion of top wages and salaries,” notes another economist, that explains much of the surge in the top one percent’s share of national income. “Labour income remains the main driver of inequality over the last 40 years,” concluded one important survey of inequality.15

But while wage inequality may be an important driver of overall inequality, it is not the only one. The other slice of the pie is paid to owners of capital—where capital refers to everything from factories to intellectual property—as a return on their investments. This is the capital share of income. And the second problem for overall inequality is that this capital income is also shared out increasingly unevenly, even more so than the labor slice. The reason for this is that capital ownership itself is extremely unevenly distributed. Overall income inequality is substantial: the highest-earning 10 percent receive 52 percent of global income, and the lowest-earning 50 percent get only 8.5 percent of it. But wealth inequality is even worse: the richest 10 percent own 76 percent of the wealth worldwide, and the poorest 50 percent just a measly two percent.16 In general, Gini coefficients for the ownership of wealth tend to be twice as high as those for income. To make matters worse, the slice of the pie going to owners of capital has been growing relative to the slice going to workers: the labor share of income has fallen in many countries around the world.

Importantly, as with climate change, the origins of these inequalities lie with the particular growth-promoting technologies that we have chosen to adopt. In the second half of the twentieth century, many new technologies—like the personal computer and the assorted software that came along with it—have been skill-biased, meaning they rewarded white-collar workers who had more formal education under their belts. (They were the best equipped, for instance, to make use of word processors and spreadsheets.) This boosted white-collar earnings relative to others, driving up wage inequality. Then, at the turn of the twenty-first century, came a wave of technologies that took over many of the routine activities performed by people in the plump midriff of the labor market—secretaries and administrative clerks, production workers and salespeople.17 These technologies gutted some parts of the working world that had once provided well-paid work, warping the distribution of income yet further. Then there were superstar-biased technologies, sprinkled throughout the decades, that catapulted certain workers into the labor-market stratosphere. In the middle of the twentieth century, for example, when most TV stations broadcast live programming from their immediate areas, the launch of a new TV station would roughly double the number of entertainers in its region who reached the top 1 percent of earners, a harbinger of what was to come with other technologies like social media.18 And finally, there were the technologies that helped those who already owned capital: by crushing the labor share of income, by encouraging firms to use productive new machines rather than workers, and by rewarding the largest companies, these technologies spurred even higher levels of inequality.19

Growth-promoting technologies have made humankind vastly more prosperous, that is true. But by increasing inequality, they have increasingly divided us as well.



Work-Threatening

Ever since modern growth began, people have suffered from periodic bursts of anxiety that the technologies responsible for that prosperity were “out of control.”20 The fear is that the pace, scale, and complexity of technological advances will outrun our capacity to control them, that huge waves of change are tearing through society in a way the technologies’ creators never intended but now cannot curb or undo. It is a sense of general powerlessness that I will return to in later chapters. But in the economic domain, this nightmare often manifests specifically as a fear of technological unemployment: the worry that these growth-promoting technologies are not only increasing inequality but threatening to eliminate jobs, poised to take over work that human beings do.

A serious deterioration in people’s working lives would be deeply disruptive to the social order. Indeed, few consequences of technological change would be as dangerous. Today, the world of work is the main way that we share out the fruits of growth: for most people, their job is their main, if not their only, source of income. Technological unemployment would undermine that longstanding arrangement, encouraging an even more extreme version of inequality in which some people receive more income than others and many receive nothing at all. Nor would the disruption be only economic. For many people, their work is both a source of income and of meaning. And with that in mind, the threat is even broader: not only that the labor market might be hollowed out, leaving some unable to find a good job and a reliable income, but that this sense of fulfilment that some people are fortunate to feel in their jobs might be hollowed out as well, leaving them unable to find purpose and live a gratifying life.21

Given the technological progress that is underway, how worried should we be about the threat of automation? As many have rightly noted, popular predictions about new technologies creating large pools of permanently displaced workers do not have a compelling track record. Significant technological progress has been unfolding for centuries, and yet there has always been enough work for people to do. (Or at least, when there hasn’t been enough work to do, new technologies have not been the problem.) That must be the starting point for thinking about the threat of automation: worries about worklessness have historically been overblown. That being said, this observation cannot be the end of the discussion. Unfortunately, the relatively benign historical experience and the impressively low unemployment rates of today are not a good guide to the future.

To begin with, the optimistic take places far too much focus on the number of jobs that have to be done, neglecting how the nature of those jobs is already changing and will continue to change. It is a tempting trap: I too have fallen into it by using language like “worklessness” and “technological unemployment.” But the unhelpful consequence of these terms is that they create an impression that new technologies can only affect the working world by destroying (or creating) entire jobs. Yet that is wrong: there are many ways that the labor market can adjust to the shock of new technology, not simply through a change in the number of jobs that have to be done. Today, for instance, to call someone a Luddite is to disparage them, to draw an unflattering comparison between their contemporary technological conservatism and the supposed technological illiteracy of those disgruntled weavers who smashed new textile machinery in the nineteenth century. But what this slight neglects is that those disgruntled weavers had legitimate grievances: yes, there may still have been work for them to do, but life in the dark Satanic mills of industrializing Britain was famously miserable, often life-threatening, and poorly rewarded.

Besides the nature of jobs, another important dimension in which the world of work is affected by technological progress is the wage. In our time, pay has soared for some, while for others it has stagnated or fallen: over the last four decades, for instance, inflation-adjusted wages of less-educated workers have collapsed in many industrialized countries.22 As we saw in the last section, automation is widely thought to be the culprit behind this, rewarding the efforts of high-skilled workers but leaving others behind. And yet another important dimension is the stability of work. It is often said that new technologies now allow people to work more flexibly than ever before. Again, that might be true for some, but for many others modern working life is becoming more insecure and unstable—particularly for those searching for work in the gig economy, relying on fickle tech platforms like Uber and TaskRabbit.

Then there are related concerns about how new technologies are actually being used and misused in the workplace itself to surreptitiously watch over workers. A 2018 survey found that “half of large companies use some type of monitoring techniques to keep tabs on their employees”—reading emails and scanning social media, reviewing browsing history and recording CCTV footage, tracking movements through geolocation software and capturing worker attentiveness on webcams. And all this took place even before the pandemic-induced surge in remote work, which has only increased employer interest in technological surveillance of this kind.23

Finally, there are also serious questions to be asked about the nature of the work that cannot be automated. A popular myth about new technologies is that they necessarily take on the dull and boring work, freeing us up to do the more interesting work that remains. Yet there is no obvious reason to think that there is a strong correlation between tasks that machines find hard to perform and the ones that human beings happen to find fulfilling. On the contrary, many of the dullest tasks (for instance, restocking grocery shelves) are hard to automate, while many of the most interesting ones (for instance, designing a building) are much more automatable. The latest wave of generative AI systems, such as DALL-E and ChatGPT, are a clear demonstration of this fact, easily performing activities that were thought to require faculties like creativity from human beings.

This last observation leads us back to the original, more extreme fear: that the newest technologies now present a challenge to the number of jobs that will remain, not simply their nature. Again, it is right that this fear has been misplaced until now. But the important difference is that today our technologies are vastly more powerful—not simply in the sense that they have a great deal of computational power at their disposal (between 1950 and 2000, availability of computational power increased roughly by a factor of 10 billion), but also in the sense that they can perform a far wider range of tasks than their limited mechanical forebears. What’s more, today’s technologies are the least capable they are ever going to be: as they improve over time they will gradually, but relentlessly, take on ever more activities once performed by human beings. Every day, it seems, we already hear stories of systems taking on tasks that we once thought only human beings could ever do: making medical diagnoses and writing beautiful music, predicting the outcome of legal disputes and figuring out protein folding, reporting the news and writing fiction, driving cars and telling jokes. In the past, there was a vast realm of human activity that lay out of reach of even the most capable technologies, a reliable refuge for displaced workers to retreat to when other activities were lost to automation. But those leftover activities are slowly, yet inexorably, shriveling away as new technologies continue their relentless advance.

Perhaps the most revealing indicator of the threat is a change of heart that has taken place in the discipline of economics over the last decade or so. The field is traditionally a source of skepticism with respect to automation. But recent technological advances have forced economists to re-think the rigid boundaries they once relied upon to determine which activities machines could and could not do. For a long time, they believed that machines could only perform routine tasks, the basic ones that human beings find easy to explain how to do. Nonroutine tasks, involving subtler faculties like creativity, judgment, and even empathy, were thought to be out of reach. As more and more nonroutine tasks have been shown to be automatable, though, the blinkered optimism about the impact of new technologies that once prevailed—that advances necessarily benefit all workers, although some more than others—has given way to new pessimisms. Like people outside the field, many economists are increasingly concerned that wages might fall, that work might become more insecure or unpleasant, that the number of jobs might sharply decline. Technological unemployment, once a fringe idea within the profession, has become far more mainstream, with fears that excessive automation is now underway.

And so, our growth-promoting technologies are performing a great technological taunt. With one robotic arm, they are creating far more prosperity; with the other, they threaten to take away our longstanding method of sharing out that prosperity through jobs and wages.



Politics-Undermining

Concern that technological progress is out of control also manifests in another way: fear that new technologies are disrupting our political lives, undermining our established methods of resolving conflicts and settling disagreements. This is more than just a worry about some mild technological turbulence lying ahead for our elected leaders and political institutions. The fear is of something far graver: that these new technologies are, in a variety of ways, eroding the entire social scaffolding that we have built to live civilly alongside one another.

As with the threat of automation, we might reasonably ask how worried we ought to be. Grand predictions about the revolutionary impact of technological change on political life are not new. Marx infamously declared that “the hand-mill gives you society with the feudal lord; the steam-mill, society with the industrial capitalist,” provoking a century and a half of ambiguous argument on the theme. And today, scholars of technology are still caught up in historical debates like the grandly titled Great Stirrup Controversy—a surprisingly heated dispute over the claim that the eighth-century invention of the simple stirrup, a pair of metal hoops designed to support a horse-rider’s feet, was responsible for creating full-blown feudalism in Britain. Supporters of the claim say that the stirrup freed mounted warriors to fight more effectively, increasing the demand for cavalry units—but since war horses were expensive to maintain, medieval royalty were forced to reorganize society to support those animals, endowing riders with grazing pastures in return for a commitment to fight. And thus, so the argument goes, feudalism was born.24 Detractors claim that this story is at best oversimplified and incomplete, at worst flatly false.

And yet it does seem that the impact of technological progress is different this time. The encroachment of these new technologies is not confined to our working lives, but is unfolding across all aspects of our lives, full stop. Not that long ago, it was conceivable that you could turn your back on the latest technologies and live an analog life, one that was detached from the digital achievements of the time. You did not need to own a computer, use the newest music player, or make electronic payments. And when the internet arrived, you did not have to step into cyberspace if the prospect did not particularly appeal—you could decide when to log on, if at all. But today, that sort of digital isolationism is far harder to imagine. New technologies are not only more powerful but vastly more pervasive, making any serious technological escape almost inconceivable. In part, this pervasiveness is because there are simply more technological items around: in 2022, for instance, there were over 6.5 billion smartphone subscriptions worldwide, enough for more than 80 percent of the global population.25 In part, it is because people are happy to use them: 2022 also saw 5 billion people logging onto the internet. But it is also because these technologies are increasingly connected to each other, creating a vast digital web that weaves through every aspect of our lives. These days, it includes not only our phones and laptops but our cars and light bulbs, fire alarms and fridges, credit cards and cat litter trays, children’s toys and even supposedly “smart” toilets, among much else.

The saturation of society by digital technologies has important political consequences. For most of civilized human history, the only law that properly regulated peoples’ behavior was the formal law of the analog realm—the one crafted by legislators, published in tomes, interpreted by judges, and enforced by the courts. “We live in and by the law,” wrote the legal philosopher Ronald Dworkin, and “we are subjects of law’s empire, liegemen to its methods and ideals.”26 But with the proliferation of digital technologies, a new body of law has emerged and a new type of empire has arisen: the law and empire of code, the rules imposed by these increasingly pervasive technologies.27 Though code may not carry the same moral authority or legal primacy as formal law, it regulates how we live alongside one another with a similar intensity and comparable reach. And as technological progress continues its advance, that reach will only extend further over time. As the lawyer Jamie Susskind puts it, “the digital is political.”28

Today, code constrains our liberty: a seller can be blocked from advertising certain goods in an online market, a cryptocurrency holder can forget their wallet key and lose their fortune to the blockchain, an electric bike rider can be prevented from going above a set speed or cycling on certain roads. Code determines questions of social justice: there are algorithms that decide which applicants get a job, which citizens get social housing, which borrowers receive a financial loan, which prisoners are released on parole, and which patients receive health treatment. And code shapes our democracy: search engines sort and shape what information we receive, online media platforms sift and select which conversations we take part in, social networks determine who is amplified and who is muted. Every day, headlines announce further encroachments of new technologies into our political lives. And while these incursions are of varying severity, with some breaches far more troubling than others, it is clear is that “code’s empire” is growing. What began as basic software within our technologies has become a social tool that shapes our political lives.29

What makes this new political power so pernicious is not just its scale—extraordinary and growing though it may be—but the fact that it is unaccountable.30 That is not the case with the formal law. In mature political societies, those rules are composed and scrutinized by a legitimate political process; they are interpreted and enforced by an established justice system. There is an implicit social bargain in place with these institutions, and everyone has at least a vague sense of the terms: citizens consent to their awesome power and, in turn, the institutions are accountable to those citizens in various ways. But when it comes to the creators of code, there are no comparable arrangements to govern their power. Programmers are left to perform tasks that can be as consequential as those that fall to politicians and judges. They are asked to write rules that regulate our lives in equally intrusive and restrictive ways. Yet they do so without meaningful consent of their users: people might choose to use particular tech products in the marketplace, but that economic approval is not authority for those tech companies to then run roughshod over people’s political lives. And the codemakers carry out their activities without a reliable way to hold them to account: there are no elections for programmers or impeachment proceedings for CEOs.

These new digital technologies, then, might be growth-promoting. But they also give the institutions that own and control them, and the people who get to write the code that they follow, an enormous power over others. And with the world of technology dominated by a handful of highly successful large companies, this political power is increasingly concentrated in the hands of a few.

It is tempting to imagine that Big Tech’s omniscience is equal to its growing omnipotence. The reality, though, shows that this is far from the case, further adding to the sense that technology is out of control. Whether it was Jack Dorsey apologizing on behalf of Twitter for the platform unintentionally demoting the accounts of US politicians and mistakenly censoring serious news organizations, or Mark Zuckerberg apologizing on behalf of Facebook for a “breach of trust” in sharing the data of millions of users without their consent, the sense is that many of those in these organizations do not really understand the power they hold. And while stories like these may be shocking, they are unsurprising. The pervasiveness of new technologies has made software engineers into social engineers, but there is no reason to think that the remarkable expertise they deploy when designing these powerful systems would give them any particular sensitivity for understanding their political consequences.



Community-Disrupting

The mathematician Stanislaw Ulam did not hold the economics profession in high regard. Paul Samuelson tells the story of how Ulam once confronted him with a challenge: tell me an economic idea that is both true and nontrivial. Samuelson was taken aback, and says that it took him three decades to come up with a good answer. Eventually, the answer he gave was the theory of comparative advantage, coined by David Ricardo back in 1817. Here was an idea, wrote Samuelson, that met Ulam’s two-pronged criteria: comparative advantage was true out of mathematical necessity, but “that it is not trivial is attested by the thousands of important and intelligent men who have never been able to grasp the doctrine for themselves or to believe it after it was explained to them.”

Economists like to share this Samuelson mythology.31 That is because comparative advantage is indeed a clever idea. To see it in action, think of Lionel Messi. He is the world’s greatest footballer. But imagine he has a secret: he is also the world’s fastest knitter. Should he give up football to knit? Of course not. If he chooses to knit, he gives up his immense income as a footballer; if a knitter chooses to play football, they would struggle to earn any income at all. In short, Messi may have the absolute advantage in both activities but has the comparative advantage at playing football. In the same way, picture an economy made up of two countries, the US and Laos, and imagine that only two industries exist, growing rice and building robots. The US, with both agricultural sophistication and industrial might, is likely to be more productive than Laos at both activities. But like Messi, the US should use its limited resources to produce what it is relatively best at (robots), and leave Laos to produce rice. Then if the US wants some rice, it can trade robots for it; and if Laos wants some robots, it can trade rice. In the end, incomes in both countries are higher after specialization and trade than if the US had tried to go it alone.32

Comparative advantage has become one of the most treasured pieces of reasoning in the economic canon, a “crown jewel of the profession.”33 And until recently, it would have been hard to find more than a handful of economists who did not support its practical implication: that globalization, and the unfettered trade that comes with it, is an excellent way to pursue growth. In a discipline defined by disagreement, the desirability of free trade has long been a rare area of convergence. “There exists near-universal consensus” about it, noted one influential scholar. “Among economists, the issue is a no-brainer,” said another.34 “If there were an Economist’s Creed,” wrote Paul Krugman, “it would surely contain the affirmations ‘I Understand the Principle of Comparative Advantage’ and ‘I advocate Free Trade.’ ”35 For most of the twentieth century, policymakers were instructed by economists to promote free trade or risk derision and ridicule.36 That advocacy has been overwhelmingly successful. Political leaders embraced free trade; international institutions like the IMF and the World Bank required countries to allow it if they wanted financial support. There was a sense that globalization was so obviously beneficial it was inevitable. As late as 2019, Tony Blair called it a fact, not a policy.

Yet in spite of their public certainty, most economists privately knew that the rosy story of growth through globalization was a simplified one. In fact, the harmful effects were well understood within the profession. Two of the strongest public supporters of free trade, for instance, Paul Krugman and Jagdish Bhagwati, had both risen to academic acclaim with research that actually showed the dangers and limits of unfettered trade. Krugman won his Nobel Prize partly for work that, in his own words, showed that free trade “can never again be asserted as the policy that economic theory tells us is always right”; Bhagwati “owes his academic reputation to a series of models that showed how free trade could leave a nation worse off.”37 But while there were some public critics among economists of growth through globalization, most used their clout in support of the idea.38 Worse still, in order to persuade, they hid their concerns, cherry-picked the good news, and sanded down their reasoning to a disingenuously smooth argument. In The Republic, Plato introduces the idea of the Noble Lie, a false idea mythologized with the good intention of keeping an unstable society heading in the right direction. For economists, free trade was their Noble Lie. In that spirit, Krugman warned Dani Rodrik, one critic of globalization, that his work would give “ammunition to the barbarians.” David Autor, continuing the military metaphor, mused on whether economists “feared that stating these points aloud to policymakers would be like handing a loaded weapon to an impetuous child.”39

What were these concerns? To begin with, globalization created clear economic winners and losers, but few had been up front at the outset about how stark these divisions could be. The story is best captured in the iconic “elephant” chart compiled by the economist Branko Milanovic (reproduced in Figure 5.6), which shows how the world income distribution shifted during the two decades of what Milanovic calls “high globalization,” from the late 1980s to the Global Financial Crisis of 2008. Here the inequalities are on a global scale, and more complex than the “rich get richer” story we saw in Figure 5.5. To be sure, the “trunk” of the elephant, the subject of Figure 5.5, does reflect the richest 1 percent in the world doing extremely well, with their incomes soaring. But the richest were not the only winners from globalization. The other group to flourish was the global middle class—huge numbers of people in places like China and India who found themselves lifted out of poverty as their incomes rose. These make up the elephant’s broad “torso.”

[image: The iconic elephant-shaped line graph compiled by the economist Branko Milanovic, showing the percentage cumulative growth rate of real PPP income on the y-axis and the percentile of global income distribution on the x-axis. The graph depicts the tail, torso, trough, and trunk of the elephant.]
Figure 5.6. Changes in global income distribution, 1988–2008


The poorest in the world, though, were substantial losers. Their leaders had been told in the 1980s and 1990s that if they opened up their economies to free trade and foreign investment, they, too, would flourish. The “tail” of the elephant shows that this did not happen; instead, their already meager incomes stagnated.40 And there was also another important group of economic losers, located around the 80th percentile of the global income distribution: this was the middle class in developed economies. For them, globalization disrupted a much more comfortable economic life, with their wages flatlining for decades, as shown by the “trough.”

Even those economists who had understood the dangers of free trade were still taken aback by what happened to these workers. In theory, they knew that some inequality might follow from free trade, but they believed that these effects would be modest in the real world.41 That was a catastrophic miscalculation. In the US, for instance, trade with China alone led to the loss of at least 1 million manufacturing jobs, and 2.4 million jobs overall. Worse still, in those places where the economic destruction was particularly acute, evidence suggests that very little recovery had taken place even a decade later.42 Supporters of free trade may have been right to think that it helped industries in other parts of the country to flourish. But retraining workers for those roles turned out to be a generational challenge. And people’s stubborn attachment to particular places, their unwillingness to move to take up work elsewhere, was something that policymakers underestimated. These sorts of features of the real world never featured prominently in formal models that supported the pursuit of comparative advantage.

Today, the economic costs of free trade are better understood. Economists recognize their past mistakes. Few would now offer the same blind support for the idea, even as different changes in the global income distribution have begun to emerge in recent decades.43 Yet in spite of these mea culpas, a full reckoning has still not taken place. This is because some of the most important costs to growth through globalization are not economic. Work, after all, is a source of income and of meaning. Local industries are not just spots where people can find paid employment, but places that bind communities together in common endeavor. As a result, globalization not only hollowed out labor markets, leaving many workers without a reliable livelihood; it also gutted traditional sources of collective identity and shared purpose.44

For social psychologists, these noneconomic costs would have come as no surprise. Beginning with the discoveries of Marie Jahoda, it has been well known that there is more to work than an income alone. In the 1930s, Jahoda and her team had embedded themselves in Marienthal, a small Austrian village that found itself in economic freefall when the local flax mill closed during the Great Depression. By 1932, when their observations began, three-quarters of the families had nobody employed. What the team saw unfolding in the community, alongside the anticipated economic destitution, was a pervasive sense of purposelessness and a serious decline in social cohesion. People not only stopped going to the library, dropped out of political parties, and stayed away from cultural events, but they also began to snitch on one another more frequently to the local authority. In the decades since, research has shown repeatedly that the misery of unemployment extends far beyond what can be explained by the loss of an income alone.45 This is a wellspring of discontent that many who advocated growth through globalization failed to fully appreciate. And it is here that many of today’s populist antiglobalization movements—Trumpism, Brexit, nationalism—have found their strength.

Again, though, it is critical to recognize that the pursuit of growth through globalization is inseparable from the broader story of technological progress. Globalization was only possible thanks to plummeting transportation and communication costs. Once again, technological advances are growth-promoting. But when put to use in the service of ever-greater global integration, they are deeply community-disrupting as well.



The Growth Dilemma

Let’s review the story so far. Though chasing after growth is now an all-consuming task for countries around the world, it is a new preoccupation. In fact, until the middle of the twentieth century economic growth did not really exist as an idea: the pursuit of it would have been inconceivable during the 300,000 years of the Long Stagnation, and the classical economists paid little heed when sustained growth first began on their watch. What’s more, even if the idea of pursuing more growth had occurred to them, it would have been impossible to undertake: there was no good way to measure the size of the economy and no credible method to tell whether it was growing. If anyone had actually decided they wanted to steer the economy toward expansion, they would have been flying blind.

That economic ignorance became dangerously untenable during the Second World War, and the GDP measure was created by Keynes and others in response. Only then did the pursuit of growth become feasible, and it swiftly began to gather supporters. In the beginning, GDP was invented with other ends in mind: as a bureaucratic tool for transparently managing military spending, a political target for out-competing adversaries, and a convenient proxy for chasing after other important outcomes. But within a few decades, that changed. Economic growth came to dominate our common life together and the quest for ever-greater levels of GDP became an important end in itself—indeed, perhaps the most important end.

Unsurprisingly, the all-conquering nature of this ascent has attracted criticism. Growth has been described as a “fetish” and a “false god,” an “obsession,” an “addiction,” and a “secular religion.”46 The list of aspersions goes on. And economists, the custodians of the GDP calculation and the architects of growth priority, have often found themselves in the firing line. “The cult of growth has spread, like some feverish infection of which economists were the carriers,” wrote one observer in the early 1970s.47 That sort of tone is not uncommon among detractors. To a degree it is understandable, given the extraordinary price of growth set out in this chapter. Yet at the same time, we must not ignore the valuable message that these economists often carry in their reasoning: the equally extraordinary promise of growth we saw in the chapter before this one. Growth may be to blame for many of our most serious problems, but it is also responsible for many of our greatest triumphs. This tension between the promise and the price of growth is the growth dilemma.48 How to solve it is the focus of the rest of the book.






PART III








CHAPTER 6
GDP MINIMALISM




If we have the wrong metrics, we will strive for the wrong things. In the quest to increase GDP we may end up in a society where citizens are worse off.

—Joseph Stiglitz




Buried in the work of the ancient Chinese political philosopher Han Fei is the apocryphal tale of an overzealous salesman from the state of Chu. The story takes place at the time of the Warring States, a period in China’s history from 475 to 221 BC, before unification, when seven competing states spent two and a half centuries fighting one another for regional supremacy. This nameless man, keen to profit from the military turmoil of the time, decided to start selling spears and shields. Hoping to attract the attention of potential customers—and perhaps empowered by the lax consumer protection laws of ancient China—he began to make bold claims about his wares. To some he said “my shields are so hard that nothing can pierce them”; to others he whispered “my spears are so sharp that they can pierce anything.” But one passerby, who happened to hear the salesman make both these claims, turned to him and asked: “But what would happen if someone struck your shield with your spear?” The man was unable to respond.1

The puzzle of an invincible spear striking an impenetrable shield resonates to this day in the Mandarin word for “contradiction” or “paradox”: máodùn literally means “spear-shield.”2 Our modern talk of an unstoppable force meeting an immovable object is a science-flavored take on the same conundrum. But with the growth dilemma described at the end of the previous chapter, it is as if we face a form of this puzzle in the real world. We are confronted with a pair of seemingly irreconcilable demands: a powerful pull toward more growth due to its promise (as in Chapter 4) and an equally strong pull toward less growth on account of its costs (as in Chapter 5). If anything, this dilemma is even more extreme than the ones in those stories: not so much an unstoppable force meeting an immovable object, but two unstoppable forces pulling in opposite directions, threatening to tear our societies apart.

What, then, is to be done about the growth dilemma? In the next couple of chapters, I want to look at two increasingly popular responses. The first is an old idea that has recently returned to the spotlight: to keep prioritizing growth but overhaul the GDP measure that defines it, repairing its more egregious technical and moral shortcomings. That approach is the focus of this chapter. The other is a newer notion which is now attracting far more attention: that we stop trying to increase growth altogether and deliberately pursue less growth, or even a negative amount of it. That is for Chapter 7.

Both of these solutions are radical and intriguing. But as we shall see, if either one were adopted as its supporters have in mind, it would almost certainly do more harm than good. Neither can solve the growth dilemma. And yet, we must not discard them too readily. In spite of their flaws—and to some extent, because of them—these ideas are still useful for helping us figure out how we should respond.


The Alignment Problem

One of the troubling thought experiments in the field of artificial intelligence (AI) is the tale of the paper-clip maximizer.3 Imagine that, at some point in the future, AI researchers actually succeed in their work: they manage to build an AI which can outperform human beings at everything we do. And also imagine that, in order to test the capabilities of this new system, its designers set it a simple goal: maximize the manufacture of paper clips. The thought experiment asks: what would the AI then do?

We might hope that the AI would deploy its capabilities to build a fantastically efficient factory, for instance, using it to manufacture a reliable stream of perfectly crafted paper clips. This would be a good outcome. Yet unfortunately that is unlikely to be the end of story. This is because it has not been tasked with manufacturing many paper clips but the maximum number. And so the AI would go on relentlessly building more factories and producing more paper clips, using ever more resources to do so. As time passed, it would in all likelihood upgrade its own capabilities: after all, if this AI can outperform humans at every task, the job of designing an even more capable system would be better done by this AI itself than by a human designer. At this point a so-called “intelligence explosion” would take place, the AI endlessly speeding up its operation in an ever-accelerating blast of self-improvement.4 And all this would be done with the goal of maximizing the production of paper clips. Soon, says Nick Bostrom, the creator of this story, we would see the AI “converting first the Earth and then increasingly large chunks of the observable universe into paperclips.”5

This unusual thought experiment is a cautionary tale: using a highly capable system to incessantly pursue a supposedly innocuous end can have unexpected—and unpleasant—consequences. A generation of computer scientists, keen to avoid this sort of disaster in the future, have been inspired to try to solve the so-called alignment problem that the tale presents us with: how to build AIs whose goals are aligned with human ones, avoiding such surreal tragedy.

Over the last decade or so, I have spent some time puzzling over this problem, given my interest in the impact of AI on the world of work. And in doing so, I noticed how useful this kind of framing can be for thinking about a different problem—the growth dilemma. For here, too, we have a highly capable system at our disposal: not an AI but the market economy. Here, too, we have set it a simple goal: to maximize not the number of paper clips but the level of GDP. And here, too, our system has done an extraordinarily effective job of achieving the narrow goal we have set it: just as the AI turns ever more of the world into paper clips, we have turned ever more of it into measurable output.

But at the same time, the pursuit of GDP has also led to precisely the sort of problems that the paper-clip parable warns us about. We have seen how chasing after a simple goal can have unexpected and unpleasant side effects: the pursuit of growth has brought with it a collection of devastating costs that I expect even the most hardened critic of GDP would have struggled to anticipate at the measure’s conception. We have seen how the benign intentions of a system’s designers offer no protection: just as the creators of the paper-clip maximizer did not want to turn the world into stationery, so too the technocratic geniality of the statisticians who developed the GDP measure is irrelevant to the damage it unleashed. And perhaps most importantly, we have seen how dogmatism and single-mindedness can make such damages grow exponentially. Indeed, in both cases, albeit in different ways, the harm is existential. In the paper-clip maximizer story, the danger is fairly dramatic. “The AI does not hate you, nor does it love you,” writes the AI theorist Eliezer Yudkowsky, “but you are made out of atoms which it can use for something else”—in this story, paper clips. When it comes to the economy, the threat is less visible but equally consequential.

One way to think about our current predicament, then, is that we face an economic alignment problem. And the question it presents us with has the same form as the one that faces the AI experts: what outcome do we actually want our economic system to pursue? Until now, our answer to that question has been “maximize the level of GDP.” But again, as with “maximize the number of paper clips,” that tactic has turned out not to work. We have succeeded in producing ever greater quantities of measurable output but have failed to understand the price of doing so, enthusiastically embracing one side of the growth dilemma but largely neglecting the other. It is therefore a natural response to attempt to improve the GDP measure, to replace the current goal with something that will help us steer the economy in a better direction.



The Technical Limits to GDP

The GDP measure is appealing because it promises to reduce the complexity of economic life to a single number. It does this by attempting to calculate the value of goods and services that are bought by consumers in a particular country over a certain period of time. Put differently, it is a measure of market production, “products that are either exchanged through market transactions or produced with inputs purchased on the market.”6 When put like that, it might sound like a simple idea. Indeed, in the beginning, its creators appear to have thought as much. The UN System of National Accounts, the international standard for calculating GDP, began life in 1953 as a modest pamphlet of forty pages or so. But over time, people have repeatedly poked sensible holes in the measure. In fact, so much has now been written about these limitations that I wouldn’t be surprised to learn that all this intellectual activity itself makes a modest contribution to GDP. Today, after almost seven decades of tinkering, the UN System has turned into a vast tome of over 650 pages, brimming with clarifications and complications, additions and adjustments.7 And yet, even after all those changes, serious limitations remain.

To begin with, there are the technical limits to GDP. First and foremost, some things don’t come with a clear price or quantity, so officially they are not included in the GDP measure. The classic case is activities done at home, like cleaning, cooking, home education, child care, and elderly care.8 These do not appear in GDP figures because, it is said, no money changes hands in a market transaction. But these tasks are obviously economically very valuable—for instance, according to an official guesstimate in 2016, the value of such unpaid work in the UK was thought to be about £1.24 trillion annually, almost two-thirds the value of total GDP in the country that year.9 Put pressure on this methodological weak point, and various empirical perversities follow. Marry your house cleaner and the country’s GDP will fall, for example, but send your parents to a care home and GDP will rise.

That said, some things that are not easily quantifiable do get included in GDP, but in error-ridden ways. The classic case here is “services.” This problem, like so many of GDP’s technical shortcomings, follows from the fact that the calculation is a historical relic—designed at a time when measuring the economy largely involved counting the crates of produce in a warehouse or the quantity of wares manufactured on a production line, when you could pick up most of the valuable economic things and drop them on your foot.10 But for services, that sort of tallying tends not to be possible. What is the “output” of a doctor, for example? Is it “patients treated,” or “waiting times reduced,” “deaths avoided,” or “prescriptions issued”? When the GDP measure was created, it was easier to ignore this problem: at the end of the 1930s, for example, services still accounted for under half of the jobs in the UK and US. But today, they provide jobs for the significant majority of workers and make up most of those economies. It is now too large a problem to ignore.11

What’s more, the twentieth-century rise of public services has made the GDP calculation even harder. Not only is the quantity of these services ambiguous, as before, but they are often provided to citizens for free, without a price tag attached. Take the UK National Health Service (NHS), for example, a health-care system which is famously free at the point of use for patients. We know what is spent on it: about £192 billion, or 7 percent of UK’s GDP (twice the percentage compared to when the NHS was founded). And we can debate at length whether that funding is sufficient—the consensus is that it’s not.12 But we have only a vague sense of what output we get in return for all that spending, and our views are disproportionately buffeted about by a limited set of partial measures: the proportion of free beds in hospitals, the length of waiting lists for key operations, the total number of occupied ambulances left to wait in the car park. Statisticians have tried to come up with alternative measures that address this issue.13 But all of them must be taken with a fistful of mathematical salt.

Yet another problem is that even when prices are available for goods or services, they often fail to capture the big changes that take place in their quality. Many things that exist today are of much higher quality than in the past, and price changes are unlikely to fully reflect those improvements. (Think, for instance, how much better your smartphone is today than the one you owned a decade ago; its price may have gone up a bit since then, but the price hasn’t changed nearly as much as the phone’s processing power or the quality of its cameras and apps.) Moreover, many things used to simply not exist, so it is not obvious how to think of their quality improving because there is nothing in the past to compare them with. Exactly what other good or service, for instance, is a search engine or a virtual-reality headset an improvement upon?

The economist William Nordhaus was particularly troubled by this problem back in 1996. Compared to a century ago, he wrote, “we travel in vehicles that were not yet invented and are powered by fuels not yet produced, communicate through devices not yet manufactured … are entertained by electronic wizardry that was not dreamed of, and receive medical treatments that were unheard of.”14 And we could say much the same again today when looking back at his time: in 1996, Google.com had not yet been registered, mobile phone screens were only black and white, and Wi-Fi was still in the future.

To illuminate how much of a problem this posed for GDP calculations, Nordhaus considered the price of light between 1800 and 1996.15 (We saw these numbers as one of the indicators of economic progress back in Chapter 4.) One way to do this, he noted, was to adopt the method of a traditional GDP statistician: look at changes in the prices of the various light sources that people used over time, whether candles, kerosene lamps, or electric bulbs. This technique suggested that the inflation-adjusted price of the typical light source in 1996 was about one-third or one-half of what the typical light source had cost in 1800. However, the issue with this approach is that the quality of those light sources also changed in that time. The tallow candles and kerosene lamps of the nineteenth century were a much dimmer alternative to the bright light of a modern filament bulb. To account for this change in brightness, Nordhaus painstakingly calculated the price per lumen-hour of light from each of these sources, thereby capturing the different efficiency levels of the different technologies. When he did this, he found that the traditional price calculation was off by a huge factor of 900- to 1,600-fold when the brightness of the light source was accounted for. (And that didn’t even account for the many other advantages of light bulbs over flickering, hazardous, quick-burning candles.) Nordhaus’s conclusion was troubling for the GDP measure: if statisticians were making such a big miscalculation when it came to something as basic as light, it meant there were many other goods and services in the GDP calculation that were immensely misvalued as well.16

An episode of European rivalry points to another technical problem.17 One morning in 1987, Italians woke up to find they were 18 percent richer, or so their GDP figures suggested. Their statistical agency had decided to add to their calculations an estimate of the value of the black market—it is a market of sorts, after all. And this being Italy, a place famous for tales of organized crime and colorful corruption, the number they settled on was extremely large. In fact, it was so large that the revision pushed Italy ahead of the UK in the global GDP rankings, making it the sixth largest economy in the world. National jubilation followed; the moment become known as il sorpasso, or “the overtaking.” The fact that nothing had changed other than the accounting standards did not diminish the Italian sense of triumph. Nor was there any recognition of the fact that a nefarious shadow economy of tax-dodging, law-breaking activity was hardly something to shout about. (In any event, the celebrations were short-lived: the boost was followed by two decades of bad economic decision-making—the very thing that had allowed a huge black-market economy to flourish in the first place—and Italy fell back down the international ladder.)18 The serious point is that countries with large informal economies operating under the statistical radar—not simply for shifty reasons, but for good ones, as in many less-developed countries—are likely to find that the standard GDP calculation significantly underestimates their economic strength.

The final problem is that thanks to technological progress, each of these individual technical difficulties is getting worse. Not only have economies become increasingly service-based, making them harder to quantify; not only have public services become more prominent, making prices harder to pin down; but now digital services have also taken off, posing an even more severe technical challenge to GDP. Some of these innovations have taken traditional paid-for services and made them free: Wikipedia instead of an encyclopedia, YouTube instead of a video shop, Expedia instead of a travel agent and a check-in desk. Others have invented entirely new services and also made them available at no cost: Twitter, Facebook, Google, and so on. This has sent economists into a statistical tailspin. Can it be right that free queries on internet search engines—several billion of them per day—make no direct contribution to the economy? Of course not. A recent study found that Americans would, on average, demand compensation of $17,530 to give up access to search engines just for one year (as well as $8,414 to give up email, and $3,648 to lose access to digital maps).19 Yet as the authors of that work note, in 2016 the information sector made up the same fraction of GDP as it had in the 1980s. That sort of obvious absurdity shows how GDP is failing to keep up.20

When we hear confident reporting on GDP figures in the news—up by an impressive percentage here, down by a troubling figure there—it is tempting to imagine that these are definitive, unambiguous accounts of what is happening to the size of the economy in question. But the technical limits show that is not the case. A single number might be reassuringly clear-cut. The methodology might be impressively sophisticated. Armies of extremely well-qualified statisticians might be responsible for producing it. But in the end, what GDP actually represents is far fuzzier, far more contested, and far more inconclusive than is commonly supposed.



The Moral Limits to GDP

But the technical limits to GDP are not the full story. In the late 1960s, Robert F. Kennedy captured a very different set of fears about the measure. “Too much and for too long, we seemed to have surrendered personal excellence and community values in the mere accumulation of material things,” he boomed in a speech at the University of Kansas, before adding the famous line: “it [GDP] measures everything in short, except that which makes life worthwhile.”21

Kennedy was not the first to articulate this anxiety about the moral limits of GDP, the idea that the calculation was failing to capture what we ought to value. In fact, the concern is as old as the GDP calculation itself. Remember that Simon Kuznets, when creating an early version of the measure, fell out of favor with the policymakers who were putting it to use at the time. The reason was that he refused to include military spending, not so much for technical reasons as for philosophical ones. Moral questions were with him from the very beginning of his work. In his original report to Congress in 1934, for example—the one that provided the US with its first serious set of national accounts, as we saw in Chapter 2—he added an explicit caution to his calculations: “the welfare of a nation can scarcely be inferred from a measure of national income.”22 From the start, Kuznets was asking his readers not to exaggerate what he and his fellow economists were doing. Their work might appear sophisticated and wide-ranging, he suggested, but their conclusions were limited to narrow questions of output, not broader ones about social welfare. Yes, the two might be linked—but Kuznets, like Kennedy, thought that any relationship between them was weak. There are socially valuable things that are not bought and sold for a price in the market, and the market price a thing receives is not always indicative of its social value.

Indeed, what began for Kuznets as a brief, explanatory note of caution would blossom into a more substantial, lifelong complaint. A few years later, in a different report, he would call for a complete overhaul in the GDP calculation. “This writer, for one,” he said, “would like to see work begun on national income estimates that would not be based upon the acceptance, prevailing heretofore, of the market place as the basis of social productivity judgments.”23 Rather than conceding that GDP calculations were not a sensible guide to social welfare, as he had done before, he instead demanded that they ought to be, and outlined a way to do it: hand-selecting which activities were socially valuable and including only those, rather than heedlessly taking in the entire market. In his words, he wanted “estimates that would remove from the total the elements which, from the standpoint of a more enlightened social philosophy than that of an acquisitive society, represent dis-service rather than service.”24 One of the categories Kuznets wanted to remove was military spending, as before. But it was not only that: marketing, financial speculation, and expensive housing, for instance, also made his list of proposed omissions.

It is helpful to revisit this intellectual history because Kuznets’s moral concerns about GDP would make him a hero for many other critics of the calculations that followed in the decades after. He was the first to articulate the now-popular view that GDP should measure not what is economically valuable in the market, but what is socially valuable in society. And he was the first to warn that while these two categories might overlap, they are certainly not the same. In the decades that followed, supporters would build on those early worries. That line from his 1934 report—“the welfare of nation can scarcely be inferred from a measure of national income”—would feature time and again in their commentaries. It was as if these critics saw the moment that Kuznets was sidelined as the original sin in GDP’s creation story: he was the wise originator of the measure, humble enough to see the moral flaws in what he had created but tragically ignored by those that came after.25 “He tried to warn politicians and society,” wrote one sympathetic economist, “about the potential manipulation and misconception around GDP.”26

To catch a contemporary glimpse of the moral problem in practice, consider the following episode. The EU, in order to help make GDP comparisons between member countries more meaningful, provides detailed rules on how to do the calculation. Every so often it updates them. And in September 2014, EU rulemakers announced that member countries would have to include “illegal activities” in their calculations as well—in particular “illegal prostitution, the production and trafficking of illegal drugs, and the smuggling of alcohol and tobacco products.”27 The request, quite understandably, ruffled international feathers. But for those who followed the new rules, the result was a boost in prosperity. (The EU followed Italy’s lead, who had acted on their own initiative to include the black market in their country’s GDP.) In the UK, for instance, including prostitution and drugs in the numbers added about £10 billion to the economy, roughly the same value as the entire farming sector. This lifted them above France to become the fifth largest economy in the world at the time.28 Other countries were more hesitant to fall in line. France itself, for instance, was steadfast in the face of this international economic relegation: they only added illegal drugs to their numbers, reluctantly, in 2018, and to this day they refuse to include prostitution in GDP. Market activities require mutual consent, and they argue that no Parisian official could be sure it was present.29

To fall in line with the EU, statisticians were forced to perform some mathematical gymnastics. Take the Office for National Statistics in the UK, for instance, which swiftly and unquestioningly produced a twenty-page technical note setting out their proposed methodology. It included: mathematical innovations—a “purity index” to account for different quality drugs; colorful details—“herbal cannabis cannot be ‘cut’ in the same way as other drugs, so we do not apply a purity index to cannabis”; amusing extrapolations—“we assume that the number of prostitutes has the same pattern through time as the 16+ male population … a weak assumption based on the market for prostitutes’ services. It is necessary because we have no time series data for the number of prostitutes”; unusual data collection—“variable W (the payment to prostitutes per client) … was estimated based on research on Punternet,” a site that allowed customers to review their experiences with sex workers; refreshingly honest caveats—“we assume that half of cannabis sold in the UK is imported and half-grown. This is an arbitrary assumption”; and hints of despair—“[we assume] all prostitution in the UK is consumed by UK residents. Again, this is obviously false.”

Eurostat, the European statistical agency, tried to resolve these methodological difficulties by publishing their own 140-page handbook, full of multiequation models to help people refine their estimates (“Equation 1: total salesi = number prostitutesi × number contacts per prostitutei × pricei … where ‘i ’ = type of prostitute service”).30 Yet this could not help solve a basic problem: those engaging in illegal activity really don’t want officials to know about it.

Beneath these Sisyphean calculations and the terrible headlines (“Pimp My Economy,” “Grass National Product”) is another, more serious point. When the new EU rules were announced, many felt uncomfortable with the inclusion of illegal activities in the GDP calculation. This was not because they were outraged at the technical inaccuracies—though these were indeed outrageous—but because they believed that these sorts of activities ought not to be included, from a moral point of view. And this discontent is entirely unsurprising, given that the GDP measure has sat at the center of political life for some time now. The consequence of this prolonged period of intense collective focus on the number has been to infuse what began as a technical calculation with a strong sense of moral significance. When Eurostat published their technical handbook on how to implement the new rules, they euphemistically mentioned the “media attention” their work had attracted and tried to quell it with the disclaimer that they were viewing these illegal activities from “a purely statistical perspective.” But while that sort of dry technical retort might have worked in the 1940s or 1950s, it no longer washes. GDP, as the journal Foreign Policy put it, is now taken by many to be “a window into an economy’s soul.” It is not simply a measure of what matters economically but a measure of what ought to matter—full stop.31

Alongside illegal activities, there are many other things that critics would like to leave out of GDP, as we saw with Kuznets. Yet the moral concern with GDP is not only that the measure includes bad things it ought to exclude, but also that it excludes good things it ought to include. The environment is the classic case. Its omission has absurd results: a polluting traffic jam, for instance, might increase GDP because more petrol is consumed and more cars have to be purchased; an environmental disaster might increase GDP because of the vast expenditure required to repair the damage.32 The latter might seem like an imaginative leap too far, but some believe this is exactly what happened with the Deepwater Horizon oil spill in the Gulf of Mexico in April 2010. The BP oil spill, as it is better known, was the largest oil spill at sea in history and one of the worst manmade environmental catastrophes ever. Yet at the time, a J. P. Morgan energy analyst concluded that the spill might nevertheless be a good thing for GDP. Yes, the damage to the environment was vast, but it didn’t count in the formal calculation, and while there might be a hit to US oil production and a blow to fishing in the region, the cleanup costs would be so astronomically large that this expenditure could “offset the drags.” “The bank cites estimates of 4,000 unemployed people hired for the cleanup efforts,” wrote the Wall Street Journal, “which some reports have said could be worth between $3 and $6 billion.”33 (In the end this was a vast underestimate: BP put the cost at more than $60 billion, enough to pay, for instance, the entire wage bill of the National Health Service’s 1.2 million staff for a year.)34 The analyst’s calculation was contested, but the fact that anyone could get near that sort of optimism suggests that something might be awry with the measure.

And the environment is not the only omission that critics of GDP worry about. In fact, as others have noted, the measure pretty much fails to capture any of the costs in the last chapter. It tells us nothing about inequality, for example, about who actually benefits if GDP gets larger and the economic pie grows: going by GDP, a world where everyone has a modest slice of the pie is indistinguishable from a world where a very few have enormous slabs and there are only crumbs left for everyone else. It tells us nothing about what happens to different communities as economic growth unfolds, whether places flourish with the change or are flattened by the “gales of creative destruction”: indeed, shared spaces like parks and playgrounds, libraries and leisure centers count less toward GDP than hollowed-out main streets brimming with fast food and fixed-odds betting terminals. It tells us nothing about whether it matters that communal norms of reciprocity and goodwill—helping a friend put together a fiddly Ikea chair, buying groceries nearby to support a local shop, watering a neighbor’s garden while they are away—are replaced with market norms of self-interest on online gig platforms like TaskRabbit and Thumbtack. And it tells us nothing about the disruptive impact of powerful new technologies on work and politics, the ways in which they transform some of the most important aspects of our lives—what we do for a living and how we shape our collective future together—for better or worse.35 The point, again, is a moral one: GDP fails to capture something about what we think is valuable and what we want to achieve.

Economists have typically responded that dwelling for too long on the moral limits of GDP misunderstands the purpose of the calculation. It was only ever intended to be a measure of output in the market economy, they say, not a grander claim about welfare in society as whole.36 In fact, I expect that many economists today would agree with Kuznets’s and Kennedy’s diagnosis of GDP’s moral limits: that not everything that is counted by the market actually counts, and not everything that counts is counted by the market.37 The problem, though, is that what we decide as a society to count can, over time, become what counts. And that is what has happened with GDP.

In the beginning, the pursuit of GDP was a means to other ends. But as time has passed, the pursuit of GDP has become an end in itself. Today, we champion it in political life more than almost anything else: few political leaders, for instance, could give a credible speech on the state of their country without referring to what is happening to that number. In part, this was a deliberate choice: as we saw in Chapter 4, the pursuit of growth promised to make life much easier for politicians by letting them dodge difficult moral debates about other possible goals. In part, it was also an accident of habit, each generation of policymakers not wanting to drop the economic baton from those who came before. “Every tradition,” wrote Friedrich Nietzsche, “becomes continually more venerable the more remote its origins and the more that it is forgotten; the reverence paid to it accumulates from generation to generation, the tradition finally becomes sacred and awakens awe.”38 So too with GDP.39 Placing GDP at the center of things has unsurprisingly made it the center of things. We went from being a growth economy to being a growth society.40

That is why we cannot ignore the moral limits to GDP, as many economists would like to do. Putting GDP first among our shared priorities has come at a moral price. To begin with, it has distorted our sense of what represents a valuable contribution to society. The labor market is the most obvious place to see this in action: today, we all too often use the wages that people are paid as a signal of their personal merit. For many, Covid-19 was a revelation of how far we had drifted toward this way of thinking about value. As the pandemic began to unfold, for instance, we found ourselves talking about “essential workers”: the nurses, carers, social workers, teachers, and others whose efforts protected us from a social breakdown. But at the same time, people also noted an uncomfortable irony in that label: the great social value of those jobs—what made them essential—was not reflected in the far smaller market value that those roles often attract in the form of a wage.41 Political conversation today, writes the political philosopher Michael Sandel, “simply assumes that the common good is defined by GDP, and that the value of people’s contributions consists in the market value of the goods or services they sell.”42 It is all very well to say that this was never the intention, that GDP was never meant to be a measure of social welfare. But the intensity of our focus on it has made it a de facto measure of welfare in many minds, whether that was desired or not.



GDP Minimalism

The GDP measure is clearly flawed. Its technical flaws have created a false sense of certainty with respect to what is happening to the economy, while its amoral nature has also distorted our view of what represents a valuable contribution to society. In response, people have proposed a huge variety of fixes, adjustments, and alterations.

For those concerned about the technical limits, the question is how to make the number a better reflection of the value of market production. In particular, the sense is that the current collection of mistakes leads to a misleadingly low number for GDP, providing “at best a lower bound on the true real growth rate,” in the words of the economist Martin Feldstein, “with no indication of the size of the underestimation.”43 To try to improve it, they say, the calculation ought to be tweaked. We need to better value services, to capture quality improvements, to incorporate new goods and services, to value things that are free—and to do all this continually, revising the measure again and again to keep pace with an endlessly changing economy.

For those worrying about the moral limits, the quest is more ambitious: how to make the number a better reflection of social welfare in society. Just as the technically minded seek to draw the production boundary, keeping market production on one side of the line and everything else on the other, the morally inclined are anxious instead to draw what we can think of as the normative boundary, correctly cutting off the socially valuable activities from all the rest of the things that people might do. The call is for statisticians to engage in an exercise in moral accounting, sifting through life to identify and keep “good” activities in the calculation while throwing out the “bad” ones—adding in the benefit of biodiversity, for instance, while subtracting the cost of pollution, or capturing the inequalities in who gains from a given change in GDP and including the value of unpaid work in the home.44

Most of the time, though, people worry about both the technical and the moral limits simultaneously. Some do try their best to restrict their attention to one or the other: the UN economists who drew up the international standards for national accounting, for example, make it clear in their work that they are only interested in the technical questions, and recognize that their numbers are no substitute for social welfare (in spite of growing calls for them to make some moral concessions in their calculations).45 But that focus is rare. Most of the time, when you look at the reasons behind any criticism or proposed reform of GDP, what you find is a thicket of intertwined technical and moral worries. People want to improve the measure in all directions: to include free goods and account for the environment, to measure quality improvements and capture the value of unpaid housework, and so on. It is as if there is a Platonic calculation out there, an ideal form of GDP that can do everything and please everyone, and we can discover it if we just work hard enough.

Yet this confidence in the possibility of a perfect GDP measure is misplaced. Asking a single number to act as a measure of both market production and social welfare is wishful thinking. Part of the problem, as we have seen, is that these two aims are often in tension, pulling irreconcilably in opposite directions. The question of drugs, prostitution, and smuggling is a good example. From a technical standpoint, they should be included, since they are economically valuable activities; from a moral standpoint, many would argue they should be excluded, since they are not socially valuable activities (though that seems more clear-cut for some of them than others). Part of the problem is also that economists, tasked with calculating GDP, are not the right people to resolve the normative puzzles that crop up. This is not the task they are trained to do: they may have the technical expertise required to crunch the numbers, but they do not have the moral sensibility required to make these sorts of ethical choices, to decide which activities are “good” and “bad.” Indeed, a core issue is that we should not want anyone to just answer these normative puzzles on our behalf: they are not scientific questions that can be definitively resolved before being bundled into the black box of the GDP calculation without public debate and discussion.

Pushing ahead in search of an all-encompassing GDP measure will result in something more like Frankenstein’s monster than one of Plato’s Forms: a haphazard collection of contestable moral revisions stitched onto a flawed underlying technical calculation, resulting in an over-promising, under-delivering statistic that tries to do too much at the same time and fails to please anyone. And so, rather than demanding that the GDP measure be made to do more, I believe we should ask it to do less—far less. We should practice GDP minimalism, which has three important dimensions: moral modesty, technical diligence, and the dashboard approach.

To begin with, GDP minimalism means resisting the temptation to address the measure’s moral failings: I call this moral modesty. This does not mean we should dismiss GDP’s moral limitations as unimportant. On the contrary, recognizing them is critical. But it does mean accepting that there is no sensible way to tinker with GDP to address them. Put differently, it means recognizing that Kuznets’s diagnosis about GDP’s moral limits may have been right, but that his prescription was wrong: there is no “more enlightened social philosophy” that we can use to handpick which activities are truly worthwhile, instead of leaving that decision to the invisible hand of the market as we do now. “The moralistic flavour he wishes to inject into national income measurement,” wrote some peers of Kuznets at the time, “might be in the tradition of Ruskin—it is not in the traditional of quantitative economics.”46 Leaving their snark aside, the substance of these remarks is sensible: there is no place for morality in any measure of GDP.

The second dimension of GDP minimalism is to embrace the calls to fix the measure’s technical failings: I call this technical diligence. Indeed, the one aim of GDP should be to accurately capture the value of market production, its traditional narrow role. To be clear, this is not a simple or an uncontroversial task: it does not resolve the puzzle, for instance, of where exactly the production boundary ought to lie. But the question of whether a given productive activity is “good” or “bad” is irrelevant. Being frank about this stripped-down intention is an important step in ridding GDP of its moral airs and graces. When combined with moral modesty, this sort of technical diligence would result in a GDP calculation that is far closer to Keynes’s limited vision for the measure than Kuznets’s grander ambitions. As we saw in Chapter 2, Keynes was bemused in the 1940s to find that there was no statistic to tell him how much money was available for the war effort, and so he built his own. His aim was modest, to calculate how much taxable income was in the British economy—in his words, “an estimate of the income potential of the country and of the proportion of it which can be made available to the Government.”47 There was no moral charge to what was included; this was a technical tool built to answer a technical question, how to pay for the war. And that is the unadventurous spirit in which GDP should be used today. Fiscal authorities may use GDP to help them measure taxable income; monetary authorities, to inform their understanding of market demand. But under GDP minimalism, the purpose of the measure must never stray from these uninspiring, technical ends.

Mervyn King, who served ten years as the governor of the Bank of England, once explained to a gathering of businesspeople that he believed “a successful central bank should be boring.”48 His point was that the activities of a central bank should always be transparent and predictable, that their actions should make the news but not shape the news. “My ambition in life is to be as boring as possible,” he reiterated a few years later, “and I am continuing to try to live up to it.”49 The ambition of GDP minimalism is much the same: to make the measure as dull and nondescript as can be. Indeed, if moral modesty and technical diligence help shed some of the controversy and attention surrounding GDP, that would be an achievement.



The Dashboard

The first two features of GDP minimalism imply that societies have to settle on a GDP measure that will have serious moral failings and a narrow technical focus. It would be a highly imperfect account of what we collectively value as a society. What, then, should take its place as a political guide?

As noted earlier, trying to mold the GDP calculation into better moral shape is an ill-advised undertaking. Any attempt to create an overall statistic will run into the same problem as the current GDP measure: the mismatch between the market value and social value of different activities, the impossibility of drawing a single line that can satisfactorily mark out the production boundary and normative boundary at the same time. Another strategy that many have proposed is to create an index: choose several measures, assign to each one a weight that reflects its relative importance, and combine them to produce the overall number. Many of the best-known alternatives to GDP that have been suggested by economists and policymakers—Genuine Progress Indicator, Green GDP, Human Development Index (HDI), Index of Sustainable Economic Welfare, Better Life Index, Wealth Plus, and so on—are built in this way. But while including multiple measures might seem like a sensible way to get a richer picture than GDP alone, what you actually get is a technical and moral fudge: the key questions of what measures to include and what their weights ought to be are again decided by the deliberations of academics and technocrats, hidden within the details of the index calculation.50 The result is often a reflection of arbitrary tastes and biases. “Scandinavia comes out on top accordingly to the HDI,” quips the economist Bryan Caplan, “because the HDI is basically a measure of how Scandinavian your country is.”51 Some indexes anticipate this sort of criticism and allow people to choose their own individual weights in online interactive widgets. But these are essentially gimmicks, useless as a practical guide to policymaking.

Instead of all this, the best response to GDP’s limitations is empirical humility. This means recognizing that there is no single measure that can capture what we value, and that cleverly combining different measures into a single index cannot sidestep these problems either. In short, there is no perfect master number out there waiting for us to discover it.52 And so, our only option is to adopt a dashboard approach: selecting a small set of measures to sit independently beside one another, each of them reflecting something that is thought to be valuable and important. This dashboard would display not only calculations of material prosperity, like the whittled-down GDP measure from before, but a variety of other measures. There would be numbers representing the state of the environment, from carbon emissions to species richness (e.g., the Shannon Diversity Index); the level of inequality (e.g., the Gini coefficient); the health of local communities and places, from membership in associations to footfall in town centers; the condition of our labor markets, from real wages to leisure time; and the vibrancy of political life, from voter turnout to trust in institutions. Of course, any dashboard like this will be incomplete and highly contested: there will be valuable ends that are imperfectly captured and others that are simply not captured at all. Therefore, even more important than what appears on any dashboard will be the process through which citizens thrash out their disagreements about it with one another. I will return to the reforms required to support such debates in the final chapter of this book.

Given this incompleteness, some will worry that a dashboard is too inconclusive to compete with a bold, clear number like GDP. That might be right. But as we have seen, that clarity is an illusion. Others will be concerned that a dashboard is simply a new way to dodge the old problem from before: the difficulty of deciding which ends matter, how much, and which measures best capture them. But that evasion is intentional. Again, we cannot pretend that these are technical matters which economists can answer on our behalf. They are moral issues that require each of us to engage with some of the deepest questions we can ask: What goals should we value? How should we reconcile them when they clash, as they inevitably will do? These questions can only be effectively answered through collective deliberation and the messy grind of politics.

A “dashboard approach” can sound a little superficial, too close to management jargon for comfort. But taken seriously, it reflects two deeper philosophical principles. Building on the work of others who have arrived at this approach—most notably Joseph Stiglitz, Amartya Sen, and Jean-Paul Fitoussi in their 2009 report for the French government—I want to spell out these underlying principles.53 These are critical for understanding why we have failed to deal with the growth dilemma until now and how we can do so in the future.

The first principle behind the dashboard is the idea of pluralism. The philosopher Isaiah Berlin, in the last essay he composed before he died, wrote: “I came to the conclusion that there is a plurality of ideals … a plurality of values which men can and do seek, and that these values differ.”54 That is the spirit in which a dashboard is constructed, gathering together a spread of measures to reflect the many things that people might reasonably care about. At present, the lack of pluralism informing GDP has diminished our political life. Not only has this single-mindedness narrowed its character, reducing a large part of it to the technical task of making the economic pie as large as can be, but the technocratic focus has damaged our capacity to properly engage with the price of growth at all. A society that is set up, in the words of the sociologist Daniel Bell, simply for “fine-tuning the technical problems of abundance” is, unsurprisingly, ill-equipped to deal with the wrenchingly difficult challenge of reconciling greater material prosperity with the destruction of the environment, the emergence of inequalities, the immiseration of work, and the desolation of local places and communities.55 We do not have the people, the institutions, or the imagination to do so: economists dominate policymaking, treasury and budget authorities dominate government decision-making, and there is not room for much else.

Economists may feel defensive on reading this criticism. We are not simply technocrats fixated on GDP at the expense of everything else, they might say. We agree with Berlin that there are many things that one might value—and economics, on one popular definition, is the study of making tradeoffs between them. Given that likely reaction, it is worth saying more. I strongly agree that economics is about tradeoffs. (I will return to a discussion of tradeoffs in the final chapters of the book.) The problem, though, is that economists are overwhelmingly trained to think about technical tradeoffs, not moral ones: how much income must be given up to reduce emissions by a certain amount, for instance, rather than whether that is the right thing to do. The field was once interested in the latter type of question: early figures—Smith, Mill, Marx—saw themselves as “moral scientists,” not economists, and a thriving field of “welfare economics” used to engage with moral issues. But this “ethics” tradition, as the economist Amartya Sen noted, was largely abandoned in the second half of the twentieth century, displaced by an “engineering” tradition that was “concerned with primarily logistic issues rather than with ultimate ends.”56 Today, few economists would dare to call themselves moral scientists, and the field of welfare economics has “largely disappeared from the mainstream.”57 As a result, when economists drift into moral territory they either oversimplify the moral features of the problem or simply neglect them altogether. And practical people who use economic ways of reasoning about the world are encouraged to flatten multidimensional moral questions, like “How should one live?”, into simple technical ones, such as “How can we increase GDP?”

The other principle behind the dashboard is the idea of incommensurability, the recognition that there is no single scale on which we can position each of these measures to compare them.58 In turn, it is simply not possible to boil everything that we value down to one number without losing something important. Why do we tend to think otherwise? This inclination, I believe, is in large part due to the extraordinary spread of the market and the rise of what Michael Sandel called “market-oriented thinking.”59 The price mechanism is a remarkable invention, with an almost miraculous ability to reduce the vast amounts of information contained in the clash between infinite desires and productive realities to a single number. But that success has, I fear, given us a misplaced sense of confidence that something similar might be possible for society as a whole: that just as a single price is able to capture economic value, there might be a single measure that would capture social value as well. This is a deeply misleading idea—and one that GDP minimalism, properly embraced, would dispel.








CHAPTER 7
DEGROWTH




Growth is one of the stupidest purposes ever invented by any culture … we’ve got to have an “enough.”

—Donella Meadows




“My message is that we will be watching you.” This was the then sixteen-year-old climate activist Greta Thunberg, threatening a gathering of world leaders at the 2019 United Nations Climate Action Summit. At first, she was met with a wave of patronizing laughter. But Thunberg pushed on, forcing an uneasy silence over the room. “You have stolen my dreams and my childhood with your empty words,” she proclaimed, “we are in the beginning of a mass extinction and all you can talk about is money and fairytales of eternal economic growth; how dare you.” This time, she was met with an eruption of ironically self-congratulatory applause—ironic, because the audience did not seem to realize that they were the target of her story.1

Thunberg’s speech was an important practical moment, one that drew greater attention to her activism and reinforced her position as the standard-bearer for an environmentally anxious generation (and some older fellow-travelers as well). But it was also a significant intellectual moment. Her disdain for those telling “fairytales of eternal economic growth” helped raise awareness of the degrowth movement, an eclectic collection of thinkers who had spent decades arguing with each other in obscurity about how to deal with climate change but were now having a moment in the spotlight. For it was one of degrowth’s battle cries—“infinite growth is not possible on a finite planet”—that Thunberg was putting to rhetorical use in her speech. This was not the first time that an activist had used these sorts of arguments: the voice of nature himself, David Attenborough, had expressed a similar fear almost a decade before. “Anyone who believes in indefinite growth on a physically finite planet,” he quipped, “is either a madman or an economist.”2 But Thunberg’s personal appeal to degrowth caught people’s attention.

It is clear from Chapter 5 that we cannot continue as we have in the past: the price of our current pursuit of economic growth is too great to ignore. Should we, then, slow down the growth of our economies—or even shrink them? This is the blunt demand that the degrowth movement is famous for supposedly making: if growth is the problem, then less growth is their solution. This apparently audacious suggestion has attracted widespread derision from public commentators, ranging from gentle criticism (“bad economics,” per the popular blogger Noah Smith), to stronger complaints (“an economic horror show,” concluded the Spectator), to more cinematic dismissals (it would “kill children to save the planet,” said the writer Tom Chivers).3

In truth, what the degrowth movement actually stands for is not clear. Its literature is large, fast-growing, and fascinating. But it is also contradictory and hard to follow, written in the clashing terminology of different disciplines, obscured by academese, inflated with political rhetoric, and full of distracting disagreements between partisan thinkers with diverging personal motivations. Depending on what the vague demand for degrowth really means in practice, it could be catastrophically self-destructive or entirely sensible.

And yet, in spite of both the complaints and the ambiguities, it is still important to engage with degrowth. To begin with, the idea is influential. Interest in it might have begun among a small group of ecologically minded academics, but it has now spread far beyond the boundaries of their secluded conversations. Mainstream publications write about it: “Can we have prosperity without growth?” asked the New Yorker shortly after Thunberg’s speech.4 Leading scientific journals entertain it: “Are there limits to economic growth?” wondered a recent Nature editorial.5 Religious leaders have weighed in on it: Pope Francis has said that “the time has come to accept decreased growth in some parts of the world.” Sober-minded policymakers appeal to it: Steven Chu, a onetime energy secretary under President Obama and a Nobel Prize winner for Physics, proclaimed that “you have to design an economy based on no growth or even shrinking growth.”6 And leading institutions are shaped by it: the Intergovernmental Panel on Climate Change, the most important organization for sharing scientific knowledge on the environment, did not mention degrowth in its signature report back in 2014, but in preparing for the next edition it has already made more than twenty references to the idea.7

Even the confusions involved in the degrowth discussion often turn out to be useful. Many of them, for instance, reflect fundamental misconceptions about the economics of growth, and resolving them can help us sidestep similar conceptual mistakes in deciding how we should think about the future more generally. This is true no matter whether you sign up to any specific demands the degrowth movement happens to make or simply sympathize with the notion that less growth in some form is a good idea. And it is also true whether or not your interest is in the challenge of climate change—the main focus of the degrowth movement—or one of the other problems that were set out in Chapter 5.

At the same time, it is also important to remember that degrowth is not all muddle. The movement, in spite of its eccentricities, still captures several important ideas. I will explore some of these insights in the pages to come. But above all, the movement forces us to confront an uncomfortable truth: taking the growth dilemma seriously must come at some cost. This is a fact that many critics of degrowth struggle to accept, and which explains why we are currently falling so far short in addressing the costs of growth. Indeed, all too often it seems that degrowthers are being derided for being brave enough to reach an unpleasant but inevitable conclusion—that something now has to give.8


A Brief History of Going Backward

The story of degrowth begins in the final third of the twentieth century. Though some point to earlier inspirations—the Victorian anti-industrialism of John Ruskin and William Morris, the ancient material modesty of the Cynics and the Stoics—the late 1960s and early 1970s was when the idea took serious root. And the starting point is often taken to be the work of a Romanian economist, Nicholas Georgescu-Roegen. He was a fascinating figure, starting his career as intellectual apprentice to the celebrated economist Joseph Schumpeter at Harvard but leaving academia—despite his mentor’s protestations—to help his homeland as a statistician and administrator before the Second World War.9 Eventually, once that conflict came to an end, Georgescu-Roegen played a central role in peace negotiations the Soviets. (He was supposedly the only Romanian that the Russians were happy to deal with.)10 But when the communists consolidated their power and the future looked increasingly bleak, he and his wife fled back to America, escaping in barrels on a freight ship destined for Istanbul.11

In 1971, Georgescu-Roegen published his great work, The Entropy Law and the Economic Process. The book is “probably more often praised than read,” as one biographer put it, no doubt in part because of that less-than-alluring title.12 But the text still became canonical for the degrowth movement, and for good reason. To begin with, it was uncompromisingly interdisciplinary, a provocatively unusual fusion of economics and thermodynamics that would inspire many others to move across academic boundaries in exciting ways in the future. The book was also one of the first articulations of an insight that would recur in the degrowth movement: the idea that there are planetary limits to economic activity, that there are real-world constraints on growth which traditional theoretical economic models tend to leave out. And though Georgescu-Roegen’s ideas were fairly unconventional, he still managed to draw admirers from among the most straitlaced economists: his work “will interest minds when today’s skyscrapers have crumbled back to sand,” wrote the economist’s economist, Paul Samuelson.13

The other seminal moment in the history of degrowth is connected with a small gathering of intellectuals, businessmen, political figures, and policymakers at a grandly decorated villa in the center of Rome in 1968. This was a group that seemed to feel the hand of history on their collective shoulders. As one partner in the project described it, they “met at the instigation of Dr Aurelio Peccei … [a] man of vision, to discuss a subject of staggering scope—the predicament of mankind.”14 That first meeting, in the words of its organizers, was a “monumental flop”: the ideas were too abstract, the discussions too inconclusive.15 Yet the Club of Rome, as the group became known on account of that meeting place, kept going. And their inaugural report, The Limits to Growth, published in 1972, more than made up for the initial disappointment: it was an unexpected commercial blockbuster, selling over 30 million copies, getting translated into thirty languages, and prompting waves of updates, revisions, and restatements in decades to come.16

Like Georgescu-Roegen’s work, the Club of Rome report was also interdisciplinary, this time drawing not on physics and thermodynamics but on computer science and supposed advances in so-called “system dynamics.” Sitting at the center of the report was a new theoretical model, the World3. This, it was claimed, captured the interactions and consequences of “five major trends of global concern”: population growth, industrialization, malnutrition, environmental destruction, and natural resource depletion. The apocalyptic conclusion generated by the model was one that the degrowth movement would embrace: “either civilization or growth must end, and soon,” as a review summed it up in the New York Times.17 The report drew a great deal of positive attention. But it also drew heat, including in that same New York Times review, which called it “an empty and misleading work … less than pseudoscience and little more than polemical fiction.” To this day, in some quarters this sense of analytical suspicion about The Limits to Growth and its conclusions has not diminished.

These two publications—Georgescu-Roegen’s tome and the Club of Rome’s bestseller—were accompanied by other important intellectual moments, each of them drawing attention to the price of growth. J. K. Galbraith’s The Affluent Society, published in 1958, was an early attack on material prosperity as “the relentless enemy of understanding.”18 Ezra Mishan’s The Cost of Economic Growth, in 1967, was an influential expression of “dissatisfaction with the fashionable view of economic growth as an obvious and desirable end.”19 Paul Ehrlich’s 1968 book Population Bomb, with its sensational prediction that “hundreds of millions of people will starve to death” because “the stork had passed the plough,” regurgitated and repopularized old Malthusian ideas.20 And Herman Daly’s Toward a Steady State Economy, in 1973, brought together the views of many of the most influential early figures in degrowth. The French term décroissance (degrowth) first showed up in 1972, and more appearances followed in the wake of the Club of Rome report.21

Yet despite this flurry of activity, early excitement about degrowth soon died out. In the 1980s and the subsequent decades, there were few meaningful developments in the field. It was only at the start of the twenty-first century that its fortunes changed. A group of protestors and activists animated by a spread of seemingly unrelated grievances—a desire for car-free cities, a dislike of contemporary advertising, a discontent with prevailing approaches to economic development, and much else—gathered together under the degrowth banner.22 What they found there was a rich and neglected tradition to build upon. The first official conference on degrowth took place in Paris in 2008—according to the field’s folklore, this was the moment when the English word degrowth was born—and the movement has not looked back since. Today, there is a steady stream of research, informal commentary, and in-person events for supporters to expand on the idea.

But what actually is degrowth? As noted, in spite of all this intellectual activity, it is extremely difficult to find a good answer. Leading figures in the field—Jason Hickel, Giorgos Kallis, Timothée Parrique, and Matthias Schmelzer, among others—have at times been up front about this shortcoming. And when not blaming their readers for misinterpreting their work—a common response to this confusion—some have tried to clarify what the idea means in practice. Unfortunately, as we shall see, these attempts have tended to more harm than good, muddying the conceptual waters even further. Others have abandoned the task of boiling the ideas down to something manageable altogether, opting to spin this ambiguity as a strength. Degrowth is a “remarkably diverse network” full of “healthy debates,” as one supporter puts it; a “meeting space” and an “umbrella term,” in the words of another; it should be used as a “missile word” some say, an idea that is so unpleasantly ambiguous it starts an explosively useful conversation.23 This footwork does not convince either. Instead, it simply draws attention to the fact that the hard work of clarifying the concept has not been done.

The ambiguity of the term degrowth has to be cleared up if we are to make any headway in understanding how the idea might help in resolving the growth dilemma. A useful starting point is to look at how it is used in practice by its supporters. And when you do this, what you see are two related schools of thought. There are those who turn to the degrowth movement for a diagnosis of what has gone wrong in the world. And then there are those who believe that degrowth provides a good solution to that problem as well. Breaking the idea down into two parts in this way helps to isolate the various difficulties with it—difficulties that are helpful to address whether or not you instinctively think that degrowth is a particularly good idea.



The Distraction of a Finite Planet

To start with, take the degrowth movement’s diagnosis. At the core of it is the belief that continued economic growth is undesirable. For most degrowthers, the concern is environmental: that our current growth path is destroying the planet. When Thunberg, for example, accused her listeners of having “stolen my dreams and my childhood,” it was this ecological catastrophe that she had in mind. And the spirit of this part of the diagnosis is relatively unimpeachable. Indeed, if anything, as we saw in Chapter 5, degrowthers probably understate their case in terms of the total damage done to our lives: the undesirable dimension of growth is not simply that it is climate-destroying, as they emphasize, but also that it is inequality-creating, work-threatening, politics-undermining, and community-disrupting. So far, so obvious.

But there is another part to the degrowth diagnosis: the more provocative claim that continued growth is infeasible as well.24 Our current economic ascent is not only unpalatable, they say, but also impossible to maintain for much longer. When Thunberg ridiculed “fairytales of eternal economic growth” in her speech, she was also appealing to this part of the diagnosis. This belief has appeared in various forms over time, but it has gradually been sanded down and standardized into a popular slogan: that “infinite growth is not possible on a finite planet.”25 And very often, it is economists who find themselves on the defensive in response—figures like Larry Summers who once argued “there are no … limits to the carrying capacity of the earth that are likely to bind any time in the foreseeable future,” and Paul Romer, who claimed “there is absolutely no reason why we can’t have persistent growth as far into the future as you can imagine.”26

Defensive or not, though, these economists are spot on. The second part of the degrowthers’ diagnosis, unlike the first, is mistaken: it is possible to have infinite growth on a finite planet. A big part of the problem is that the idea of a finite planet is rooted in an old-fashioned view of economic activity. It pictures the economy as a material world, a place where tangible stuff is combined to produce more tangible stuff, where the things that matter for economists are those that can be seen and touched: the equipment on a farm, the machines in a factory, and so on. Those who think about economic life in this way are in good historical company: as we saw in Chapters 2 and 3, this outlook was also held by the classical economists and played an important role in shaping early economic ideas like GDP. And it’s true that in a solely material world, there are obvious physical limits on economic activity: only so many acres of land that can be farmed, only so much raw material for production. But contemporary service-based economic life is far more weightless than the old world of farms and factories.

Even more importantly, focusing just on the material world distracts us from how growth works in the first place. As we saw in Chapters 1 and 2, one of the most important insights in modern economic thought is the realization that growth cannot be achieved simply by using more and more tangible resources. Such an approach would always lead to an economic dead end, as diminishing returns erode the contribution made by each additional worker or machine and growth fizzles out—that’s what created the Malthusian trap and resulted in the Long Stagnation. If sustained growth is to happen, it can only come through a process of technological progress that is able to overpower those diminishing returns. This was the argument behind the Nobel Prize–winning work of Robert Solow and Trevor Swan. A few decades later, Paul Romer completed the story by explaining where that technological progress must come from: not from the tangible world of physical things, but from the intangible world of ideas.

Taken together, these economic insights explain why the idea of a finite planet is a misdirection. The planet of tangible resources might be finite, and if these resources were all that counted for growth, then we would indeed be heading toward deep economic trouble. But they are not all that matters. In fact, what really matters for growth are the intangible ideas for combining these resources in new and valuable ways. Economic growth is not driven by using more and more finite resources, as many tend to assume, but “by discovering better and better ways to use the finite resources available to us.”27 And the universe of those intangible ideas is unimaginably vast—for all practical purposes, as good as infinite.

At times, Romer has used a culinary metaphor to make this point. The ingredients in a kitchen might be finite, he notes, but the number of possible recipes for combining them is nearly limitless: a well-stocked larder of three hundred ingredients, for instance, allows for more possible recipes than there are atoms in the universe. (And that doesn’t even take into account the additional possibilities created by varying the quantities of ingredients, changing the method of cooking them, and so on.) Elsewhere, Romer has imagined a children’s chemistry set: again, while the number of tubs of chemicals in it might be finite, the various ways of mixing them would pose an interminable headache for a neurotic safety inspector. A set of only one hundred substances would generate so many possible combinations that if everyone alive today had been testing one of them every second since the moment the universe began, still less than one percent would have been tried out by now (again, ignoring the additional possibilities introduced by varying chemical volumes, methods of preparation, and so on).28

The exact same argument applies when thinking about economic growth, where we’re dealing not with ingredients in a larder or the substances in a chemistry set but quite literally all the materials in the world. “Economic growth can be sustained even in the presence of a finite collection of raw materials,” writes the economist Charles Jones, “as we discover better ways to arrange atoms and better ways to use the arrangements.”29 The infinite universe of ideas allows us to sidestep the constraints imposed by a finite planet.

But even if there are many possible arrangements of atoms in the world, are they all useful? It is said that one time when Romer presented the culinary metaphor, the Nobel Prize–winning economist George Akerlof piped up, “Yes, the number of possible combinations is huge, but aren’t most of them like chicken ice cream?” Novel, in other words, but useless.30 Leaving aside the fact that in 2022, an American company in Portland introduced a fried-chicken-flavored ice cream to modest acclaim—a cautionary tale about setting firm limits to the future of human taste—the thrust of Akerlof’s quip is sensible: many possible ideas for organizing atoms in the world are likely to be of little value in practice.31 That said, what Akerlof’s perceptive skepticism does not quite capture is how huge “huge” really is when you move beyond the confines of a kitchen or a chemistry set into the real world. Our planet is incomprehensibly rich in combinatorial possibility, and only a tiny fraction of these ideas need to be valuable for the number of useful arrangements of atoms to be extraordinarily vast.

In many areas of life, such combinatorial explosions are a pain. In mathematics, for example, they haunt researchers, creating the so-called curse of dimensionality: as the number of variables (or “dimensions”) in a problem starts to increase, the number of possible solutions soars, making many problems impossibly hard to solve. It is a “malediction,” wrote the mathematician Richard Bellman, who named the curse, “that has plagued the scientist from the earliest days.”32 But when thinking about economic growth, the opposite is the case: the curse of dimensionality becomes a “remarkable blessing,” Romer notes, the origin of an abundance that allows us to escape the finite limits of our material world.33 With that in mind, one of the most serious limits to growth may be an imaginative one: a failure to adequately search through this enormous space of economic possibility and an inability to imagine how life in the future could be very different from today. I will return to this failure of imagination later in this chapter. In any event, recognizing that there are no meaningful limits to growth on time scales that matter to humankind is immensely important—whatever your views on the idea of degrowth.



A Recession with a Human Face

Now consider the degrowth movement’s solution to the problems created by growth. At first glance, it might seem surprising that degrowthers see any need to propose a solution at all—for if their diagnosis is right, and more growth is not only undesirable but also infeasible, then an obvious answer would be to simply let economic events run their course, and have growth come to an end of its own accord. “Those who believe that growth is bad for us should, of course, be relieved to learn that we can’t have it much longer anyway,” wrote Wilfred Beckerman wryly in response to the early degrowthers in the 1970s, “but they do not usually seem to be.”34 There is a strong sense that something more must be done.

So what does degrowth as a solution involve? A commonsense interpretation of the term suggests that it implies shrinking the economy: if growth is the problem, then an economic contraction is the response. And for many in the field, this is indeed roughly what they have in mind. Georgescu-Roegen, for instance, the pivotal early figure we met before, believed that “undoubtably, the current growth must cease, nay, be reversed.”35 André Gorz, the Frenchman who first used the term décroissance in the early 1970s, did so while pondering whether “no-growth—or even degrowth—of material production” was necessary to restore “the earth’s balance.”36 A cursory look at the Oxford English Dictionary, a definitive guide to the common usage of a word, shows degrowth defined as a “reduction in economic activity” and as “a policy of reducing levels of production and consumption.”

Yet for many other supporters of degrowth, this commonsense view is wrong. They dismiss the idea that degrowth requires the pursuit of negative growth.37 And they despise the implication that it might involve intentionally bringing about an economic recession. “Our degrowth is not their recession” is another popular slogan in the movement, particularly among the French contingent; “degrowth is in every way the opposite of a recession” is a common theme that runs through responses to critics.38 Of course, it is understandable why degrowthers would want to avoid this connection with recessions: associating their movement with economic misery is not an effective way to build support. And the link has indeed put off many potential advocates. The economist Kate Raworth, for instance, whose bestselling book Doughnut Economics echoes many degrowth themes, and who would seem to be a natural ally of the movement, nevertheless distances herself from the term. “I just can’t bring myself to use the word,” she writes. “It’s not the intellectual position I have a problem with. It’s the name.”39

But the comparison between degrowth and a deliberate recession is not as mistaken as some would like to make out. To see this, consider the various ways in which supporters of degrowth try to distinguish their idea from the pursuit of a deliberate recession. One popular approach is to compare the positive outcomes they hope to achieve through the former with the misery that typically accompanies the latter. They intend, for instance, “to reduce inequality” and “expand universal public goods and services such as health, education, transportation and housing,” to “prevent unemployment” and “improve wellbeing,” and to only reduce activity in “ecologically destructive and socially less necessary” parts of the economy—like the production of gas-guzzling SUVs—while leaving other parts unscathed. It’s clear some supporters believe that the existence of these noble intentions matters, and that degrowth is different because it is “planned” whereas a traditional recession is not.40

The problem with this sort of defense, though, is that all these supposedly distinguishing features of degrowth are entirely compatible with a traditional recession. This is because the term recession is just the technical label for a period where economic activity declines, nothing more or less. It has nothing to do with anything other features—good outcomes, noble intentions—that might or might not accompany an economic downturn. To argue otherwise is to confuse and complicate a relatively well-defined piece of terminology, to allow the sorts of ambiguities and imprecisions that plague the world of degrowth to seep into other economic thinking and distort the meaning of a far more established word. The fact that recessions do not tend to feature the outcomes that degrowthers hope to achieve is beside the point. However wonderful those outcomes, if economic activity declined sufficiently, then a recession would still be taking place, albeit one of an unfamiliar type—a recession with a so-called “human face.”

In turn, the argument that degrowth is planned whereas recessions are unplanned is not only irrelevant—intentions have nothing to do with whether a recession is taking place—but factually wrong. Throughout modern economic history, policymakers have in fact found themselves pursuing recessions on purpose.41 The Volcker disinflation of the 1980s, for instance, is a classic case: in one of the most important economic moments of the twentieth century, the US Federal Reserve deliberately drove the American economy into not one but two recessions in an attempt to purge it of inflation.

The other way that degrowthers try to distance themselves from the pursuit of deliberate recessions is by claiming that while they are focused on what goes into an economy, the idea of a recession is focused on what comes out of it. This is not quite the phrasing they use, instead relying on more esoteric language: their focus is “energy and material throughput,” in the words of one leading figure in the field, “the quantity of energy and matter transformed by human societies” in the words others.42 But essentially, their claim boils down to the basic idea that they care about inputs and not about outputs. And all they want to do is reduce the former.

It is true that recessions are focused on what happens to output—again, that is all that matters in the definition of the term. And it is also true that, among degrowthers, their focus does tend to be on inputs, particularly on the natural resources that are used up. But the problem is that it is not possible to discuss these two things separately, as degrowthers would like to do. Economic output is tightly linked to economic inputs, and how much stuff is produced in an economy depends on how much stuff goes into it in the first place. To be sure, it is entirely possible that an economy could use fewer inputs and still produce more outputs. (Indeed, that is what it means for something to become more productive: producing more with less.) I will return to this idea in later chapters. But such a scenario is emphatically ruled out by degrowthers: they call it “green growth” and dismiss it as fanciful.43 It is understandable why they dislike competition from this idea: the vision of green growth, where you get more from less, is inherently a more attractive proposition than degrowth, where you get less from less. But by rejecting green growth, the degrowth movement has set themselves a trap. If they want the economy to use less “energy and material throughput” and also deny that reduced inputs could lead to more outputs, then the output of the economy must also necessarily shrink. This is, for all intents and purposes, a deliberate recession.

In their more honest moments, some members of the degrowth movement recognize the trap they have set themselves, and the recessionlike quality of what they demand. Jason Hickel, for instance, says that “if we accept the empirical evidence that green growth is unlikely to be achieved, then we have to accept that reducing throughput will impact on GDP itself.” Giorgos Kallis writes, “I do not claim that the scale of the economy, or GDP, should shrink. I argue that it will inevitably do so if throughput declines.”44 Matthias Schmelzer and others concede that “reductions in production and consumption are … a consequence of the fact that it is impossible to sufficiently decouple material throughput and emissions from growth.”45 But these thinkers fail to follow their own reasoning to the inescapable conclusion: that on their own terms, they are calling for a recession to happen. They can repeat as often as they like in response to critics that “degrowth is not about reducing GDP … rather it is about reducing excess resource and energy throughput,” but this is disingenuous: in a world where inputs and outputs are linked in the way that they themselves claim, the two are the same.46



A Lack of Imagination

What to make of degrowth as a solution? If we understand it to involve intentionally stopping the growth of the global economy or shrinking it outright—an interpretation that is entirely reasonable, as we just saw—then it would be one of the most misplaced acts of self-harm that humankind could inflict upon itself. As the economist Branko Milanovic points out, if degrowth means freezing global GDP at its current level, but abandoning 800 million people to remain in extreme poverty forever is considered unacceptable, then the only alternative is to slash the incomes of the 7.1 billion people that remain—including “practically all of the Western population”—in order to free up sufficient income to support them. Another economist, Jon Steinsson, put the point pithily in a tweet: “Looks to me like we are on the verge of eradicating extreme poverty in the world. Quite an achievement! And yet the system that has brought this change is so unpopular as to be on the verge of being overthrown. It’s a weird world we live in.”47

And the difficulties with this type of degrowth do not stop here. As we saw in Chapter 4, the benefits of growth are not simply economic—in fact, almost every measure of human flourishing is correlated with growth in some way. With that in mind, it is possible to tell a similar story of degrowth spreading despair in all these other noneconomic directions, too. It would involve not only condemning most of humankind to material poverty, as Steinsson and Milanovic point out, but also to ill health, to ignorance and superstition, and to a great many other associated misfortunes. What’s more, this would not only be the fate of those who happen to be alive today: if growth were put on indefinite pause, then it would condemn future generations to a similarly miserable fate as well.

Economic growth has been revolutionary, improving our lives in many familiar ways. Yet it is also an unfinished revolution, and that is what the degrowth movement all too often fails to appreciate. Without growth, we do not stand a chance of achieving even our most basic goals, ones that I would hope the degrowthers share as well—eradicating poverty, providing good health care, supporting decent education, and so on. And that is to say nothing of the grander goals that I hope humankind will explore in the future, from creating a world of material abundance for everyone to becoming an interplanetary species and setting out to seriously explore the stars. But you do not need to be inspired by those specific visions to sense quite how parochial, how short-sighted, how extraordinarily closed-minded it is to believe that our current economic lot is the best that we can collectively do, to imagine that the present moment is some sort of economic peak and that humankind ought to now press pause on growth—not simply for the next ten years, or even ten thousand years, but for all time to come.

This discussion reveals one of the degrowth movement’s most frustrating characteristics: its lack of imagination. To some extent, this is an unexpected weakness. Traditionally, the Left—the political home of degrowth—has been a source of enormous intellectual creativity, making it the first stop for those seeking radical proposals for rebuilding society, blueprints for possible utopias. That is why it is no surprise that one of the only classical economists to dismiss the idea of a stationary state—the idea that growth must eventually fizzle out—was Karl Marx himself, the champion of the Left. Growth had “accomplished wonders far surpassing Egyptian pyramids, Roman aqueducts, and Gothic cathedrals,” he wrote in one work. “The fastest possible growth of productive capital is, therefore, the indispensable condition for a tolerable life to the laborer,” he wrote in another—lines that show his view of growth as a vital force, the only way to create the abundance that was required for humankind to live in timeless serenity in his ideal society of the future.48

Yet degrowthers have abandoned that imaginative tradition. Their reaction to the idea of infinite growth is not one of intrigue but cynicism, an instinct to balk at its feasibility and dismiss it as misguided (despite the economics to the contrary). The result is an oddly conservative view of the future: they seem happy to settle for the familiar mediocrity of the world we happen to have inherited, resign ourselves to indefinitely shuffling around our present economic lot, rather than reach for the unfamiliar but extraordinary possibilities that lie in wait. “So many people up until now have had such wretched lives that it is not clear it would have been much worse if they had never existed,” the philosopher Derek Parfit once said in a frank assessment of what humankind has achieved so far. “However,” he went on, “we have no reason to think our successors couldn’t make things go vastly better.”49 This is the sort of promising uncertainty, so pregnant with possibility, that has traditionally inspired the political Left. The prospect of making things go vastly better is one it has marched for, stirred up revolutions for, died for—yet today a fight to reimagine the future is what the degrowth movement seems keen to avoid.



The Fantasy of Perfect Politics

There is yet another big problem with the idea of degrowth as the pursuit of a smaller economy: bluntly, it would be impossible to achieve in the real world. To be sure, many in the movement acknowledge that they see their work as a “utopian project.”50 And by itself, that is not an unusual or an unhelpful aspiration. “The idea of a perfect society is a very old dream,” as Isaiah Berlin put it; such fictions help us pay attention to the “ills of the present” and shape our direction of political travel.51 But the challenge for anyone sharing utopian fictions is that the imagined perfect society must not be so far-fetched that everyone besides those enthusiasts who are already converted to the cause would dismiss it as fanciful. The deeper point here, captured by Thomas Nagel, is that any political theory must do two things simultaneously: it must satisfy an “ideal” function, presenting a compelling “ideal of collective life,” but at the same time it must satisfy a “persuasive” function, convincing “people one by one that they should want to live under it.”52 Such juggling of what is right and what is reasonable is hard but important. And it is a task that degrowthers do not really engage with. This is a problem, because any political or moral theory that cannot actually motivate people to act in the real world is not worth taking seriously.53

To see the problem in practice, consider the economic consequences of degrowth. They imply that political leaders, in order to build support for the idea, would need to either persuade most of those in poverty to remain destitute, or alternatively convince the vast majority of the developed world to permanently reduce their incomes by a huge amount. In other words, they must ask the poor to stay poor forever or the rich to become much poorer forever.54 But it is obvious that these would be economic catastrophes for everyone involved and political suicide in practice. And this is to say nothing of all the other, noneconomic sacrifices that would be demanded of people as well. To think that this could be achieved in anything resembling a democratic system is absurd. “If growth were to be abandoned as an objective of policy,” writes Wilfred Beckerman, “democracy too would have to be abandoned … The costs of deliberate non-growth, in terms of the political and social transformation that would be required in society, are astronomical.”55 To believe otherwise would be to have a messianic faith in supernatural powers of persuasion. Indeed, if Jesus himself could not convince everyone to give up their material possessions—in the words of Matthew 19:24, “Again I tell you, it is easier for a camel to go through the eye of a needle than for someone who is rich to enter the Kingdom of God”—then it is unlikely that degrowthers will be able to do it either.

The degrowthers’ faith in the possibility of perfect politics in support of their cause is all the more surprising since they so often dismiss alternative policies on practical grounds, seeing political impossibility in bold interventions other than their own.56 In one discussion of climate change, for instance, a collection of authors who are sympathetic to the degrowth movement discuss the prospect of vastly increasing taxes on carbon, a proposal that they recognize could work in theory. “Taxing a ton of carbon at anything from $100 to $5,000 by 2030 compared to just $8 today,” they say, “would practically prohibit oil and coal.” Yet they go on to dismiss such an intervention, despite its theoretical appeal, on practical grounds. “The powers that be do not allow it to happen,” they write. “Polluting industries will use their political and economic power to try to stop the charges.”57 It is a strange contortion of reasoning to argue that a large carbon tax is infeasible but bringing about a deliberate recession is not.

In short, we must not only be imaginative about what might be possible in the future but be realistic about what might be politically achievable as well. Degrowth fails on both sides of that balancing act.



So What?

John Stuart Mill, looking back on the Industrial Revolution eight decades or so after it had begun, asked himself what had really been accomplished by economic growth in that time, whether “all the mechanical inventions yet made have lightened the day’s toil of any human being.” His answer was a no, albeit a hopeful one: “They have enabled the greater population to live the same life of drudgery and imprisonment … They have increased the comforts of the middle classes. But they have not yet begun to effect those great changes in human destiny, which it is in their nature and in their futurity to accomplish.”58

Imagine if Mill were brought to today, almost two centuries after he shared those reflections, and were asked if he had any further comment. Leaving his time-travelling bewilderment aside, I expect he would be impressed by the remarkable achievements discussed in Chapter 4, but would express a sentiment similar to what he said back in 1848—that there is still so much left for us to do. What’s more, it seems clear to me that the pursuit of degrowth would be a catastrophe with respect to making any further progress in the remaining eight decades of the twenty-first century. That is the argument of this chapter. If we adopted degrowth as our diagnosis, and took seriously its claim that there are limits to growth imposed by our finite planet, that would be an intellectual disaster, drawing our collective attention away from understanding the only process that can help us improve conditions for all humankind. If instead we took degrowth as a solution, interpreting it as the pursuit of a deliberate recession—the inevitable implication, despite the protestations of supporters—then it would be a practical disaster, an intentional choice to abandon the pursuit of Mill’s “great changes in human destiny.”

And yet, in spite of this criticism and all these cautionary tales, there is still something fundamentally important that degrowthers get right. For many of them, a “central target” of their work is the discipline of economics.59 This is for a variety of reasons. But one of them is particularly easy to sympathize with: that when economists write about growth, they focus on its benefits and ignore the costs. Economists themselves, in informal commentary and private conversation, will argue that this is a misleading caricature of their thinking—but I have never been convinced by this sort of defense. In the material that really matters to them, from the stories they tell in their formal academic research to the topics that they choose teach to aspiring economists, the criticism seems entirely fair: the costs rarely appear as prominently as the benefits. In 99 percent of textbook macroeconomic models, the ones are meant to capture how the overall economy works, the focus is on output and very little else. And that is the great merit of the degrowth movement—as a countervailing force to that one-sided economic thinking, making us aware of how dangerously we are currently living, prompting the question of how we should respond.

For that reason, it is unfortunate that the degrowthers are so defensive when people say they are calling for deliberate recessions. As a matter of public relations, that reaction is understandable. But there is also something disappointing about it, because their call for recessions in fact captures the uniqueness of what they are trying to do: to point out that there is a serious problem we have to confront and that the solution might involve paying an economic cost. Degrowthers have legitimate grievances to which we must respond.

That said, though, the degrowthers are not immune from the same sort of criticism. All too often they slip into making the same mistake as the economists they criticize, just in the opposite direction—focusing too much on the costs to the neglect of the benefits. And in both cases, the damage inflicted by such one-sidedness is the same: a failure to engage with both sides of the story, to attempt to balance the promise and the price of growth, and openly confront the tradeoffs that this presents. Degrowth simply replaces the sort of economic zealotry that prevails in some intellectual and practical corners today—the pursuit of growth at all costs—with another type of fanaticism instead: no pursuit of growth at any cost. What we need to do is chart a course between these two extremes. How exactly we do that is the focus of the rest of the book.






PART IV








CHAPTER 8
UNLEASHING GROWTH




Over a hundred years ago, the German poet Heine warned the French not to underestimate the power of ideas: philosophical concepts nurtured in the stillness of a professor’s study could destroy a civilization.

—Isaiah Berlin




Make no mistake: if growth were to fizzle out, it would be a catastrophe. Collapsing back into the sort of protracted stagnation that plagued our ancestors, even if at a higher standard of living, is a wretched prospect. Yes, the last three centuries have been extraordinary: an escape from the misery of the Long Stagnation, the start of modern economic growth, an explosion in material prosperity, progress on many measures of human flourishing. That miracle is the story of the first part of this book. But to be content with these accomplishments to date, however remarkable they may be, is not only to be complacent about how much is left to be done, but to suffer a total imaginative breakdown about how much we could achieve in the future—the same lapse in vision that leads degrowthers to think that the average standard of living today is the best we should ever hope to achieve.

In the rest of the book, I describe what we must do. In this chapter, I explore how we can pursue more growth, a particularly critical task at a time when the process has slowed so dramatically around the world. However, to do only this would be to ignore the growth dilemma and the price imposed by such a single-minded pursuit. And so, in the following chapter, I look at how we might change the nature of that growth as well, lessening—or even eliminating—that price.


The Power of Ideas

We need more growth—but how much more? Traditionally, countries set themselves exact growth targets, often specified to a decimal place. This sort of precision is reassuring, creating the impression that policymakers are engaged in an exercise of economic fine-tuning, gently moving the available policy levers to settle the economy down at the required rate of progress. The reality, though, is different. As we saw in Chapter 2, we know surprisingly little about the causes of growth. After decades of puzzling over it, we are starting to form the outlines of a sense of what works, but we are some distance from having all the details. To think that we know enough to hit a growth target specified to a tenth of a percentage point is to have a delusional faith in our policymaking capabilities. With that in mind, the proper answer to the “how much” question is a blunter target that reflects the coarseness of what we actually know. That answer is: far more.
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Figure 8.1. Ten-year average growth rate of real GDP per capita in Germany, France, the United Kingdom, Japan, and the United States


With respect to that task, the signs are troubling. Over the last few decades, an economic slowdown has taken place in almost every part of the world. Figure 8.1 shows the annual growth rates of real GDP per capita in a spread of developed countries. Specifically, it shows the ten-year average growth rate, equivalent to the hypothetical growth rate that would have had to happen each year in order to produce the actual ten-year change in GDP per capita that we observed; this is useful because it smooths out any short-term jumps or slumps during that period.1 What that figure indicates is a slowdown everywhere, each line gradually collapsing toward zero, though the timing differs across countries—Japan and Germany in the mid-1990s, the UK, France, and the US shortly after.

[image: Y-axis, the ten-year growth rate of real GDP per capita, spans from -4 to 12. The x-axis spans from 1960 to about 2019. The graph in general shows a slowdown, although slowdown is less clear than the one shown in Figure 8.1.]
Figure 8.2. Ten-year average growth rate of real GDP per capita in the BRIC group and Korea


Importantly, this slowdown is unfolding in many places. Figure 8.2 shows the same calculation for the BRIC group (Brazil, Russia, India, and China) plus Korea. The picture is less clear-cut than in Figure 8.1, since these countries had volatile and idiosyncratic experiences before 2000 or so. But from then on, the story is very similar: a substantial and sustained slump in growth.

With these numbers in mind, it is unsurprising that leading economists have been pessimistic about our prospects for more than a decade. Tyler Cowen, in his 2011 book The Great Stagnation, wrote that “life is better and we have more stuff, but the pace of change has slowed down compared to what people saw two or three generations ago.”2 In 2016, Robert Gordon, in The Rise and Fall of American Growth, made the case that “future growth will be slower than [in] the past.”3 Dietrich Vollrath, in his 2020 book Fully Grown, explained how a slowdown in American growth “has forced economists and policy makers to recalibrate their expectations of how fast the economy will grow in the future.”4 Larry Summers spent the 2010s resuscitating Alvin Hansen’s old idea of “secular stagnation,” where a country gets stuck in a low-growth rut, in order to explain why anemic economic progress was plaguing many parts of the world. And Brad DeLong, in his 2022 Slouching towards Utopia, lamented that while “the trail to utopia came into view” in the last century and a half, in the sense that growth seemed to promise a future of material abundance, today “we are still on the trail—maybe, for we can no longer see clearly to the end of the trail or even to wherever the trail we are on is going to lead.”5

How, then, do we get more growth? From the fog of modern economic thought, one insight emerges more clearly than any other—and that is the power of ideas, as Mokyr-Romer shows us. As we saw in Chapter 1, sustained growth cannot be achieved by using more and more tangible resources because of the curse of diminishing returns. But as we saw in Chapter 2, this constraint does not represent an economic dead end. On the contrary, if we look beyond the world of physical things, then it is possible to see how sustained growth can indeed happen: the key lies in the peculiar properties of ideas, that they are nonexcludable, nonrival, and cumulative. This shift in focus—from the tangible to the intangible—is the one that growth skeptics all too often fail to make. Their sights are stuck on the finite world: they appreciate its beauty, fear its destruction, have deep expertise in how it works. But this tangible world is not where the origins of sustained growth are to be found.

There is a celebrated line in the work of Paul Krugman: “productivity isn’t everything, but in the long run it is almost everything.”6 I would put the same observation differently: ideas are not everything, but in the long run they are almost everything. Krugman’s point is that a country’s ability to raise its living standards depends on its ability to increase “output per worker”—its productivity. That is what we saw in Chapter 1: during the Long Stagnation, there were moments when overall prosperity rose, but prosperity per person did not keep up. The logic of the Malthusian trap explained why: if living standards did rise, then populations would increase in response, diminishing returns would kick in, and living standards would be driven down toward subsistence. Only technological progress, resisting diminishing returns through productivity improvements, could reverse that decline. And the nonrival, nonexcludable nature of ideas is what makes sustained technological progress possible.

Asking how we generate more growth or how we raise productivity is therefore the same as asking how we generate more ideas. This is the spirit in which I proceed, setting out four answers to that last question: overhauling who owns and controls those ideas, investing vastly more in research and development (R&D), helping far more people into the economy, and relentlessly developing more technology. Taken together, these reforms are our best hope of achieving a Second Industrial Enlightenment, another moment of intellectual and material flourishing akin to the one that ended the Long Stagnation.



Liberating Ideas

The notion of property—that a tangible thing can be owned—is an old one. A few thousand years ago, it preoccupied the ancient philosophers: both Plato and Aristotle wrote about it.7 Thousands of years before that, it is said to have kickstarted the Agricultural Revolution: only when property rights assured people of the metaphorical and literal fruits of their labor—harvesting cultivated crops, rearing domesticated animals—did it make sense to stop living as an itinerant forager and settle down to profit from the sedentary life of a farmer.8 And if we are open-minded, we might imagine that the origins of it are even more distant. Adam Smith once wrote that “nobody ever saw a dog make a fair and deliberate exchange of one bone for another with another dog. Nobody ever saw one animal by its gestures and natural cries signify to another, this is mine, that yours.”9 But I’m not sure Smith is right. Look carefully at the animal kingdom, and you can in fact see clear claims of “mine” and “yours” in action: from animals respecting each other’s claims to geographical territory (today, a movement in favor of animal property rights argues that human beings ought to respect those claims as well) to recognizing sexual monopoly over mates. It only requires a modest leap to think that hundreds of thousands of years ago, similar informal notions of property might have held for our ancestors.

Yet the idea of intellectual property (IP)—that an intangible idea can be owned—is a far more recent invention.10 There is a scattering of ancient precedents: the Greek rhetorician Athenaeus wrote of chefs from Sybaris in Italy who were promised yearlong monopolies over any “exceptional new dish” they created, “to encourage other individuals to work hard to outdo themselves in this area”; the Roman architect Vitruvius recalled a poetry competition in Alexandria, Egypt, that ended “in disgrace” when almost all the competitors were to found to have “recited borrowed work” rather than “original compositions” and were ordered by the king “to be brought to trial for theft”; the Roman historian Suetonius recalls how a knight, Servius Clodius, was foolish enough to plagiarize a book written by his father-in-law before its publication—he was disowned, exiled, “fell ill of the gout,” and killed himself (out of pain and perhaps remorse) with a “poisonous drug to the feet.”11 But these were exceptions.12 Instead, new ideas—whether culinary, poetic, literary, or otherwise—were considered to be the result of divine intervention, gifts from the gods, and the notion of charging a fee for their use was widely regarded as morally repulsive.13 That only changed with the Enlightenment in the seventeenth and eighteenth centuries. Then, for the first time, thinkers began to see their intellectual creations as a product of their own personal cognitive toil, and something that they owned as a result. “What form of wealth could belong to a man, if not the work of the mind?” wrote the philosopher Denis Diderot at the time, capturing the spirit of that shift.14

Today, IP law—the collection of formal rules and regulations that protect people’s rights to their intellectual creations—is the most important tool box that societies have to shape the creation and distribution of ideas. It is a deceptively dry term for one of the most profound questions we can ask about how we live together in society: who gets to own and control the ideas that we create? And though this toolbox includes a spread of different instruments, all of them share a similar sort of protective purpose: copyright provides protection to original creations, like books, music, photos, and films; patents protect inventions and scientific discoveries; trademarks protect any mark that distinguishes one product from another, like brands, logos, and jingles. When thinking about IP reform, this body of existing law—the multivolume tomes that hold the regulations, the oak-paneled courts which enforce them—can seem forbiddingly well-established and immune to change. But its history should help demystify that intuition: it is a modern creation, still in its conceptual infancy compared to traditional property rights. It can be reformed if we have the will.

There is also another distinguishing feature of IP that is important to keep in mind. From a practical point of view, traditional property rights for physical things matter for two reasons: they encourage investment in those things and, in turn, prevent them from being degraded through overuse.15 Ranchers equipped with property rights, for instance, are happy to spend time and effort looking after their fields because they know that they will receive any income from that investment, and they are also reassured that those fields will not be worn down by other opportunistic ranchers who turn up with their animals in a pasture-depleting free-for-all. Both these factors pull in the same direction: toward stronger property rights. But intellectual property rights are different. The risk of underinvestment still remains: if a creator does not have some exclusivity over their ideas, and there is no prospect of payback for the time and effort they put in, then the incentive to come up with any idea in the first place is diminished. Think of an agricultural scientist: why invest in developing a better fertilizer recipe if there is no prospect of profiting from it? This again pulls toward stronger rights. However, the big difference between a tangible object and an intangible idea is that there is no problem of overuse with the latter: as discussed in Chapter 2, intangible things are nonrival in consumption, and their use and reuse does not wear them down. The fertilizer recipe, for example, is no less effective if other farmers are able to copy it and put it to use—on the contrary, if anything they might tweak and improve it. And this difference pushes in the other direction, toward weaker rights that allow ideas to spread far more widely.

The implication is that architects of an IP framework must performing a balancing act that designers of a traditional property rights regime do not have to engage with. On the one hand, they must provide enough exclusivity so that creators are willing and able to invest in new ideas. But on the other, they must make sure they do not go too far, such that the use and reuse of those ideas is overly restricted. Too lax and, in the words of the American jurist Richard Posner, you “kill the goose that lays the golden eggs”; but too tight, and the golden eggs that are laid rot in disuse. In theory, this is a subtle task, one that requires policymakers to tweak and tinker with the level of protection until they find just the right balance. In practice, though, this theoretical subtlety is a distraction: the current balance is way off, excessively restrictive and choking off the creation of new ideas as a result.16 This is for three reasons: what I call IP anachronism, IP imperialism, and IP weaponization.

To begin with, the existing IP framework is outdated: this is IP anachronism. To see one example, take the Berne Convention, the international agreement that coordinates copyright law between countries and provides minimum standards for protecting works. It is an old regime, ratified back in 1886 at the instigation of the French writer Victor Hugo. And as one would hope with such an old agreement, it has been periodically updated, going through seven revisions in its first eighty-five years.17 Unfortunately, though, those changes ground to a halt some time ago: the last significant one was made back in 1971. This stasis means that a central component of the copyright regime has not changed for more than half a century. Its current shape was not only determined in a world before the internet, but at a time when only a tiny minority of people had computers at all (as late as 1980, the US had fewer than one PC per hundred people), and the whole concept of personal electronics had not yet been invented (the Sony Walkman, the first personal device, only arrived in 1979). Even before interrogating the details of the IP framework, it is hard to imagine that a regime designed in such a different technological setting would still be fit for purpose in the twenty-first century. Indeed, difficulties have been emerging from various directions: the fact, for example, that creators no longer release their work in an single physical place, creating an obvious country of origin for a work, but online and anywhere in the world with an internet connection in an instant.18

Another problem is that the IP framework has expanded its reach over the last century: this is IP imperialism. In part, the issue is that IP has drifted into new areas. In the US, for instance, patent protection is now offered to medical procedures (over a dozen of them get patented per week, thanks to legislation from 1952) and new plant varieties (thanks to the Plant Patent Act of 1930), among much else.19 Until a recent Supreme Court ruling, it was even possible to secure patent protection for human genes.20 In the sports world, dubious trademark protections are widespread, covering celebrations (Usain Bolt’s lighting pose), catchphrases (John McEnroe’s “You Cannot Be Serious!”), and colors (Boise State University’s blue football field turf).21 Another issue is that IP has also become far more entrenched in its traditional areas: in almost all areas of the law, across many jurisdictions, the length of protection has crept up and up. “F Scott Fitzgerald published The Great Gatsby in 1925 and died in 1940,” notes the Financial Times columnist Tim Harford. “The work only entered the public domain in 2021, after several posthumous copyright extensions, none of which can have been much of an incentive for him to write more.”22 In the world of Big Pharma, this practice of prolonging IP protection has been bucolically rebranded as “evergreening.” It is a profitable activity for them: if a drug loses its patent, it becomes “generic,” so others can produce it and its price plummets. It is also a pervasive one: one study found that 78 percent of drugs associated with new patents in US Food and Drug Administration data were, in fact, existing drugs.23

A big driver of this IP imperialism is that the IP regime has become far too careless about issuing protections. The result is patent absurdities. In 2002, for instance, a five-year-old boy was granted a patent (No. US6368227B1) for a “method of swinging on a swing.” “A few basic types of swings have been around for generations,” wrote the US Patent Office, and “a new method of swinging on a swing would therefore represent an advance of great significance and value.”24 (The boy’s dad, a patent lawyer, wanted to show him how the system works; it is unclear if he succeeded.) Less amusing are the cases when these sorts of patents are issued to large companies. In 2000, IBM patented an invention for “providing reservations for restroom use” on an airplane (No. US6329919B1)—“the dangers of standing on an airplane while the airplane is in flight are well known,” the US Patent Office wrote. Then there was Amazon, which in 1999 was granted a patent (No. US5960411A) on “single-action ordering” or “1-Click Ordering,” and then attempted to sue Barnes & Noble for introducing an “Express Lane” online checkout.25 These sorts of cases are not limited to the US. In Australia, for instance, a patent lawyer was granted protection in 2001 for a “circular transportation facilitation device” (No. AU2001100012)—in other words, a wheel.

Yet the most pernicious flaw with the IP framework is the way in which it has become such a powerful tool in the arsenal of anticompetitive business behavior: this is IP weaponization. This risk was known to the original architects of the regime. “In the eighteenth and nineteenth centuries,” writes the American scholar William W. Fisher, “lawyers and politicians were more likely to refer to patents and copyrights as ‘monopolies’ than they were to refer to them as forms of ‘property.’ ”26 And today, companies intentionally build up patent thickets, dense collections of overlapping protections that make it extremely difficult for potential rivals to commercialize new technologies.27 It is estimated that there are 250,000 patents related to smartphones, for example, and any potential upstart would in theory need to contend with each of these to be assured of a litigation-free launch for a competing product.28 Then there are patent trolls and patent hoarders, predatory companies who build large collections of patents not to deploy them in the market but solely to catch unsuspecting innovators who accidentally infringe upon them, hitting them with litigation in hope of profit.

Taken together, the problems with the IP framework—that it is anachronistic, imperialistic, and weaponized—show that it is not fit for its purpose. We are far too protective of the status quo, coddling those who have discovered ideas in the past at the expense of those who want to use and reuse those ideas in the future. What should be done? There is a long list of changes that would help. One is simply enforcing the existing rules. In almost all countries, for example, a patent requires that an invention is nonobvious—but as the farcical examples given earlier demonstrate, that criterion is clearly not applied in practice. Another useful change would be to introduce a “use it or lose it” rule. Some 40 to 90 percent of patents, reports The Economist, are never used or licensed; terminating idle patents like these would help prune patent thickets and punish patent trolls.29 A further reform is simply to provide more funding for properly operating the existing IP regime: many lapses in judgment are due to the system being overstretched. The US Coast Guard, for instance, has more than three times the budget of the US Patent Office—a signal of relative priority that is not unique to the United States.30 Finally, it is also worth exploring alternatives to IP. For instance, offering prizes rather than patents in areas of known needs—setting up a fund that, say, rewards those who discover a treatment for a particular disease with a one-off payment rather than a temporary monopoly—would allow people to profit from their inventions without the creativity-stifling effects of legal protection.31

If there is a single philosophy that captures the spirit of the required changes, it is this: the IP system must be wiser, leaner, and simpler. It must be wiser so that we do not blindly force principles that were developed in the tangible world onto the intangible world, addressing the challenge of IP anachronism. It must be leaner to repair the imbalance that has come from protections seeping into too many areas of our economic lives, addressing the challenge of IP imperialism. And it must be simpler to avoid the abuses of the framework that all too often hide behind its complexity, addressing the challenge of IP weaponization.

For those with an interest in IP, many of these proposed reforms will sound familiar and sensible. And so, the question is why they have not already been implemented. The answer is that large companies—with clear strategies, deep pockets, and lobbying power—have been able to tip the balance of the IP regime in their favor, whereas the many individual users of ideas, fragmented and uncoordinated, have not. This implies that a far greater countervailing force is required from society to push the balance in the other direction. At the start of the internet era, a group of academics and activists—Larry Lessig, James Boyle, and Aaron Swartz, among others—noted both the importance of the moment and its fragility. The combination of internet technology and the peculiar properties of ideas, they recognized, could lead to an explosion in the creation of new ideas; yet this flourishing could easily be frustrated if the restrictive spirit of traditional property rights, developed for the tangible world, was imposed unreformed on the intangible world of cyberspace. The movement had some practical successes, such as the Creative Commons organization, which helps people publish their ideas in a way that others can use and reuse without fear of breaking IP law. (As of 2021, more than 2 billion works are available under a Creative Commons license.)32 Yet for a variety of reasons, the enthusiasm gradually fizzled out. Now is the time to fire it up again. If the birth of the internet provided the initial energy for the movement, then the challenge of our present moment—the need to create far more ideas, more technological progress, and more growth—should be harnessed to do the same.

The legacy of one of those individuals—Aaron Swartz—is particularly important. Swartz was brilliant. By his early twenties he was an iconic programmer, entrepreneur (creator of RSS and co-founder of Reddit), and a philosopher-activist with a cult following. His colorful life, coupled with his unusual sense of purpose so early on, was celebrated by many great minds of our time. The creator of the World Wide Web, Tim Berners-Lee, hailed him as a “fighter” and “a shining force for good.” The Harvard law professor Larry Lessig described him out as “an icon, an ideal” and “my mentor,” though Lessig was twenty-five years his senior.33 At twenty-six, Swartz took his own life while under the pressure of a federal investigation. He had downloaded millions of documents from the pay-to-view journal archive JSTOR, a resource traditionally only available to the lucky few affiliated with academic institutions, with the intention of making them available to everyone for free. “The world’s entire scientific and cultural heritage,” he wrote in a manifesto five years before his death, “is increasingly being digitized and locked up by a handful of private corporations.” He could not accept that fact and strove to “make it a thing of the past.”34

When we think about the creation of new ideas, Swartz’s fight matters for two reasons. To begin with, his activism reminds us not to think about ideas too narrowly, to remember that it is not only the big new breakthroughs that matter, but our entire imaginative legacy—all our thoughts, big and small, new and old, that he feared were being locked up by a new generation of digital gatekeepers. Much of this chapter focuses on the sort of inventions that are created by R&D and similar processes, but it is worth remembering that there are many other types of ideas as well. The other reason to keep Swartz’s legacy in mind is that he stood for something important. In his short life, he became a standard-bearer for the free culture movement—a group that not only thought the IP regime was overly restrictive, stunting our culture as a result, but also believed more generally in a society that was open rather than closed, and had faith in the creative flourishing that would flow from such freedom. In addressing the IP balancing act we saw before—the tension between providing more incentives for creators and promoting the spread of ideas—they held that the right course was to err in favor of sharing ideas rather than locking them up. That way of thinking about the world should animate us as well. A world where children, for instance, face the threat of formal prosecution for making remixes of copyrighted material and sharing their creations with one another for a smile—70 percent of what children do online, estimates Lessig, breaches copyright and is illegal35—is not only one that has lost its way from a cultural or artistic point of view, but is likely to be losing out from an economic standpoint as well.



Far More R&D

If an IP regime is effective, those who come up with new ideas will be confident about benefiting from their discoveries and encouraged to put in the effort. But from the point of view of society as a whole, that self-directed hustle alone is not enough. This is because the private benefit to a company or an individual from coming up with a new idea, however vast it may be, will always be completely dwarfed by the social benefits that come when that idea ripples through society and is used and reused by others for free. This creates an important role for the state: to step in and narrow that gap between the private and social value of R&D.

The question then follows: how much R&D should the state be aiming for? In considering the issue, just as with the broader question about how much more growth we need, there is a risk of being too precious. Given the level of R&D we do today, the answer is simple: far more. “Relative to what we should be doing,” writes Tyler Cowen, “we are currently living in an investment drought.”36 He is right. The current shortfall is obvious when you look at what countries are managing at the moment. In France, Netherlands, and the UK, for example, R&D intensity (that is, R&D expenditure as a percentage of GDP) has collapsed since the middle of the twentieth century. In Spain, Portugal, and Sweden, it has also fallen in that period, though less dramatically. And in the US, the measure has stagnated at late-1960s levels for decades. Nor is it only the trends in R&D that are troubling—actual levels of R&D in those countries are low to begin with as well. Israel, for instance, with its widely celebrated culture of innovation, invests about 5.4 percent of GDP in R&D each year. The average OECD country barely manages half of that, with only South Korea coming anywhere close. These lackluster contributions are shown in Figure 8.3.
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Figure 8.3. R&D expenditure as percent of GDP


In turn, even Israel’s overall efforts look modest when compared with R&D investment among leading companies. Alphabet, for instance, spent a whopping $27.6bn on R&D in 2020, or 15.1 percent of its revenue; Huawei spent $22.0bn, or 15.9 percent; Microsoft $19.3bn, or 13 percent; and Facebook $18.5bn, or 21 percent.37 To be sure, a country is not a company, and any comparison between the two should be taken in that spirit. Yet the contrast still says something striking about their priorities. Not only are these companies willing to sacrifice a far greater chunk of their revenue each year in pursuit of new ideas than governments are, but the actual amounts they are willing to invest are vast in comparison to what entire countries are able to muster. Take the UK government: in 2022, it slapped itself on the back by announcing that its contribution to the country’s R&D expenditure would reach “its highest ever level” in the near future, rising to £8.8bn in 2024–25.38 Yet that number, unprecedented though it may be, is still barely half of what Facebook currently spends each year, and a mere third of Alphabet’s expenditure.

Alongside the debates about the right level of R&D are disagreements about how it ought to be spent. There are clashes about where to spend it: in the UK, for example, some want more R&D funding to go to the innovation establishment in Oxford and Cambridge, while others dismiss that as elitist and hope to nurture new clusters outside the southeast of England. There are arguments about what to spend it on: should we use this money to further our understanding of the technologies of the moment, like AI and semiconductors, or explore something more adventurous and unproven, like synthetic biology, deep-sea mining, or hydrogen fuel?39 And then there are tensions over who should provide the money in the first place: the state, private companies, or a blend that falls in between. In the world of R&D, there are many other, more granular disagreements like this. But it is important to remember that while these debates about the best ways to conduct R&D are valuable, the priority is the general rule of thumb from before: more R&D. Increasing overall R&D is the first-order problem; determining its composition is a second-order one. We need to invest in all places, both the established and the new. We need to invest in all sectors, both the known and the unknown. And we need to draw on all corners of economic life to make that happen.

It is worth saying a little more on this last point. Government R&D intensity has been falling around the world for four decades. This trend is unfortunate and ought to be reversed.40 But at the same time, simply ploughing money into traditional research institutions—which is where a great deal of state support ends up—is not enough. As critics note, universities might be good at invention, the act of making intellectual breakthroughs, but they are not famed for innovation, the task of putting new ideas to commercial and productive use. What’s more, many private companies can compete effectively with public universities at their own academic game—and it has been that way for some time. In the 1960s, for instance, the chemical company DuPont published more articles in Journal of the American Chemical Society than MIT and Caltech together; in 2020, Google presented more AI papers at the leading conference in the field than Stanford and MIT combined.41 And just as the private company Bell Labs was responsible for many of the great inventions of the twentieth century—transistors, lasers, a string of programming languages, among much else, racking up nine Nobel Prizes for its work—there is little doubt that at some point in the twenty-first century we will say the same about other private companies, such as OpenAI and DeepMind, that are developing the key technologies of our time.

Perhaps the most important realization regarding which institutions are best placed to conduct R&D, though, is that there is not a binary choice between the state and the private sector: we can combine the two. Many of the great technological achievements of our times have relied upon the state and private sector working together in a variety of different ways. Take the Apollo space mission, which we associate with NASA. “We got to the Moon without private contractors, if I’m not mistaken,” said the US Representative Jamaal Bowman when discussing NASA’s proposed budget for 2022. To which the administrator of the space agency dryly responded: “In the Apollo program, Mr. Congressman, we got to the Moon with American corporations.”42 Indeed, the range of private companies involved in the program was impressive.43 There was Boeing to make the rocket, Velcro to strap things down, Motorola to provide the data uplink system—even the Hammond Organ musical instrument company to build high-spec mechanical timers and clocks. On the flip side, consider the creation of the iPhone. Though it is celebrated as the accomplishment of a flourishing, free-thinking private sector, there is a case to be made that almost “every technology that makes the iPhone a smartphone”—the GPS navigation, the Siri assistant, the LCD touchscreen—“owes its vision and funding to the state.”44



Far More People

New ideas not only require more money, they also need more people. After all, new ideas still tend to be the product of the human imagination. (At least for now—I will turn to the alternative in a moment.) Recent events in the US have hammered this home. As President Trump made immigration harder—under his watch, net migration fell steadily from over 1 million in 2016 to just 247,000 in 2021, the lowest level in decades—idea-rich corners of the American economy struggled.45 And leaders in the technology sector, where new ideas matter more than anywhere, were particularly loud in lamenting the lack of qualified workers available for hire. This was a predictable outcome, since all parts of that sector rely on people from beyond America’s borders. They are there in creating new companies: in Silicon Valley more than half of the population speaks a language other than English at home, and since 2000 immigrants have founded more than half of America’s “unicorns” (start-ups valued at $1bn or more).46 They are there in developing skills that matter: the majority of American computer scientists and engineers with PhDs, and the majority of its graduate students in AI- and semiconductor-related programs, were all born overseas.47 And they are there when recognition is handed out: from 1969 to 2020, about a third of the Nobel Prizes awarded to Americans were given to those born elsewhere.48 This is not just an American story: many countries, watching the US try to backtrack on some of its restrictions after President Trump, have sensed blood in the water in the global war for talent.49

For me, this is also a personal story. The fact that I am here to write this book at all is thanks to my grandpa, Werner Susskind, who at seven years old, with some of his family, was one of the few Jews who managed to flee Germany for Britain, forced into exile as insanity descended on the continent. (His dad, Ralph, never made it.) And with that in the back of my mind, I have always been proud of the anecdotes that capture how Jewish migrants have transformed the places they ended up. The giants of early-twentieth-century American life that I admire, for example—Niels Bohr, Albert Einstein, John von Neumann—were all part of that same crowd. This is why I found the work of the economist Petra Moser so moving. Looking in a more systematic way at the wave of wartime immigration to America, she found that the arrival of Jewish émigrés led to a 31 percent increase in innovation in their fields as measured by patenting activity—despite the antisemitic hurdles (a “Kafkaesque gridlock,” in the words of one scholar) their hosts frequently placed in the way.50 Yet this, again, is just one example of a general phenomenon: when it comes to the discovery of new ideas, migrants matter. In short, one of the best things a society can do to promote the discovery of new ideas is to allow more immigration.

Of course, a country’s route to having more people creating new ideas isn’t only to poach them from elsewhere. In all countries, without exception, there is also vast unmet potential at home, people who have not had the chance to make the most of their talents. In part this is a question of priorities. Around the world, only a very small number of people work in R&D, for instance: in the European Union, it’s just 1.39 percent of the workforce. But this unmet potential is also a consequence of inequalities. Talk to a citizen of any country, and they will have their own national version of the American Dream to tell you about—some take on the idea that through hard work people in their society can rise as far as their talents will take them. Yet time and again, the data tell us that these sorts of beliefs are more delusions than dreams, that factors other than effort and talent largely determine who rises and who sinks.

A recent study, for instance, looked at the factors that determine who becomes an inventor in later life, using data on 1.2 million patent holders.51 What the researchers found was troubling: a child’s chance of becoming an inventor was heavily dependent on their race, their gender, and the income of their parents. White people in America, for instance, are more than three times more likely to become inventors than Black people. Men are far more likely to become inventors than women: among forty-year-old inventors, for example, more than four-fifths are men. And a child with a parent in the top 1 percent of the income distribution is about ten times more likely to become an inventor than one whose parent has a below-average income. Figure 8.4 shows this final observation across the full spread of incomes. The strong positive correlation demonstrates that children with richer parents are far more likely to become inventors for all sorts of income levels.

How do we explain children’s varying outcomes in later life? The data dismiss the idea that they might have different talents at birth—the “nature” hypothesis. When kids have similar math scores in early childhood, for instance—a useful predictor of their future inventive ability—race, gender, and parental income still play a big role in determining whether they become inventors. With that in mind, the alternative “nurture” hypothesis is far more compelling: that the societies in which children grow up, and the opportunities they receive on account of things like their race, gender, and family income, are what really matters. The fact that these arbitrary factors play such an important role in determining a child’s future is entirely unjust. But, to put it bluntly, it is also an economic opportunity. According to this particular piece of research, for instance, if racial minorities, women, and children from low-income families invented at the same rate as white men from high-income families, the result would be a quadrupling of innovation in America.52 This finding is reminiscent of a slogan that has become increasingly popular in recent years: “talent is evenly distributed, but opportunity is not.”

There are lots of arguments for why inequality is a bad thing. It might make some feel unvalued or ashamed; it might let others wield too much control.53 But from the economic standpoint, inequality is also just deeply inefficient. A world where some are not able to discover and share the new ideas they might otherwise—where, in the words of Oliver Wendell Holmes, they “die with all their music still in them”—is not only a culturally diminished world but an economically diminished one as well.54
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Figure 8.4. Inventors and their parents’ income


The inefficiency of inequality is something that appeared to worry some of the early economists. “The children of the working-classes,” wrote Alfred Marshall, capturing the idea in the congested prose of the late nineteenth century, “go to the grave carrying underdeveloped abilities and faculties; which, if they could have borne full fruit, would have added to the material wealth of the country.”55 And it is an observation that remains true today. Think of 1960s America, for instance. Back then, 94 percent of doctors and lawyers were white men. The idea that this imbalance was because these people were the best for the job is laughable. Clearly, both fields would have been far better off if prospective workers had been allocated to these roles according to talent, rather than race or gender. By 2010, the percentage of doctors and lawyers who were white men had fallen to 62 percent—still disproportionately high, but an improvement. And in the economy as a whole, improvements like this are thought to have been responsible for almost 20 percent of the increase in productivity during that half-century.56



Far More Technology

The final thing we can do to discover more ideas is likely to be the most consequential in the longer term—but it is also the one that tends to get neglected.

Consider the work of the philosopher William MacAskill. In his influential book What We Owe the Future, he recognizes the importance of new ideas in driving growth, and considers how we might discover more: either “increase the share of the population that is devoted to research” or “increase the total size of the labour force.”57 This is the same sort of argument I made earlier. But MacAskill then concludes that stagnation is nevertheless inescapable. His explanation is straightforward: “we should not expect either of the two aforementioned trends … to continue.”58 It is not possible, he notes, to employ an “ever-increasing fraction” of the labor force in research—100% is the most it can be—and “the trend of an ever-increasing population seems set to stall.” (He considers, for instance, the prospect of trying to “increase the size of the labour force by making it more attractive for people to have kids”, but “the data suggest this is very hard to do.”)59 In short, there are only so many researchers that can be put to work in R&D, only so many ideas that they can uncover, and only so much growth that can be achieved.

Yet MacAskill is wrong to reach such a pessimistic conclusion, and the reason why is important. Put aside his concerns about the possible limits to R&D staffing and the folly of quasi-Malthusian attempts to influence fertility; both of these are sensible worries. The problem with his story is found elsewhere. In his account of growth, all that matters is the researcher headcount. But this is not right: the productivity of those researchers is also hugely important. An hour of my time spent in a scientific lab, for example, would be far less productive than an hour spent by a researcher who actually knows what they are doing. And an hour of that researcher’s time in the best-equipped lab in the world, rather than in a barely adequate setup, is likely to be greater still. In short, the productivity of researchers—like the productivity of any worker—can vary. And most importantly, there is no theoretical limit to how productive a researcher could be in the future, how quickly they might be able to come up with more ideas in the centuries to come. MacAskill’s story, lacking a serious discussion of research productivity, is therefore dangerously misleading.

In fact, if MacAskill and others had paid more attention to productivity, they would likely have identified the real reason for being pessimistic about our capacity to produce new ideas in the future: that research productivity appears to be falling. For one striking example, consider the best-known technological trend of our time, Moore’s Law.60 Back in 1965, the co-founder of Intel, Gordon Moore, predicted that we would be able to double the number of transistors on a silicon chip roughly every two years. In turn, this implied that computer processing power would double every couple of years as well.61 This was a dramatic forecast: a doubling every two years implied exponential—or, quite simply, explosive—growth. And in the event, Moore turned out to be right, with computational power soaring by a factor of around 10 billion between 1950 and 2000.

The story typically ends at this point—with a celebration of Moore’s foresight and the progress that came with it. But a team of economists at Stanford looked beneath this headline and found that all is not entirely well. Although the technological progress has indeed been sustained for decades, it has required ever more people to keep it up. Today, for instance, the number of researchers required to double the density of transistors on a chip is eighteen times as many as were needed back in 1970. In short, monumental progress is still being made, but the productivity of the researchers responsible for it has fallen rapidly.

Importantly, this finding—that breakthroughs have been requiring ever more people—is not limited to the task of fitting more transistors on a chip. In fact, wherever this group of economists looked in the US, they found the same pattern: from agricultural crop yields to the effectiveness of disease treatment, a given amount of progress appeared to require ever more R&D. In the world of drug discovery, this trend is known as “Eroom’s Law” (Moore’s Law spelled backward): just as the number of transistors on a chip has been rising exponentially, the number of drugs discovered per billion dollars spent on R&D has been declining exponentially, roughly halving every nine years.62 Figure 8.5 shows the picture for the US economy as a whole: overall research effort had risen twenty-three-fold since the 1930s, driving the creation of new ideas, but the productivity of that research has fallen an enormous forty-one-fold, slowing down the rate at which those new ideas are being discovered. In short, it seems that “ideas are getting harder to find.”63

[image: Line graph shows the effective number of researchers rising while research productivity falls between the 1930s and the 2000s.]
Figure 8.5. Researcher numbers and research productivity


This account feels intuitively right. Think about the field of physics. Not that long ago, it was possible to imagine the discipline populated by lone-ranging intellectuals, each making discoveries in solitary contemplation—Isaac Newton resting under the apple tree at Woolsthorpe Manor, Albert Einstein reviewing applications in the Zurich Patent Office, Werner Heisenberg wandering across the sodden crags of Heligoland in the North Sea. Yet if this is an overly romantic conception of the historical field, it bears no relation to the contemporary one at all. Take the discovery of the Higgs boson, one of the great achievements of our time. Since the 1960s, this elementary particle has played a central role in our understanding of the universe; hence its nickname, the “God Particle.” But until recently it only existed in theory, to the frustration of those hunting for it; hence its other nickname, the “Goddam Particle.” In 2012 it was finally spotted in the wild, and Peter Higgs and his colleague François Englert were awarded the Nobel Prize in Physics. Yet though the prize-giving suggested otherwise, this was not the achievement of a couple of great minds working in splendid isolation. In fact, the discovery relied on the Large Hadron Collider, a $10 billion machine built, maintained, and studied by thousands of researchers.64 In that spirit, the first joint paper published by the various teams working at the collider (which attempted to weigh the boson) had a record-breaking 5,154 authors attached to it. The paper was thirty-three pages long, but only nine of them had details on the actual research; the remaining twenty-four listed all the names and their institutional affiliations.65

Reversing this decline in research productivity is critical for discovering new ideas in the future. This is particularly true if, as many believe, this decline reflects the fact that we have now picked the low-hanging fruit, that we have discovered the ideas—for increasing crop yields, improving disease effectiveness, squeezing transistors onto a silicon chip, and so on—that are easiest to find. Picking all the low-hanging fruit does not mean there is no fruit left on the tree. But it does mean that we not only need more people working on the task—we also need them to get far better at it. How can this be done?

One task is to slim down the academic bureaucracies that have flourished in the funding-rich, rule-friendly environments that have emerged around universities. This so-called administrative bloat is hard to ignore. For some time, US critics have despaired at how the number of administrators has ballooned in higher education, culminating in the perverse situation where many American universities now employ more administrators than faculty members, the ones who teach and do the research.66 In 2021, Yale University managed to reach the headlines for employing more “managerial and professional staff” (5,066) than faculty (4,937). Numbers in both of these categories, more spectacularly, exceeded the number of undergraduate students (4,703).67 Others are not immune from the bloating: Harvard University, for instance, reports 7,708 “administrative and professional” employees while enrolling 7,178 undergraduates.68 It is hard to imagine that this does not waste limited resources that would be far better spent on research. At the same time, the administrative bloat also creates its own burdens and distractions. Today, researchers are forced to spend about 40 percent of their time on grant administration, rather than coming up with new ideas.69 The research they end up doing appears to be distorted by this as well: in a recent survey, four out of five researchers said they would change their research agenda if they were freed from grant conditions.70 In short, there is no doubt that our universities have a case to answer.

Yet while deflating this administrative bloat would be useful, it is far from sufficient. For one thing, as noted before, not all useful research emerges from traditional publicly funded institutions. And there is also much more we can do to directly improve research productivity as well. As with the productivity of any type of worker, we can provide researchers with skills and capabilities to do their jobs better; governments are already making policy gestures to that effect.71 Far more promising, though, rather than simply relying on ever more education and training, is to turn to technology—and build computer systems that either help researchers in their hunt for new ideas, or even replace them altogether.

This idea that technology might help people discover new ideas has a long history. This is particularly true in the world of AI. In 1955, before the field even had a name, two of its eventual founding fathers built the Logic Theorist. This was a computer program designed to prove theorems from the Principia Mathematica, a difficult three-volume book of symbolic logic written by the philosophers Bertrand Russell and Alfred North Whitehead. Remarkably, unlike many of the other systems developed at the time, it actually worked. Logic Theorist proved most of the theorems in the second chapter of the book, and the proof it provided for one of them—number 2.85, to be exact—was thought to be more elegant than that of the original authors. Russell, when he heard the news, “responded with delight.”72

Six decades later, writing my 2015 book The Future of the Professions, I caught a glimpse of how these sorts of research-supporting technologies had developed. In medicine, for instance, I saw systems that promised to help doctors cope with the deluge of new ideas. (It is indeed a deluge: if only 2 percent of the new medical literature being published in 2014 was relevant to a particular doctor, for example, it would still take them at least twenty-one hours every day to read it.) More impressive, though, were programs that promised not only to summarize existing ideas but to generate new ones. A system developed by IBM and the Baylor College of Medicine, for instance, was said to scan the existing research on a particular cancer-suppressing gene and generate a set of hypotheses for new chemical switches that might turn it on and get it working.73

In the years that followed the publication of that book, a steady stream of technologies have been built in the same spirit, crafted to organize old ideas and discover new ones. The advances in that short time were remarkable. Again, take medicine. Today, many companies compete to offer products that organize old ideas, review academic literatures, extract key themes, summarize important articles, even write rudimentary research papers. Far more exciting, though, are the technologies that generate entirely new ideas. The field of AI-enabled drug discovery, in its infancy only a few years ago, is now well-established. Moderna, for instance, was celebrated for using AI to develop their Covid-19 vaccine during the pandemic.74 But perhaps the most exciting development in this space has been AlphaFold, a system developed by DeepMind to tackle the protein folding problem, a benign name for one of the most profound and difficult questions in biology.

DeepMind already had a spread of achievements behind it before turning to biology, from game-playing triumphs (culminating in AlphaZero, a system that taught itself in a few hours to play chess, shogi, and go at superhuman levels) to more practical victories (for instance, reducing Google’s data server cooling bill by 40 percent). But with the protein folding problem, the team had a far grander challenge in sight.75 Proteins are essential for life: with most living things, if you drain away all their water, half of the weight of what would be left is proteins.76 In any human cell, there are tens of thousands of different types, each of them acting as a tiny biological machine with its own function, from transmitting signals to fighting infections. A protein’s particular function is determined by its three-dimensional shape, but figuring out the shape of a given protein—how it folds itself up—is extremely difficult. Over time, various techniques have been attempted, from suspending the protein in crystals and firing X-rays at it (X-ray crystallography) to freezing the protein in a solution and firing electrons at it instead (cryo-electron microscopy).77 But these methods are costly, hard, and time-consuming. It is said that it typically takes a research student in biology their entire PhD to figure out the shape of just one protein—and there are hundreds of thousands of them.78 Until very recently, no more than a measly 17 percent of the three-dimensional (3D) shapes of proteins were known.79

Demis Hassabis, the creator of DeepMind, became intrigued by the work of a biologist named Christian Anfinsen. Back in 1963, Anfinsen had gave the field a tantalizing glimpse of a different way to solve the folding problem.80 For context, every protein is built up from individual molecules called amino acids, of which there are twenty. This means that if you assign a letter to each amino acid, one precise way to describe a protein is as a string of letters from that twenty-character alphabet. Crucially, this one-dimensional string is far easier to observe directly than the protein’s 3D shape. And Anfinsen’s claim was that it is theoretically possible to figure out the latter from the former, that you could predict the 3D shape from knowing only the one-dimensional string. For this bold argument, Anfinsen would win the Nobel Prize. But to the great frustration of his followers, he never actually explained how to do it in practice. And without that explanation, researchers were lost: the number of possible 3D shapes that could potentially be created from one string was absolutely enormous, creating a search space so vast that would take longer to sift through all possibilities than the age of the universe.

As Hassabis put it, predicting the 3D shape of proteins from the one-dimensional amino acid sequence became a sort of Fermat’s Last Theorem for biology—a seductively simple claim, captured in the field’s metaphorical marginalia, that turned out to be extremely difficult to solve. So he built AlphaFold to do just that. In 2018, the first version of the program attended (in virtual form) an event called the Critical Assessment of Protein Structure Prediction, or CASP, a biannual global competition where more than a hundred groups of researchers from around the world compete to predict 3D protein shapes from those one-dimensional strings. It won the event. Then, in 2020, AlphaFold 2 entered the competition and not only won but achieved a level of accuracy that astounded the profession.81 Again, this was not simply a fun bit of biological origami: the shape of a protein is key for understanding what it does, how it causes diseases, how it interacts with drugs. In 2022, DeepMind made publicly available the 3D structures it had discovered of hundreds of millions of proteins, nearly all the proteins known to humankind. In the first eighteen months, more than one million researchers used these results in their work.82 It will be fascinating to see how this liberation of ideas unfolds in years to come.



What Else Matters?

There may be some people, particularly those with a pre-existing interest in the idea of economic growth, that will arrive at the end of this chapter and feel it is incomplete. They will feel frustrated at the brevity of the list of interventions I have set up. And they may be tempted to add other traditional proposals for growth: better infrastructure, improved land use planning, and more education are a few of the likely candidates. I do not intend to completely rubbish these proposals by leaving them out of this chapter. The intellectual history of the idea of growth, and how little we still know about it, is a warning against that sort of dogma. Nevertheless, if there is one lesson we have learned, it is that we tend, in the words of Isaiah Berlin, to underestimate the power of ideas. And in my view, the proposals I have set out in this chapter—improvements in the IP regime and more resources, people, and technology devoted to R&D—are the most effective way that we have to discover more of them. Other possible approaches must be judged according to the same narrow criterion: do they help us discover new ideas or not?

Take the proposal to build better infrastructure. It is common to hear the claim that the route to sustained economic growth is through building more tangible things—roads and railways, bridges and tunnels, factories and warehouses. Yet as we saw in Chapter 2, there is little empirical or theoretical support for the idea that more investment in physical capital has that result. And the risk in spending too much time on this sort of proposal is that it can lead us to indulge in the kind of capital fundamentalism that has historically led to enormous financial waste, particularly in the developing world. Again, the point is not to dismiss the idea completely. It may very well be that investment in certain types of physical capital—like reliable broadband infrastructure, for example—would make it easier to discover and share new ideas, boosting growth as a result. But in the hierarchy of possible interventions, more investment in physical capital ranks low on the list.

So too does better land use planning. This might come as a surprise in a place like the UK, where this debate is particularly heated: many people are furious about the fact that some of the most successful cities are confined within Green Belts, surrounding rings of land where building is prohibited. (This is done not, as the name implies, for environmental reasons, but to encourage high-density development within the belt and stop urban sprawl.) Again, it is entirely plausible that growth of cities is important for the discovery and spread of new thought. Paul Romer, for instance, holds cities in the highest regard for this very reason, praising them as “places where millions of people can meet and share ideas.”83 But in the postpandemic world, this traditional reverence for physical places is far less compelling. Do people still need to meet face-to-face to create and share new ideas, given that remote work is now so straightforward and pervasive? Many of today’s most innovative companies—Amazon, Apple, Google, and others—believe not, providing remote work options for employees. At the moment, the “case for place” rests more on soft anecdote (“lost ‘water-cooler’ moments”) than hard evidence. And with the tangible world having less and less economic importance relative to the intangible, that case for place looks ever weaker as time passes.

Perhaps the most misleading proposal for boosting growth is more education. To be clear, there is little doubt that increased education played an important role for growth in the twentieth century. The spread of mass education—first basic schooling and then, later in the century, colleges and universities—led to a dramatic up-skilling of workforces around the world, and as we saw in Chapter 2 there are good reasons to believe that this helped drive growth. (In Robert Lucas’s model, relentless improvement in worker productivity through increased skills was key for overpowering the curse of diminishing returns.) For this reason, many economists sensibly describe the twentieth century as the Human Capital Century, a time when a country’s prosperity appeared to depend on its willingness to invest in the skills and capabilities of its people. Yet when we look to the century ahead of us, the idea of more education faces severe limits as a source of sustainable growth.

To begin with, there is a practical constraint on providing more education that has already started to be felt. Politicians talk about the pursuit of education with an ease that betrays quite how difficult it can be for people in reality. Human beings, after all, are not infinitely malleable. Not everyone can learn the skills that are most valuable, and not everyone has the time or inclination to do so even if they could. This is an important reason why skill levels appear to be plateauing around the world: few countries have managed to get more than 90 percent of their people to finish secondary school or more than 50 percent to graduate from university. The OECD puts it bluntly: “The available data on adult skills … over the past two decades does not show a general increase in the proportion of workers at higher proficiency levels.”84 There is no obvious reason to think these facts are going to suddenly change. It is becoming clear that more education is not the panacea for growth it was once assumed to be.

But the more profound limit to more education is one we will face in the future. As new technologies become more capable, it is likely that human minds will no longer be the best tool that we have for discovering, storing, and sharing new ideas. Instead, the productive basis of economic life will shift from us to new technologies—from “meat machines” to “silicon machines.” And if this is right, then it also seems likely that a country’s prosperity in the twenty-first century will depend more on its willingness to invest in new technologies rather than people. To be clear, this is not a call for a future of uneducated human beings surrounded by highly capable technologies they do not understand. But it is an acceptance of a probable truth and its consequences: that new ideas will be found and shared outside our minds, the Human Capital Century is unlikely to be repeated, and proposals that worked over the last hundred years will not work in the future.

And so, I do not think this chapter is incomplete for its failure to include these sorts of popular proposals for growth. For when you focus on the discovery of new ideas, it is far from obvious that improvements in areas like infrastructure and education would be particularly helpful, if at all. That said, this chapter is incomplete for another reason—a far more important one, mentioned at the start. The interventions set out in this chapter are our best bet at discovering more ideas and creating more growth. But the growth dilemma cannot be solved by that alone. On the contrary, it will be made worse if we simply plow on in pursuit of more material prosperity. What we need is to chase after a different type of growth as well, if we can. That is what I want to turn to now.








CHAPTER 9
A NEW DIRECTION




When we think of the world’s future, we always mean the destination it will reach if it keeps going in the direction we can see it going in now; it does not occur to us that its path is not a straight line but a curve, constantly changing direction.

—Ludwig Wittgenstein




When people talk about growth, the economy is often treated as if it were a train, with policymakers sitting up front in the driving seat. They can try to push forward on the throttle and make the economy go faster, or try to pull back and make it go slower, but the direction of travel is predetermined, fixed by the tracks that are set down for it to trundle along.1 Indeed, this attitude is one of the few things that those on either side of the growth debate have in common, from advocates who see more growth as a fix-all to the degrowthers who see less growth as a necessity. While these opposing camps might have a different speed of travel in mind—the latter, in fact, wants to go into reverse—what unites them across that disagreement is a shared belief that how much growth takes place is the decision that matters.

Yet the problem with focusing on our economic speed of travel alone, as the locomotive metaphor encourages us to do, is that there is no “Goldilocks growth rate” that can resolve the growth dilemma. There is no growth rate that is neither too fast nor too slow but “just right,” allowing us to enjoy the promise of ever more prosperity without also paying a price for it. This is one of the lessons of the book up until now. If we were to listen to growth’s advocates and successfully speed up (by itself, of course, no simple task) then we might enjoy more of the benefits we saw in Chapter 4—but we will also face more of the costs we saw in Chapter 5. Yet if we instead decide to take the degrowthers seriously and simply slow down, then the result may be fewer costs—but fewer benefits, too. What is missing from this picture that can help us chart a course between these two extremes?

To plot a different growth path, we must begin with two important facts. The first is a historical observation: our economies are not monolithic, unchanging lumps of productive activity that simply get bigger or smaller. The image of the economy as a train moving faster or slower along its track implies that “more” or “less” growth is the only dimension in which economic change can take place. But that is not right: what “more” or “less” growth actually means has transformed over time. Five percent growth in Britain today, for instance, is a very different thing from five percent growth a century ago—never mind a millennium or more. Back then it meant more agricultural produce or manufacturing wares; now it means more consulting decks and financial spreadsheets. In the future, it may mean something very different again.

The second fact is that we have far greater control over the nature of this economic change than is commonly supposed. I will explain what exactly this means in the pages that follow. But to begin with, it suggests that a much better metaphor for thinking about the future is a nautical one. Instead of a train, picture the economy as a boat bobbing about on the open water, with policymakers at the helm. They can raise the sails to speed up, or lower them to slow down, as before—but they can also steer their craft wherever they please on the sea. Just as a sailor can change both their speed and direction of travel, we can in principle shape both the quantity and the quality of growth. It is a far more liberating metaphor: we do not need to be trapped by the nature of the economy we have inherited, nor confined to the narrow task of deciding whether we simply want more or less of whatever economic activity happened to come before. Instead we can chart a very different economic course—but only if we are willing to be bold. In this chapter, I will describe the tools at our disposal; in the next, I will put them to practical use.


Directing Technological Progress

The Industrial Revolution has a strong claim to being the greatest puzzle of economic history. Part of the puzzle is simply why it happened when it did. And the best answer we have is the combination of Joel Mokyr’s and Paul Romer’s thinking, as we saw in Chapter 2 (“Mokyr-Romer”). But there is another intriguing part to the puzzle, which is why it happened where it did, on a cold archipelago in the North Atlantic. Why, in short, was it British, rather than, say, German, French, or Flemish?2 At first glance, these are all places where one could imagine growth beginning: all had interesting cultural strengths and neither the Scientific Revolution nor the Enlightenment was particularly unique to Britain. So why do we speak today of William Blake’s “dark Satanic Mills” of industrial Britain as the birthplace of growth—and not the “sombres moulins sataniques” or “donkere Satanische molens” instead? To explain both the “when” and “where” of the Industrial Revolution, something needs to be added to the story. And it was Robert Allen, who calculated the subsistence ratio we encountered in Chapter 1 (the ratio of laborers’ annual income relative to the cost of a subsistence diet in their location), who spotted what was missing.

When Allen was exploring wages and prices around the world about the time that the Industrial Revolution began, he noticed something striking: not only were British wages “remarkably high” compared to other countries, but energy was also “remarkably cheap.”3 This particular combination of costs, Allen saw, created a unique economic incentive in Britain. Its profit-hungry manufacturers were driven to develop technologies that saved on expensive labor and made use of the cheap energy that was readily available: Newcomen’s steam engine, Hargreaves’s spinning jenny, Arkwright’s roller spinner, Cartwright’s power loom. With this discovery, Allen had found the missing part of the story. “The reason the Industrial Revolution was British,” he wrote, “was because it was profitable to invent the famous inventions in Britain whereas it was not profitable to do the necessary R&D anywhere else.”4 Why were these revolutionary technologies not adopted on the European continent? Not because of any technological conservatism or short-sightedness on the part of Germany, France, or the Netherlands. It simply did not pay to develop such technologies in those places, where costs were different and labor-saving, energy-intensive innovations made little economic sense.

Mokyr showed that a culture shift set people on the hunt for useful ideas in the eighteenth century. Romer showed why the peculiar properties of those ideas made them so economically disruptive. But Allen explained why the particular types of ideas that were developed in Britain led to takeoff there first. Understood in this way, the Industrial Revolution stands out as one of the most important cases of what economists once called induced technological change, the notion that new technologies are “induced” or brought about by the particular incentives that people face. “A change in the relative prices of the factors of production is itself a spur to innovation,” wrote the economist John Hicks in the early 1930s, “and to inventions of a particular kind—directed to economising the use of a factor which has become relatively expensive.”5 This is the idea that Allen put to use to make sense of why the Industrial Revolution happened when and where it did: technological progress might appear to unfold in unpredictable fits and bursts, but its direction beneath that disarray is determined by the specific incentives that people face.

Interestingly, Hicks’s basic idea—that technological progress takes place in a particular direction—was underappreciated and underexplored for most of the twentieth century, Allen’s innovative use of it aside.6 Recently, though, that has changed. It has become clear that Hicks’s idea can explain many intriguing contemporary technological developments. It explains, for example, why nursing robots in Japan are so impressive: the country has one of the largest elderly populations in the world (more than a quarter of its citizens are over sixty-five, and the proportion is rising) but an infamous reluctance to allow immigration that might grow the care sector, so there is a strong incentive to develop technological alternatives to plug the gap. It accounts for why China uses more industrial robots than any other country in the world: its economic rise was initially built on the back of cheap workers who moved from the countryside to the big cities, but its labor costs subsequently soared (manufacturing wages trebled from 2005 to 2016), so there is a strong incentive to automate factory work.7 And it provides a reason for why the gap between the wages paid to the most- and the least-educated workers, the so-called “skill premium,” has steadily increased: the number of highly educated workers coming out of colleges and universities around the world has risen substantially. (A global political priority in the twentieth century was to get more people more highly educated.) As a result, there has been a strong incentive to develop technologies—from the PC to Microsoft Excel—that make these workers increasingly more productive at their desks.

Over the last few years, the idea of induced technological change has been picked up and sanded into better shape under the stewardship of the economist Daron Acemoglu.8 The idea has also been renamed, becoming known as directed technological change. This is not only an exercise in rebranding: the new label is far more informative. It makes clear not only that technological progress has a direction, but also that it can be deliberately directed to particular ends. After all, the incentives that drive people to develop some technologies and abandon others are not fixed features of life that must be accepted as natural facts of the world over which we have no control. On the contrary, these incentives can be constructed and maintained by us—through the taxes and subsidies we set, the laws and regulations we pass, and the social norms we cultivate. And we can alter or replace those incentives if we wish. Paul Krugman once lamented that people all too often see growth “as a crude, physical thing, a matter simply of producing more stuff, and don’t take into account the many choices—about what to consume, about which technologies to use—that go into producing a dollar’s worth of GDP.”9 He was right to point to the importance of choices made by businesses and consumers. But we should go one step further: we can change those “many choices” by changing the incentives that people face, and thereby steer the direction of economic growth.

This final part of the story suggests that Mokyr-Romer is useful but incomplete. It is useful because it tells us that ideas matter more than anything else, and it explains why that is so. But is incomplete because it falls short in much the same way as the locomotive metaphor from before: it reveals what is driving the quantity of growth, but it tells us nothing about what can shape the quality of growth. For that dimension of the story we have to turn to directed technological change, the missing piece of the intellectual puzzle.



The Case of Infinite Wages

To see a more recent application of economic incentives in action, consider the Covid-19 pandemic. Practically overnight, at the start of 2020, billions of people around the world found themselves unable to go to work. This was not simply a matter of personal preference, people choosing to stay at home to protect themselves from the virus. It was also a matter of law. The state demanded—as it had never done before—that people stay at home or face criminal sanctions if they disobeyed. From an economic point of view, the consequence of this intervention was that the price of work soared: in effect, lockdowns set the wages for in-person work at infinity. This didn’t apply to the “essential workers,” who were told their work was too important to miss. But for all others, no matter how much you might have offered to pay people, they were unable to attend work in person, not only because it was personally dangerous but because it was legally prohibited. And for thinking about the idea of directed technological change, this catastrophe was revealing: an effectively infinite wage for in-person work created an extremely strong incentive for technological innovation on a variety of fronts.

[image: Line graph shows the surge and very gradual decrease in days working from home during Covid-19, from an initial rate of over 60 percent in spring 2020 to about 30 percent in November 2022.]
Figure 9.1. US percentage of paid full days worked from home, before and during the Covid-19 pandemic

Note: The “Pre-Covid-19” point is the average percentage between January 1, 2001 to January 1, 2019.


To begin with, effectively infinite wages for in-person work drove employers to rapidly adopt technologies that allowed people to work remotely—Zoom, Teams, Skype, and so on. Figure 9.1 captures this transformation in the US: the percentage of paid full days worked from home increased from about 5 percent before the pandemic began to more than 60 percent at its peak, a figure that has now stabilized for a sustained period at around 30 percent. In other words, this incentive led to a temporary twelvefold increase in the use of remote work during the pandemic and a more permanent sixfold increase once the more acute moments had passed. In other countries, a very similar story has unfolded. In the absence of this new incentive, it would have taken decades for technologies to be developed and adopted in this direction, if it were possible for it to happen at all.

What is intriguing about this remote-work revolution is how most of the technologies that are involved have in fact been around for some time—they are old tools. On this front, the new incentive changed our technological direction not so much by creating new technologies but by driving a cultural transformation, forcing people to abandon, out of economic necessity, the technological conservatism that might have stopped them from using these technologies in the past.

Elsewhere, the infinite-wage incentive did lead to the creation of entirely new technologies. The best example of this is the Covid-19 vaccine. In many parts of the world (though by no means all), people now find themselves spoiled with respect to their choice of vaccine options. But this abundance masks the significance of the basic achievement. During the first lockdown in the UK, I remember hunkering down with my family, reading the latest research and miserably contemplating the so-called “hammer and dance” that was going to define a big chunk of my adult life—the hammer of a lockdown to reduce case numbers, the frenetic dance of (severely curtailed) freedom after it was relaxed, and the return of the lockdown hammer once again when numbers of the infected rose too high.10 Particularly grim reading was a report from the New York Times at the time: “How Long Will a Vaccine Really Take?” It promised to reveal “grim truths” about “rosy forecast[s]” and suggested, based on historical experience, that we were a decade or longer from a vaccine.11 What’s more, even if we got lucky, they reminded readers, the task of producing and distributing a new vaccine was “almost unimaginable in scope.”

This was the conventional wisdom at the beginning of the pandemic: vaccines were a distant hope. But as we now know, infinite wages, alongside the health catastrophe and wider social disruption, helped create an extremely strong incentive to get people back to work. Within eight months, we had two vaccines (AstraZeneca and Pfizer).12 A few months later, we had two more (Moderna and Johnson & Johnson).13 People were able to get back to work; effectively infinite wages collapsed back down.

A third technological consequence of the pandemic was more pernicious. What the spike in Figure 9.1 disguises is the fact that for many workers, remote work is not an option. For a lot of white-collar workers—lawyers, architects, consultants, journalists, financial advisers, and many others—a retreat to the comfort of a home office was not only possible, but often a pleasant break from the workplace. For blue-collar workers, though, whether in the hospitality sector (waiters and retail assistants, baristas and receptionists) or in manual roles (warehouse and factory workers, cleaners and security guards), such a retreat was impossible. These workers instead faced a miserable choice: to return to their workplaces and risk infection, or to remain at home and risk destitution. Worse still, their employers faced a new incentive at the same time: to replace them with machines. A machine, after all, would not catch the virus and fall ill, would not have to stay at home to protect co-workers or customers, would not have to isolate to recover. Economists called this automation forcing, the unemployability of human beings driving the economy in a more automated direction. By late 2020, a survey by the global consulting firm Deloitte found that two-thirds of global businesses had already “used automation to respond to the impact of the COVID-19 pandemic.”14

The pandemic, then, is a perfect case study of the power of incentives to transform economic life. The fact that in-person work became prohibitively expensive both reshaped technological progress—increasing the adoption of existing technologies, driving the development of new ones—and set almost all countries around the world on a different economic growth path. The future now looks technologically distinct from the counterfactual where no pandemic had happened at all. Granted, this incentive was not entirely manmade: it was partly an act of nature, as well as a consequence of deliberate interventions like lockdowns. And whether this shift in our economic direction of travel is actually a good thing is another question altogether. But that aside, the important fact remains: there is nothing special about the nature of this incentive that keeps us from deliberately manufacturing something on a similar scale in the future, if we want to. What the experience does suggest, though, is that if we want to change our economic direction in a serious way, we will need to be sufficiently brave and bold.



Responding to Skeptics

The idea of directing technological progress by changing the economic incentives that people face is likely to sit uncomfortably with those at both ends of the political spectrum. To begin with, those on the political Right are likely to reel at the idea of the state intervening in this way, and would dismiss the idea of deliberately stepping in to shape what technologies get developed as heavy-handed and hubristic. This sort of task, it is said, is far too complex to compute and so far too fraught with error to implement. The Obama administration’s decision to back the solar company Solyndra—“the future is here,” the President declared when visiting their Californian factory—less than two years before it collapsed into bankruptcy (and was raided by the FBI) is the flagship modern failure.15 Instead, those on the Right would say that the best way to determine our technological direction of travel is through the free market: allow unfettered prices to set the incentives that people face, and leave people’s profit-seeking hustle in response to those incentives to shape which particular technologies get built.

This conviction about the merits of unfettered prices in directing decision-making has a rich history on the political Right, rooted in the so-called socialist calculation debate of the 1920s. Here, economists like Ludwig von Mises and Friedrich Hayek argued that socialism was “impossible,” on the grounds that artificial incentives set top-down by bureaucrats could never rival the coordinating power of prices that were freely determined bottom-up by the market.16 The same fear continues to this day. “When politicians interfere with prices,” says the Hoover Institution, a right-wing US think tank, “they obscure and distort the guideposts that are integral to prosperity and ultimately weaken the delicate economic order that benefits so many.”17 This sort of position is often called market fundamentalism, a belief in the unrivaled merits of the market. It is extraordinarily fatalistic, relying on a sort of Hayekian resignation that even well-intended state interventions would do more harm than good.

The flaw with market fundamentalism, though, is that there is no reason to think that our current direction of economic travel, dictated by the free market, is the “right” one. On the contrary, when you look at the costs associated with our existing growth path, that sort of claim is hard to believe. The price mechanism, as noted before, is an extraordinary tool for boiling down vast amounts of information to a single number: it can moderate people’s infinite desires, coordinate the realities of production, and reconcile the relentless clash between the two. And the idea that this spontaneous price-based order could be replaced by teams of smart people sitting in central government offices, controlling the minutiae of economic activity from afar, seems a far-fetched fantasy (though that has not stopped people from trying to do it). Yet at the same time, there is no escaping the fact that the unfettered price signal is limited in what it can achieve. However effective it may be in its various roles, it will only ever reflect what people care about when they act as consumers in a market. It does not reflect what those people are concerned by when they act as citizens in a society. And this matters because it is the latter, not the former, that ought to determine which particular technologies get built and what economic course we take.

The problem with the price mechanism is not dissimilar to the one that plagues the GDP measure. As we saw in Chapter 6, GDP also relies upon the prices generated by the free market. And because of this, the GDP measure is inevitably morally shallow: the price a thing receives in the market does not always reflect its social value, and many socially valuable things are not measured in the market at all. In much the same way, when thinking about directed technological change, it is troubling to have morally shallow market prices alone be responsible for creating the incentives that people face and shaping which technologies get developed. Yes, prices can act as guideposts, as the Hoover Institution put it. But if the goal is to direct technologies in such a way that economic growth reflects our deeper concerns as citizens, rather than our superficial interests as consumers, then those guideposts are likely to be in the wrong place. The incentives that get created, the technologies that get deployed, and the nature of the economic growth that follows will not correspond to what we collectively value.

It is also important to emphasize that the idea of directed technological change is not simply another way of retreating to central planning, as some more sensationalist critics might imagine. The judgment of ponderous bureaucrats is no match for prices set in a free market, and the experience of the twentieth century—a graveyard of various attempts to ignore that stubborn fact—is the best riposte to those who are tempted to disagree. Yet at the same time, the market mechanism cannot be left entirely alone. Prices must be influenced (at times gently nudged, at other times forcefully cajoled) to close the gap between the market value they capture when left to their own devices and the social value they neglect. In an important sense, then, directed technological change is a call to take hold of the market mechanism and put it to more intentional use, to use its power to carry us in a better economic direction. Yes, the market may be the most efficient coordination mechanism that we have, as its supporters have argued in various ways over the centuries—but at the same time we should want it to be efficient in pursuit of ends that are actually socially worthwhile.

Many people on the political Left are also likely to bristle at the idea of directed technological change, but for different reasons. This is particularly true for the great number of its members who object to capitalism—a term that is often used to disparage rather than denote any specific economic structure, but which tends to refer to an economic system that relies on some combination of private property, the profit motive, and market prices. (Given that last attribute, it is often spoken of as “free-market capitalism.”) For these critics, the problems of growth are bound up with the institution of capitalism itself. So the idea of directed technological change—which keeps capitalism in place, and still relies on markets to shape the technologies that get developed and adopted—is anathema to them, an attempt to cure the disease with more of the disease. “For some people, growth and capitalism go together,” writes the economist Tim Jackson. “It’s a necessary condition for a capitalistic economy. And for this reason, the idea of doing without growth is seen as tantamount to doing away with capitalism.”18 They call for replacing capitalism with something else altogether—either socialism or some other “postcapitalist” institution.

Yet those who conflate the harms of growth and capitalism in this way are needlessly hampering themselves. To begin with, they are ignoring the potential of the only known mechanism—the market—that could actually help them achieve their ambitions for society. (As we saw in Chapter 4, the market has enabled astounding progress on many measures.) It is a sort of perverse reverse-Faustian bargain: rather than giving up something of moral worth to gain worldly knowledge, they want to abandon the knowledge of how to make the world a better place in order to gain a sense of spiritual worth from stamping out capitalism.

What’s more, they are neglecting a useful intellectual heritage. Not only did some of the most fierce critics of capitalism nevertheless see the merits of growth—Karl Marx, as we saw in Chapter 7, wrote of his reverence for the “wonders” it had achieved—but many of those critics’ historical peers played an important role in developing our understanding of how to pursue it.19 Many of the techniques that support modern economics, which today’s Left might want to dismiss as neoclassical nonsense, were in fact the product of socialist mathematicians trying to figure out how to efficiently plan economic affairs from the top down. Linear programming, for instance, a fundamental part of any economist’s toolkit, was originally developed by a Soviet economist named Leonid Kantorovich in order to help the Plywood Trust of Leningrad maximize production in their factories. He would win the Lenin Prize for this work in 1965 and the Nobel Prize in 1975. (On his seventieth birthday in 1982, he was given a plank of plywood with the inscription, “I am a simple plank, but I too am rejoicing, because it all began with me.)20

The most damning argument for the folly of mixing up growth and capitalism is recent economic history. When you look at the twentieth century, it is impossible to conclude that the narrow pursuit of greater material prosperity was somehow unique to capitalism. In fact, perhaps the only thing that the early architects of capitalism and socialism actually agreed upon was the principle that economic growth is good, though they disagreed—violently—about how to achieve it. Growth was a “flexible and seductive religion” at that time, writes the historian John Robert McNeill. “Capitalists, nationalists—indeed almost everyone, communists included—worshiped at this same altar,” and it “became the indispensable ideology of the state nearly everywhere.”21 Growthmanship was central for both types of regime. If anything, it was more important for socialism. Khrushchev’s midcentury comments captured in Chapter 3—that growth would provide a “battering ram” to defeat the West—hint at this dependency. The writer Francis Spufford made the same point in his magnificent fictional nonfiction Red Plenty, which is worth quoting at length given how emphatically it both rejects the conflation of growth and capitalism, and stresses the importance of growth for socialism:


Growth wasn’t intrinsic. It wasn’t in the essence of a market economy that it should always do a little more this year than it had last year. The planned economy, on the other hand, was created to accomplish exactly that. It was explicitly and deliberately a ratchet, designed to effect a one-way passage from scarcity to plenty by stepping up output each year, every year, year after year. Nothing else mattered: not profit, not the rate of industrial accidents, not the effect of the factories on the land or the air. The planned economy measured its success in terms of the amount of physical things it produced.22



In fact, there was a strong sense in the twentieth century that only through extraordinary growth could socialism succeed. “The Soviet Union achieves economic growth as Medieval Europe achieved Christianity,” wrote the Sovietologist Peter Wiles. It was the only way of achieving the “ultimate goal … of such plenty that everyone can—literally—have as much as he wants.”23



The Hinge of History

The present moment is not only one of extraordinary change, but also a time of unprecedented influence. By substantially changing the economic incentives that people face, we can steer the technological progress that is underway and shape the nature of the transformation that will take place. (In what particular direction, I will explore in chapters to come.) Those who doubt the power of mere incentives should keep in mind that an international mismatch in these incentives was in all likelihood responsible for the Industrial Revolution unfolding in Britain and not elsewhere. For those who want a more recent case before they are persuaded, it is worth recalling the Covid-19 pandemic and the technological consequences (from a surge in remote work to the acceleration of factory and warehouse automation) that came with a rise in effective wages.

The fact that we have this influence over the future makes this a dangerous time, for good and bad. To stand at the helm of an economy that not only has the capacity to undergo exponential growth, but to do so in a direction that we can influence, is—if you have a taste for science fiction—akin to the moment when the pilot of an interstellar spacecraft decides to engage hyperdrive and an anxiety descends on the crew as they realize the slightest mistake at warp speed could tear the craft to pieces. In 2011, Derek Parfit captured this sense of hope and danger in the closing pages of his final book, On What Matters. “We live during the hinge of history,” he wrote. “Given the scientific and technological discoveries of the last two centuries, the world has never changed as fast. We shall soon have even greater powers to transform, not only our surroundings, but ourselves and our successors. If we act wisely in the next few centuries, humanity will survive its most dangerous and decisive period.”24 A bit over a decade later, it is as if that time has come. Our power to shape the future, through the decisions we take about the pace and direction of technological change, is quite unlike anything we have had before. And this power matters for two sets of reasons—technical and moral.

To begin with, this power to change the future means that the past is a far less useful guide than usual to what lies ahead. Critics of green growth, for instance, often appeal to the vast literature of empirical work—hundreds, if not thousands, of academic papers—showing that in the past, the economy has never grown while also reducing environmental damage at a sufficient scale.25 But the problem with this research is that evidence on the past is just that—evidence on the past. There is no evidence on the future. And our growing power means that the future is not predetermined. There is a vast variety of paths we might take in decades to come, very different directions in which we could steer new technologies. Given the extraordinary technological changes that are underway, and the indeterminacy of what lies ahead, it feels deeply parochial to think that the last fifty years are likely to be a good guide to the next fifty thousand.

This power to change the future also undermines the theoretical models that critics of green growth use to show the difficulty of detaching growth from environmental damage. Appealing to models in this way is an old tradition, stretching back to “World3,” the model used to support the pessimistic claims of the 1972 bestseller The Limits to Growth. In the caustic words of Wilfred Beckerman, it was “a giant computerized calculation of how and why the human race would soon come to an end, unless it abandoned the false god of economic growth and mended its ways.”26 But this overreliance on models to prove or disprove a claim about the real world misunderstands what an economic model is. It is not a perfect mathematical replica of reality, where what happens in the model necessarily tells us what happens in the real world; it is just an argument, written in the language of mathematics to make it more compact and more transparent. And the problem is that the critics of green growth are making bad arguments in their models.

If this chapter is right, then the most important fact about technological progress is that it can be directed. By shaping the incentives people face, and influencing the choices that they make, we can change the pace and direction of the growth that takes place. However, in the overwhelming majority of the models that the critics of green growth roll out, this fact is missing: there is no price mechanism, there are no incentives, and there is no scope for people to change their behavior. Indeed, there are rarely individuals at all; their different actions are simply swept into one giant, monolithic, aggregate relationship that is meant to summarize everything. As a result, they miss the most important part of the story. “The art of successful theorizing,” wrote Robert Solow, “is to make the inevitable simplifying assumptions in such a way that the final results are not very sensitive” to them. Yet in the “final result” of these models, that decoupling is hard, if not impossible. The results depend almost entirely on the rigid “simplifying assumption” that prices never fluctuate, incentives never change, and people never adjust.27 The New York Times reviewers put the problem less diplomatically when describing that World3 model: “[it] takes arbitrary assumptions, shakes them up and comes out with arbitrary conclusions … best summarised not as a rediscovery of the laws of nature but as a rediscovery of the oldest maxim of computer science: Garbage In, Garbage Out.”28 The same could be said of more recent models as well.

In their defense, the environmentalists were not the first to make these modeling mistakes. Many economists were forced to learn the same lesson back in the 1970s. Back then, the Nobel Prize–winning economist Robert Lucas pointed out that the models they built to predict the outcome of different economic interventions—changes in interest rates, government spending, and so on—failed to capture the ways in which people might adjust their behavior as those policies changed. And so, just as a bank would be foolish to fire all their security guards if they had no break-ins for a while—for the robbers would simply change their behavior and start their thieving once again—so too economists were wrong to ignore the fact that in economic life, people’s future behavior might look quite different from the past as interventions changed. This, the “Lucas Critique,” was a lesson that epidemiologists had to learn during the Covid-19 pandemic as well. Many of their models of virus spread failed to capture the ways in which individuals might change their historical behavior as the situation changed—if case numbers rose, if particular policies were expected to be tightened, if our understanding of the pathology advanced. Once again, a model built on past behavior is not useful if incentives change dramatically.

The other reason why our power to shape the future matters is a moral one. If technological progress really did sit beyond our control, then that fact would come as something of a moral relief—for we could hardly hold ourselves responsible for its consequences, whether good or bad. But in this chapter, I have argued that we are not powerless. On the contrary, we can shape the new technologies that are developed and, in turn, the pace and direction of the growth that takes place. And with that power comes a moral responsibility—to make decisions that will steer us toward a better world. The rest of the book explores how we might accomplish this.



Returning to the Growth Dilemma

Until now, most societies have responded to the growth dilemma in the same way. Faced with a choice between pursuing ever more economic growth and protecting other, noneconomic things that we care about, we have overwhelmingly favored the former. Early in the twentieth century, as we saw, this choice felt fairly intentional: the idea of growth was new, its promise was underexplored, an excited sense of urgency prevailed. Today, the choice feels more like resignation. Suffering from a failure of imagination about how we might escape the growth dilemma, most countries have slumped back on the inherited approach—the pursuit of even more of the same sort of growth—while wishfully thinking something might turn out different this time around.

This chapter argues that another path is possible. The idea that we can shape the direction of technological progress, and with it change the nature of economic growth, has come at the tail end of a century-long evolution in intellectual thought. As we have seen, our understanding of growth began in the 1950s, when the Solow-Swan model showed that technological progress is all that matters in creating economic growth: only it can overpower the diminishing returns that come from using ever more traditional resources. Our understanding evolved in the 1990s, when Paul Romer explained how we could get more of that technological progress: through creating productive new ideas and taking advantage of their peculiar properties. And it took even clearer shape in the last two decades, as Daron Acemoglu refined the observation that we do not need to accept the particular technologies that are thrown up by the market mechanism, but can take control over their form. Now more than ever, we recognize that there is no economic law which says growth-promoting technologies must also ruin the environment, worsen inequality, hollow out local communities, and rely on technologies we cannot properly control. On the contrary, we understand that these harmful features are the consequence of technical choices taken by their inventors, knowingly or otherwise, in response to the particular incentives that have been put in front of them. And we see that there is a new task we can take up, if we are willing to be bold: deciding not only how much growth we want, but what type of growth it should be. In the next chapter, I want to show how we can actually do that: by properly understanding the tradeoffs that we face, the responses available to us, and the moral questions that they impose upon us.






PART V








CHAPTER 10
THE BIG TRADEOFFS




There are no solutions. There are only tradeoffs.

—Thomas Sowell




In 1975, an American economist named Arthur Okun published a brief book, Equality and Efficiency: The Big Tradeoff.1 Okun was a distinguished figure in American intellectual and political life, having been a professor at Yale University, then an adviser to Presidents Johnson and Kennedy before retreating back to academia. Equality and Efficiency, though, would be his legacy, becoming one of the most influential publications of the twentieth century. Indeed, the book was so popular that it had a fortieth anniversary party in its honor, hosted at the Brookings Institution in Washington, DC, and attended by many of today’s most influential economists. They were largely fulsome in their praise.

The book explored, with clarity and flair, one of the most significant—and divisive—claims in modern economic thought: the idea that we face an unavoidable “tradeoff between equality and efficiency.”2 Okun believed, like many others do, that a degree of inequality in society was necessary in order to provide people with an incentive to hustle and strive. For if there was no inequality, the argument went, and no prospect of out-prospering others by putting in more effort, then progress would dry up as people decided en masse to put up their metaphorical feet and coast through life. This sort of reasoning implies a tradeoff: if you want a more equal society you must give up some prosperity, but if you want a more prosperous society you must accept more inequality. For Okun, this tradeoff explained the conspicuous “double standard” at the center of American society, the puzzle of how a country that enthusiastically celebrated an egalitarian commitment to a level playing field in political life (“equal justice and equal political rights”) could nevertheless allow vast inequalities to persist and fester in economic life.3 The latter, he argued, were a necessary price to pay to make sure that society flourished. For Okun, this was not simply an American story: the tradeoff was an endemic feature of economic life in all advanced societies.

In an important sense, a central argument of this book is that Okun’s “big tradeoff” was not big enough. For him, the price that society had to pay for more growth was greater inequality—and that was it. But as we have seen, that particular tradeoff is only part of the story. The growth dilemma presents us with other tradeoffs—between growth and inequality, to be sure—but also between growth and the state of the environment, the health of local communities, the effectiveness of political systems, and the quality of people’s working lives. If Okun was interested in the big tradeoff, then this book is really about the big tradeoffs. And where Okun thought that more inequality was a price worth paying for more growth (and, he observed, a price that Americans in the 1970s were happy to pay), I am not convinced that the same simple moral arithmetic should apply to all the various tradeoffs that the growth dilemma presents us with. Is economic growth really worth the price we are paying for it today?

Whether or not we agree with the conclusion he drew, Okun’s framing is still useful for thinking about how to respond to the growth dilemma in the real world. For there are three different scenarios that we might find ourselves in as we continue the pursuit of more growth. In the first, the conflict between growth and some of the other valuable ends turns out to be illusory, and we are able to avoid any tradeoff altogether. In these moments of good fortune, we can disregard the ideas in Chapter 9. Instead, we can continue to pursue more growth without worrying about the costs of doing so. But these settings are likely to be the exception rather than the norm. In the second scenario, the conflict between economic growth and the other ends is a real one, but we are still able to weaken the tradeoff if we choose to do so. This means putting the ideas in the last chapter to practical use, deploying all the tools at our disposal—taxes and subsidies, law and regulations, social narratives and norms—to change the economic incentives that people face, seeking to redirect technological progress toward the pursuit of a different type of growth. But there is also a third scenario: where the tradeoff cannot be avoided or weakened, but instead must be accepted. This is far less familiar. And there, we must make a choice between the pursuit of more growth or the protection of something else that we value.


Avoiding the Tradeoffs: Pareto Improvements

For centuries, economists have tussled over what their discipline is supposed to be about. One influential definition was provided by the British economist Lionel Robbins in his 1932 book An Essay on the Nature and Significance of Economic Science. “We all talk about the same things, but we have not yet agreed what it is we are talking about,” he noted.4 His proposal was the following: that “economics … is concerned with that aspect of behaviour which arises from the scarcity of means to achieve a given ends.”5 In short, economics was about engaging with the problem of scarcity. Human beings have infinite wants to satisfy but finite means to achieve them. They cannot have everything they desire, so they must hunt for the best way to be dissatisfied in any situation. Four decades later, Arthur Okun captured the same idea more pithily: “ ‘You can’t have your cake and eat it too’ is a good candidate for the fundamental theorem of economic analysis.”6 Economics, in this way of thinking about the world, is the study of weighing the tradeoffs and striking a balance.

During the Brexit negotiations, when Boris Johnson, Britain’s foreign secretary at the time, was asked about his economic philosophy, it was clear he had not read his Robbins and Okun. “My policy on cake is pro having it and pro eating it,” he quipped.7 In short, Johnson was not willing to take part in the sort of balancing act that the discussions were demanding. But putting aside the wisdom of Johnson’s stubbornness in that moment, there is a serious point buried beneath the rhetoric. Economics may indeed be about tradeoffs, as Robbins and Okun argued—but like Johnson, most economists spend a great deal of time trying to avoid them. Today, a central part of any economist’s toolkit is the concept of Pareto efficiency, named after the nineteenth-century Italian economist Vilfredo Pareto (whom we met briefly in Chapter 4). A Pareto improvement is something that makes someone else better off without making someone else worse off, and a Pareto efficient outcome is when there are no Pareto improvements left to make. (When economists talk about efficiency, this concept is often what they have in mind.) Like the economists, Johnson was hunting for all-pleasing Pareto improvements: actions that would allow people to have a slice of the cake, yet somehow still leave no less cake behind for the rest of us.

When thinking about the growth dilemma and the tradeoffs involved, the idea of Pareto improvements can be helpful. For there are at least some policies that seem to be of a similar nature, ones that lead to more growth and, at the same time, either improve or leave undamaged other things that we might care about.8 Take, for instance, the proposal in Chapter 8, “Far More People,” for driving more growth. Part of this, as set out, involves providing more opportunities to people who are denied them by circumstances beyond their control. In all likelihood, this would not only lead to more growth (since more people generate more ideas) but reduce inequality too (for the poorest have the fewest opportunities). Indeed, today there is a growing sense that of all the tradeoffs presented by the growth dilemma, the one that Okun wrote about—growth versus equality—turns out not to present much of a big tradeoff after all. The inequalities that exist in the world are so substantial, and the number of people deprived of opportunities to flourish is so great, that we might be quite far away from weakening people’s incentives by providing more opportunity.9 This sort of scenario can be captured visually, as shown in Figure 10.1.
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Figure 10.1. The tradeoff between growth and equality

Note: The solid curved line is the “possibility frontier”: arrows indicate possible moves within or on the edge of that frontier.


The solid curved line in Figure 10.1 is a “possibility frontier”: all the points on and within it are different combinations of growth and equality that might be possible in a society. This picture captures the way in which the feasibility of a Pareto improvement depends on where the economy is located. If the economy is at point A, for instance, within the possibility frontier, there are many ways to transform the economy and increase both growth and equality at the same time. Moving to any point within the area captured by the dotted lines, such as B, would be such an all-pleasing transformation; increased growth and increased equality. Given the lack of opportunity that so many face in society, it seems plausible that we are often at point A with respect to growth and equality. (Note, though, that if the economy were instead at a point like C, actually on the possibility frontier, then there are no such moves: all that is left to do is slide along the curved line, settling either for more growth with less inequality or less growth with more equality. In practice, given that we live in growth-promoting societies, this usually means slipping toward point D, chasing after prosperity at the expense of other things that we value.)

Figure 10.1, then, captures the first strategy in our practical response to the growth dilemma. Anytime we believe the economy is within the possibility frontier for a particular tradeoff—and in the case of growth versus equality, for example, that seems plausible—it makes sense to hunt for Pareto improvements, to look for moments of good fortune where we really can make everyone better off without harming others. And again, providing economic opportunities to those without them is a good example of such an improvement: increasing both equality and growth at the same time.



Weakening the Tradeoffs: The Great Decoupling

In truth, though, it is probably not worth dwelling for too long on the details of that first strategy. Experience suggests that economic life is not composed of low-hanging Pareto improvements. Of course, in the past, as we saw in Chapters 3 and 4, the hope was that this relationship might be different. The philosophy of prioritizing growth took off in the middle of the twentieth century precisely because people thought it would help us sidestep these tradeoffs. Opposite ends of the political spectrum bent over backward to meet in agreement over the same misconception: that everyone in society would benefit from growth, and difficult political tensions would be washed away in a flood of prosperity. But more growth was not the political panacea they’d hoped for. The prosperity came at a price, and the political tensions only grew.

And so we might imagine that our societies are stuck on a possibility frontier most of the time, forced to slide along the curved line—to choose between, for instance, more growth and a worse climate, or less growth and a better climate. What should we do if we find ourselves trapped on the frontier in this way? If the tradeoff between growth and something else that we value cannot be avoided, then the next strategy is to try to weaken the tradeoffs. Inspired by the ideas in the last chapter, this means radically reshaping the economic incentives that people face, through major changes in taxes and subsidies, law and regulations, and social narratives and norms.


The Renewable Revolution

To see this weakening in action, consider the case of growth versus the environment. In 2007, the British government published the Stern Review, a 700-page report on climate change, the first of its kind. It estimated that the cost of reducing CO2 emissions by 80 percent would be 1 percent of GDP per year: in short, there was a serious tradeoff between growth and the climate. The next year, Nicholas Stern, the report’s author, worried that climate change had sped up and doubled that cost estimate to 2 percent of GDP: the tradeoff had become far worse.10 But by 2020, the UK’s Climate Change Committee, the team of experts tasked with advising the British government, found that the cost of eliminating emissions—not simply reducing them by 80 percent—had now fallen to only 0.5 percent of GDP. The tradeoff had dramatically improved.11 Why? Because technological progress, particularly in renewable energy, meant that people could now respond to the climate challenge at a much lower cost than a decade ago.12

Solar energy is the most striking case of this technological progress. It began in the 1970s as a tool of last resort, an expensive source of energy reserved for only the most extreme situations: isolated lighthouses, outer space, cooling medicine in remote places. But today solar panels have become commonplace, carpeting rooftops and filling up deserts and fields. Technological progress drove a precipitous fall in the cost of solar modules, with prices collapsing from over $100 per watt in 1976 to less than half a dollar per watt by 2019, and their use increased dramatically as a result.13 This price decline is shown in Figure 10.2. (Note that the scales on that chart are not linear but logarithmic: each step down represents a tenfold decrease in cost, and each step across a tenfold increase in capacity.) In practice, this means that just a couple of decades ago solar energy was more than twenty times as expensive as energy from fossil fuels, but today it is cheaper: fossil fuel energy costs somewhere between $50 and $150 per 100 kWh (kilowatt hours), while solar energy only costs around $40 to $54 per 100 kWh.14

[image: The y-axis on this logarithmic line graph shows price in 2019 US dollars. The x-axis shows cumulative installed solar PV capacity. Capacity increases from 1976 to 2021 while price drops during this period.]
Figure 10.2. The price per watt of solar photovoltaic (PV) modules and installed capacity


As we saw in Chapter 7, growth that takes place without using up more and more material resources and damaging the environment is known as green growth, and the process of breaking the link between the two is called green decoupling. This is now a standard ambition for progressive leaders concerned about climate change. Barack Obama penned a post-presidential piece for Nature on how the importance of decoupling “cannot be overstated”; Bill Gates’s bestselling How to Avoid a Climate Disaster is a book-length piece of advocacy for the idea.15 But this current popularity obscures how radical these sorts of views were thought to be until very recently. “The economists will tell you we can decouple growth from material consumption, but that is total nonsense,” proclaimed the influential scholar Vaclav Smil in 2019.16 This sort of snark was not uncommon from critics, and particularly from degrowthers, for whom the debate was existential: their case for the necessity of less growth, after all, relies on the impossibility of green growth.

Events, though, have forced these critics into a series of intellectual retreats. In the beginning, their claims about the nature of economic growth were strident, like Smil’s: decoupling, they insisted, was a complete fantasy. But it soon became clear that this position was untenable. In many countries, economies were growing significantly faster than emissions. Some sort of decoupling appeared to be possible. In response, critics softened their resistance and fell back on a new distinction: between relative decoupling, where emissions grow, but grow more slowly than the economy, and absolute decoupling, where emissions actually decline. Many critics now said that while the former might be possible, the latter was still not—and that this was fine for their position, because the impossibility of absolute decoupling was all that mattered. Yet the next problem was that this revised position turned out to be wrong as well. Data subsequently emerged showing ever more countries undergoing absolute decoupling—more growth and fewer emissions. This is shown in Figure 10.3.17

As countries gathered at the 2022 Climate Change Conference in Egypt, The Economist felt comfortable capturing this trend in a pithy headline: “Economic growth no longer means higher carbon emissions.”18 But the critics of decoupling are still unwilling to fully concede. Yes, they now reluctantly admit, absolute decoupling might be possible—but the magnitude of any fall in emissions, they argue, will still never be sufficient to solve the problem of climate change.19 Given the history, I find it hard to imagine that this position will be tenable for much longer either.

Importantly, this environmental backtracking can be found among more sober commentary on the climate as well. Take the International Energy Agency (IEA), perhaps the most respected think tank focusing on energy policy. These cool-headed experts have consistently found themselves underestimating new technologies as well. Each year from 2004 to 2021, they have published predictions for future global solar energy capacity—and each year they have revised their previous predictions upward, an admission of technological underestimation. In 2021, their predictions for 2030 were thirty times larger than what they had predicted back in 2006, as shown in Figure 10.4. The fact that the same IEA, with its history of conservative understatement, is currently predicting that solar capacity may outstrip coal and natural gas by 2027 is a hopeful sign of what is to come.20

When thinking about the broader growth dilemma, it is useful to understand the causes of this environmental backtracking. After all, in attempting to weaken the tradeoff between growth and other things that we value, we are aiming for what we might call a Great Decoupling—where growth takes place not only without harming the environment but without widening inequality, destroying local places, hollowing out people’s livelihoods, or corroding politics. And the successful weakening of the tradeoff between growth and the environment is a triumphant demonstration of directed technical change in action.

[image: Boxes for each country show percentage increase in GDP and percentage decrease in CO2 emissions for 25 countries.]
Figure 10.3. Countries that achieved an increase in GDP while reducing CO2 emissions, 2005–2019


These innovations in renewable energy did not happen by accident. On the contrary, they emerged from the deliberate efforts of inventors and entrepreneurs and business leaders, each responding to the specific economic incentives that confronted them in the market as they decided which technologies to develop and adopt. Many of these incentives were set top down by the state: carbon taxes on fossil fuels, subsidies for clean alternatives, emission standards for products and services. Others were determined from the bottom up by individuals: cultural movements (from Earth Day to Extinction Rebellion) and formal institutions (from Greenpeace to Friends of the Earth) that demanded change.21 The combined result of these efforts—taxes and subsidies, laws and regulations, social narratives and norms—was a spread of incentives that redirected technological progress, pushing it away from dirty technologies toward cleaner ones. Resources were spent on developing new ideas that led not just to more growth, but a different type of growth as well.

[image: Line graph indicates that projections for solar capacity by the IEA have needed to be revised upward every year reviewed.]
Figure 10.4. Projections for solar capacity in 2030, by year


And so, the possibility frontier from Figure 10.1 can be redrawn for this scenario. Here, as technological progress is redirected, and new ways of weakening the tradeoff between growth and the environment are discovered, the possibility frontier is pushed out, as shown in Figure 10.5. As a result, new paths for the economy open up. Societies are no longer trapped on the previous frontier at a point like A, forced to trade off growth and the environment by sliding along that boundary. They can make different moves—to points B or C, for instance, which offer more growth and a healthier environment at the same time.

[image: A revision of Figure 10.1, a visual representation of different combinations of growth and equality that might be possible in a society, that shows the possibility frontier expanded as technological progress is redirected. Point A lies on the old curved line; points B and C lie on the new curved line.]
Figure 10.5. The tradeoff between growth and the environment

Note: The gray curved line is the original “possibility frontier”; the solid curved line is the new frontier as technology and innovation expand the limits of the older frontier.


What more could be done? An obvious starting point—and if large enough, possible ending point—is a serious carbon tax, one that better reflects the damage done by emissions. In the previous chapter, we saw how a stratospheric rise in effective wages during the pandemic caused innovation in remote working technologies; no doubt a serious increase in the effective price of fossil fuels would do the same thing for innovation in renewables, weakening the tradeoff between growth and the environment as a result. In a sense, the Russia-Ukraine War provided a glimpse of how that might work: Europe, heavily dependent on Russian fossil fuels, lurched toward renewables after Russia invaded, and the price of oil and gas soared. In the words of the head of the IEA, the war was “an accelerator for clean energy transitions.” Companies like BP have said the same thing.22

One substantial problem with a serious carbon tax is the politics. That is inescapable. But it is certainly no more politically difficult than other popular suggestions, and a walk in the proverbial park compared to the notion of dismantling capitalism or the market economy that many on the Left propose. In my view, we ought to use the market in a radical way, making prices a better reflection of what we collectively value, rather than dismantling it altogether. (A radical way, but still a realistic one; radicalism without plausibility is just rhetoric.) The other obvious problem is that a serious carbon tax would be enormously costly in the short term. The Russia-Ukraine War gave us a painful glimpse of that as well: the incentive to develop renewables might have increased, but many countries were shunted into crisis as living costs soared. Again, I do not deny this fact either. For both these reasons—the politics and the cost—we might believe that we cannot actually weaken the tradeoff. I will turn to this in a moment.



The Two Faces of Automation

The strategy of weakening the tradeoff can be applied not just to the environment but to other aspects of the growth dilemma. Take the current debate on automation. Over the last couple of decades, it has become clear that new technologies have two opposing effects on the labor market. On the one hand, they substitute for workers, displacing them from certain tasks: think of a medical diagnostic system taking on the task of determining whether a troublesome freckle is cancerous, or a document retrieval system taking on the task of sifting through stacks of legal material for the right record. But at the same time, we also know that new technologies can complement workers, raising the demand for them to perform other tasks that have not yet been automated: a taxi driver, for instance, using GPS technology to confidently navigate unfamiliar roads. People appeal to this second effect to calm nerves and tell a more optimistic tale about the future—that new technologies will help rather than harm workers, augment them rather than displace them, enhance them rather than replace.23 In truth, though, the impact of new technologies on work is far murkier. It depends on the uncertain outcome of the perpetual battle between these two forces, the harmful, substituting one and the helpful, complementing one. Until now, the latter has tended to win out, and there has always been enough demand for the work that people do. But the former is now gathering strength, relentlessly taking on tasks we thought only human beings could ever perform, and there is a reasonable fear it may become more powerful in the future.

However, the last couple of decades have also led to another realization: the outcome of this battle is not entirely out of our hands. Just as the decision whether to develop and adopt clean or dirty technologies depended on choices taken by human beings—by inventors, entrepreneurs, business leaders—the same is true of the decision whether to develop technologies that substitute for workers or complement them. Again, this human agency is empowering: we can try to change the economic incentives that these different decision makers face, to shape their choices, and in doing so alter the direction of technological progress and transform the quality of growth that unfolds. The tool kit to achieve this is the same as before: taxes and subsidies, laws and regulations, social narratives and norms. And the ultimate goal remains unchanged: to weaken the tradeoff between growth and other outcomes that we value—in this case, a thriving labor market, so that society can enjoy greater material prosperity without crushing the demand for work that human beings do.

How might this be done in practice? Consider the first tool that we can use to reshape economic incentives: taxes and subsidies.24 In 2017, Bill Gates made the headlines for demanding the imposition of so-called robot taxes. “Right now the human worker who does, say, $50,000 worth of work in a factory, that income is taxed,” he pointed out. “If a robot comes in to do the same thing, you’d think that we’d tax the robot at a similar level.”25 Back then, it was easy to poke holes in his proposal: it’s not clear how exactly to conduct a robot census, for instance (it is harder to do a headcount of robots than of humans), or what precisely to tax (anthropomorphic machines or lines of code). But the thrust, as I noted at the time, was right: you need to tax valuable capital, wherever in the economy it might be. And when you look at data gathered on the US tax system, it is clear that Gates was onto something important. In every year since 1981, the effective tax rate on human labor has been far higher than that on “structures,” “software,” or “equipment.” This is shown in Figure 10.6. In short, the US tax regime has created a very strong incentive for employers faced with the choice between a human being and an equally productive machine to choose the latter—in part, because it comes with a lower tax attached. But we can choose to set up incentives the other way around.26

Besides taxes and subsidies, there are also other tools that can affect economic incentives. Take, for example, the more amorphous prospect of using social narratives and norms to shape technological choices. It is easy to see how these might influence a decision to develop clean or dirty technologies: after all, the main reason that almost all companies now talk a far better game on the environment than in the past is because society demands that they do. But similar social pressures can also affect choices with respect to the nature of technologies in the labor market—and not always in positive ways.

[image: In this line graph, the tax rate in percent appears on the y-axis and years from 1980 to the 2010s on the x-axis. Each line tracks a different product. Labor is taxed highest and most consistently, at around 25 percent. Software, equipment, and structures are taxed variably, all at rates lower than labor.]
Figure 10.6. Effective taxes in the United States, 1981–2018 (in percent)


Consider how we judge the capabilities of AI technologies, for example. At the moment, the main criterion for success is “human parity.”27 That is how technology companies talk about their goals: Facebook’s lead AI researcher aims to build “human-level AI”; DeepMind’s founder aspires to “solve intelligence”; OpenAI’s mission statement is to “build safe and beneficial AGI,” or artificial general intelligence, which they explicitly define as “autonomous systems that outperform humans at most economically valuable work.”28 That is how progress in the field of AI is monitored: popular measures, like the Stanford AI Index and the Electronic Frontier Foundation’s AI Progress Measurement Project, use human performance as a benchmark for success. And that is how many technology competitions are structured: challenging researchers to build a system that can beat a human being at chess, or outperform human beings at recognizing images of cats. But if achieving human parity is the moment that we slap a computer scientist on the back in congratulations, it should come as no surprise when technological progress is biased toward substituting, rather than complementing, workers. That is the goal that their developers are so often encouraged to pursue. Of course, social narratives and norms need not always have a harmful effect: the growing discussion around “good work,” for instance, has drawn more attention to the impact of technology on the quality of work as well as its quantity.29 But as many have noted, at the present moment social narratives and norms appear to be strengthening, rather than weakening, the tradeoff between growth and a healthy labor market.



The Retreat from Globalization

Another aspect of the growth dilemma is the tension between the pursuit of growth and the damage it does to local places and communities. South Korea is an example of a place that successfully weakened this tradeoff over the last half-century. Remember from Chapter 5 that a crown jewel in modern economic thought is the claim that free trade ought to shape the direction of technological progress in a country and determine the type of growth that takes place. According to conventional wisdom, that is a reliable route to greater material prosperity. And for South Korea in the 1950s—then one of the world’s poorest countries, war-torn from conflict with the North, dismissed as a “bottomless pit” by USAID, considered a “basket case” by expert observers—free trade meant specializing in growing rice and developing technologies that would make them “the world’s most efficient rice grower.”30 But for the country’s leaders, this was an unacceptable direction of travel: it meant committing to a future of low-paid, poor-quality agricultural work. That was not the type of growth that they wanted for their country.

And so, those leaders rejected the direction of technological progress dictated to them by free trade. Instead, the state, together with the private sector, spent the second half of the twentieth century hand-selecting industries in which they wanted to specialize, publishing those ambitions in consecutive five-year economic development plans, and using all the levers at their disposal to influence the economic incentives that people faced, redirecting technological progress in the desired direction.31 They used financial tools: taxing imports of competing products, subsidizing loans to companies in chosen industries, setting up government research institutions like the celebrated Korean Institute of Science and Technology, and providing tax credits for R&D (though until the late 1970s, most R&D was funded by the public sector).32 They used laws and regulation, in particular restricting foreign imports, to give domestic companies a chance to “catch up”: the car manufacturer Hyundai, for instance, was helped by the fact that imports of all rival cars were banned until 1988, and Japanese car imports as late as 1998. And they subtly changed social narratives and norms: “It was our patriotic duty,” wrote the South Korean economist Ha-Joon Chang, reflecting on growing up in the country, “to report anyone seen smoking foreign cigarettes.”33 The combined result was a rapid transformation in the type of growth that unfolded, reflected in the changing composition of Korea’s primary exports over half a century: first seaweed and ginseng, then wigs and textiles, then steel and ships, and today cars and electronics.34

The economic philosophy that drove the Korean “miracle on the Han” travels under various names. Some call it infant industry protection, capturing the idea that vulnerable young companies need to be shielded from the harsh world of serious grown-up economic competition until they are strong enough to fend for themselves. Others think of it as strategic protectionism, pushing back on the idea that protectionism must be a bad thing, and noting that it can instead be used to achieve certain strategic priorities—like creating well-paid, high-quality work. For economists unwilling to abandon their faith in free trade, this is best thought of as the pursuit of dynamic comparative advantage, a concession that what a country is best placed to do in a given moment might change over time. But what all these names have in common is a rejection of the idea that free trade alone, and the particular incentives it creates, ought to dictate the direction of technological change. Today, the Korean electronics company Samsung might complain about the rise of protectionism around the world (as it has done repeatedly over the decade). The complaint, however, fails to acknowledge that protectionism not only allowed them to flourish in the first place, but enabled the entire Korean economy to pursue an entirely different type of growth as well.



The Digital Is Political

Finally, consider the impact of new technologies on political life, and the tradeoff between growth and our ability to resolve conflicts and settle disagreements in society. Here, the focus tends to be on the second tool that changes incentives: laws and regulations, which might enable us to narrow the cavernous gap between the immense technological power now held by some companies (and individuals) and their minimal legal responsibility.35 Among the proposed interventions: New legal rights and duties to ensure that users are protected by the law. New standards and certifications so that people put their trust in these technologies. New public bodies with the expertise to advise politicians and policymakers. New processes that allow people to appeal against high-stakes algorithmic decisions. These are just some of the reforms; there are many others. Importantly, they all challenge “the assumption … that regulation and innovation are antithetical.” None of them aim to dismantle the incentives that people face in the market but to “change the nature of the incentives for the better.”36 This exactly in keeping with the spirit of attempting to weaken the tradeoff.

Though these various tools I’ve discussed—taxes and subsidies, laws and regulation, social narratives and norms—are quite different from each other, they can all be used to achieve the same goal: redirecting technological progress. And alongside this common purpose, they share something else important: a reliance on the market mechanism to function effectively. For it is only by shaping market incentives, and influencing the choices that people make in response to them, that any of these tools can be effective. In Chapter 8, I explained why the political Left is committing an act of self-sabotage when it calls for “dismantling capitalism” or “ditching the market,” since the market is the only mechanism we have that’s proven to deliver the material prosperity required to achieve their ambitions for society. The discussion in this chapter, though, shows why this self-sabotage is even worse than that—for it is also only through the market that we can hope to redirect technological progress, and change the nature of the growth that unfolds.




Accepting the Tradeoffs: The Moral Questions

In the end, though, we must face an inconvenient truth: these responses to the growth dilemma will only get us so far. There are few tradeoffs between growth and other goals which can be avoided altogether; and despite our best efforts, many of the ones that remain will be very hard to weaken. In those cases, we must abandon the attempts to redirect growth and pursue a blunter final strategy: to accept certain tradeoffs and decide in each case what we want—more prosperity or more of something else that we value.

To be clear, accepting the tradeoffs does not mean abandoning growth altogether, as the degrowthers have in mind. The reasons for avoiding that path were set out in Chapter 7. Degrowth is partly mistaken as a diagnosis, entirely mistaken as a solution, and if taken seriously would be a catastrophe: akin to driving down a road, knocking over an animal, and reversing back over the corpse to try to fix the problem. Nor does accepting the tradeoff mean swinging to the other extreme, plowing ahead with growth and blindly continuing the pursuit of ever more prosperity. The two are mirror-image mistakes: degrowth implies focusing exclusively on the price of growth and neglecting its promise, prioritizing growth above all else implies doing the exact opposite. We have to chart a path between these two extremes.

The first step, then, is to stop pretending we can avoid all tradeoffs. And as we’ve seen, this is the degrowth movement’s redeeming insight. They make it clear that something has to give. For those in the arena—politicians, policymakers, business leaders—this means accepting that they cannot always demand as much growth as they want while also making the world fairer, greener, more respectful of place, and less reliant on disruptive technologies. Tackling self-deception among experts is also part of this task. Take the economists Mark Koyama and Jared Rubin, for example, whose recent book on the historical origins of growth, How the World Become Rich, was rightly acclaimed. Early in the work, the authors offer a disclaimer: “we do not spend much time discussing the drawbacks to economic growth.” If this were due to practical considerations (a page limit, perhaps), then that sort of boundary-setting would be fine. But creeping into their case for that omission is a misguided view: “it is a mistake to think that we necessarily have to choose between economic growth and other values,” they write.37 This is the sort of position we have to abandon if we are to solve the growth dilemma. Eventually, we must accept that in certain cases, we do indeed have to choose. In the final chapter, I want to turn to how this can be done.








CHAPTER 11
THE MORAL QUESTIONS




The vast and wonderful knowledge of this universe is locked in the bosoms of its individual souls. To tap this mighty reservoir of experience, knowledge, beauty, love, and deed we must appeal not to the few, not to some souls, but to all … The real argument for democracy is, then, that in the people we have the source of that endless life and unbounded wisdom which the rules of men must have.

—W. E. B. Du Bois




One of the great mistakes of the second half of the twentieth century was to believe that the pursuit of economic growth and ever-greater prosperity could act as a substitute for a serious confrontation with the big tradeoffs that face society. We have seen this time and again in this book. Remember that in the beginning, the very idea of growth was attractive precisely because it appeared to make these moral questions melt away. It seemed that everyone stood to benefit from a larger economic pie, so political leaders could put aside difficult debates about ultimate ends. A big part of political life was happily delegated to a variety of technical experts, with the comforting assumption that these impartial engineers could simplify our common life by focusing on the narrow problem of increasing GDP.

But growth was not resolving those tradeoffs or answering the moral questions they raised. It was simply avoiding them. Politics has spent more than half a century dodging the hard issue of whether ever-greater prosperity was really a price worth paying to abandon other ends that we care about: a healthy climate, fair distribution, strong communities, good work, functioning democracy. And as a result, social tensions have been left to fester, and legitimate grievances have built up. Engaging more directly with these tradeoffs would no doubt have been a messier, more difficult alternative. Yet that is the point of politics: to face the mess, to take on the hard moral questions, to embrace the collective catharsis that comes from thrashing about in civil disagreement and develop a greater sense of civic life in the process, like a muscle that strengthens with use.

Today, leaders continue to dodge the tradeoffs. Think of the popular movement to update the GDP measure, described in Chapter 6. This is where our collective attention tends to be directed when the price of growth is discussed. Yes, it is reasonable to want to repair the measure’s technical shortcomings and make it a better reflection of the activity that takes place in the market. But to go further and try to resolve its moral limits by bundling new, socially valuable activities into the statistic is an act of avoidance. It buries hard moral questions—about what ends we care about, and how to weigh them against each other—in the details of an increasingly complex calculation, hiding them from public scrutiny and leaving them instead for officials to answer (often just accidentally).1 “Under cover of expert technocratic knowledge,” observes Michael Sandel, “decisions are being made that are smuggling in values without allowing the public to debate those values.”2

And so, in this final chapter, I set out how we might do things differently. If we cannot avoid or weaken the tradeoffs created by the growth dilemma, then we must accept them. And this acceptance, in turn, means that we must excavate two fundamental moral questions that have been hidden away by the relentless pursuit of economic growth.


What Should We Care About?

The first moral question that follows from accepting the tradeoffs has been hinted at repeatedly: at any moment in time, how much do we care about the other ends that we might value? If we pressed pause, what proportion of our resources would we want to take away from the pursuit of growth and redirect to achieving other things that we care about? To see the challenge visually, consider again the possibility frontier from the last chapter, as in Figure 11.1. This time, unable to avoid or weaken the tradeoff, we are trapped on the frontier at point A and must choose which direction to slide along it. Until now, given the growth priority, we have always tended to slide from A to B, sacrificing those other ends in pursuit of growth. And the first moral question is whether we should be willing to move to C instead, giving up growth for those other ends.

In thinking about this moral question, it is as if we are John Maynard Keynes, back in Chapter 3, trying to work out what resources we could allocate to the British effort in the Second World War—except here, the question is what we can allocate in the war against environmental decline, economic inequality, the destruction of local places, and so on. At the moment, our answer is blunt: not much. That is the consequence of having had the growth priority sit at the center of political life for so long.
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Figure 11.1. Confronting the tradeoff between growth and what matters

Note: The solid curved line is the “possibility frontier”: arrows indicate possible moves on the edge of that frontier.


That answer will no longer do. Instead, there is an alternative response to the first moral question that I find compelling, and it is related to what the degrowth movement gets right. The popular interpretation of degrowth is the one I described in Chapter 7, where the ambition is simply to shrink the economy. Let’s call this common-sense reading of the term strong degrowth. Importantly, though, this not the only take available. There are figures on the periphery of the movement who are supportive of the degrowth diagnosis—that more growth is both undesirable and infeasible—but who are also sympathetic to the criticism I made in that chapter. And so, in response, they have come up with another interpretation of degrowth, where the aim is not to pursue negative growth, but to be “indifferent” about growth while prioritizing other outcomes instead. (Most of time, their focus is on protecting the environment.)3 The economist Kate Raworth, for instance, calls this a “growth-agnostic” position; the economist Tim Jackson describes it as a “post-growth” outlook.4 These milder takes have allowed figures otherwise hostile to the idea of strong degrowth to feel more comfortable with coming into the fold.

Unsurprisingly, the hard-nosed strong degrowthers have balked at this milder take, dismissing it as a watered-down misinterpretation of their work, a cowardly attempt “to avoid provocation” and replace it with “polite conversation.”5 But the merit of this milder take is that by dropping the extreme demand that we stamp out growth altogether, and accepting that growth brings with it benefits alongside the costs, it supports a far more balanced position (a balance which strong degrowth, as we have seen, cannot accommodate). That said, the weakness of this milder take is that its recognition of growth’s benefits remains tepid. An attitude of indifference or agnosticism toward growth, which is what Raworth, Jackson, and others have in mind, might not involve the same ferocious hostility to the process as strong degrowth. But it is still some way from being a serious endorsement of growth’s merits. Asking people to ignore growth, to put it at the bottom of their pile of possible priorities, suggests that even this milder version of degrowth continues to underestimate the extraordinary promise of what economic growth can do for humanity.

So I think we should seek to adopt a third interpretation. Rather than take degrowth to mean aiming for no growth, as strong degrowth implies, or having no regard for growth, as the milder take above suggests, instead consider having less regard for growth. We can think of this as weak degrowth. This version it is not about the pursuit of negative growth, or about attaining a Zen-like detachment from caring about growth at all. It’s about demoting growth in the hierarchy of ends that a society might care about. This seems to me the ideal philosophical antidote to having prioritized economic growth for so long: growth currently sits right at the top of that hierarchy, and adopting a weak degrowth mindset would help to correct that. If taken seriously, the practical implication of this philosophy would be the sort of GDP minimalism set out in Chapter 6: recognizing the plurality of different ends that people might reasonably care about in society, only one of which would be growth; and accepting the incommensurability of the value that people attach to those ends, abandoning any attempt to capture them in a single number.

For each tradeoff, we can imagine how weak degrowth might shape decision-making. Take the climate, for instance. A serious frustration for the environmental movement is the persistence of fossil fuel subsidies: worth more than $1 trillion worldwide in 2022—roughly what the entire British state spends in a year—these payments make ‘dirty’ technologies cheaper.6 But while many act as if the offense here is clear-cut, they are ignoring an inconvenient truth: most people in the world live in economies that are heavily reliant on fossil fuels. Remove those subsidies and energy will get more expensive, reducing growth. (Think again of the economic damage done by the gas price surge during the Russia-Ukraine war.) For some, this threat to growth is the end of the matter, making the subsidies untouchable. But an adherent of weak degrowth could both recognize this hit and still argue that it is a price worth paying to protect the environment. Their intention is not to shrink the economy, as a strong degrowther might have in mind; nor do they deny the importance of growth, as a no-growther might. Instead, they recognize the reality of a difficult tradeoff between growth and the climate—and accept the price that must be paid to protect the latter.

Or take inequality. Here, one of the more troubling trends is the rise of inequality in accumulated wealth, as opposed to income. (“Wealth” is composed of a variety of assets, from land to buildings, company shares to cash.) This particular inequality is usually far more pronounced than others: Gini coefficients, the standard measure of inequality we saw in Chapter 5, tend to be twice as high for wealth as for income. And this sort of inequality is increasing. The US is a good example: not only is the share of wealth owned by the top 0.1 percent of Americans large it has risen steadily for half a century, such that it is now the same as the share of wealth owned by the bottom 90 percent of the US population combined. An intuitive response to these trends is a wealth tax. But the idea is controversial for good reasons: some worry that wealth creators would work less hard in response, others that they might even flee the country. And the combined effect—lower effort, higher risk of flight—would suggest a hit to economic growth. Again, for some this hit is a fatal blow to the proposed policy. But a weak degrowther could accept that more equality means less growth—and still impose the tax, believing it to be a price worth paying for a fairer society.

Finally, consider globalization. Once again, the US experience is instructive.7 In the 1990s, the country was opened to trade as never before. The enactment of the North American Free Trade Agreement (NAFTA) in 1994 made trade easier with Mexico and Canada. An even bigger effect came the following year with the establishment of the World Trade Organization (WTO), which not only streamlined existing trade arrangements but eased China’s entry into the global trading system in 2001. There can be little doubt that this process led to more growth. But it also had a cataclysmic effect on the American labor market. Within a decade of China joining the WTO, free trade had cost the US 1 million manufacturing jobs, and 2.4 million jobs overall.8 New work was not created on a serious scale in the hardest-hit places, as trade optimists had hoped. Worse still, the communities that relied on this work were decimated. The traditional response either expressed skepticism regarding this cost or fatalism about it. (“Restricting trade or giving in to protectionism in this 21st century economy will not work,” President Obama said in 2016 to applause.)9 But a weak degrowther would acknowledge the existence of the tradeoff and reject this fatalism. Instead, when confronted with similar moments in the future, they might agree to pay a price in terms of growth to protect these workers and the places that they live.

It is possible to do a similar exercise for the other tradeoffs, too. In each case the approach is the same: accept the tradeoffs, recognize the price in terms of growth to protect something else that we care about—and remain open to paying that price.



What Do We Owe the Future?

If the first moral question raised by accepting tradeoffs is a static one: What should we care about? The second is dynamic: How much should we care about the future? Or, more practically, what proportion of our resources should we divert from helping people in the present to help those in the future—not only our children or our grandchildren, but the generations that come after? This is the famous problem of intergeneration equity. A key concept here is the discount rate, a highly contested number that captures precisely how much we ought to care about future costs and benefits relative to those in the present. (The choice of rate, in the words of distinguished economist Martin Weitzman, “is one of the most critical problems in all of economics.”)10

This second moral question also looms in every interaction with the growth dilemma. If we plan to avoid the tradeoffs, for example, we have to engage with it: for the pursuit of growth, even if it leaves other valuable ends unharmed, still requires us to redirect resources from today’s demands toward the development and adoption of new technologies that increase material prosperity in the future. If we want to weaken the tradeoffs, we have to engage with it again: for that task, in much the same way, also requires us to redirect resources from today’s demands toward alternative technologies that will change the nature of growth in the future. And finally, if we plan to confront the tradeoffs, the moral question reappears—for we are either asking people in the present to become poorer to protect other ends in the future, or we are asking people in the future to sacrifice some of those other ends so that people today can maintain their prosperity.

How, then, should we respond? Our contemporary culture is undeniably short-termist: companies are concerned with maximizing short-term profits in order to please shareholders, governments are preoccupied with short-term tactics in order to stay in power, individuals are preoccupied with satisfying short-term whims and everyday worries. Indeed, the fact that the growth dilemma now looms so large is itself a symptom of that same short-termism, an almost century-long failure to see that the pursuit of unfettered growth is creating immense problems for the future. And so, with that short-termism in mind, one of the most interesting developments of the last few years is the rise of long-termism as a popular answer to this moral question. What began as an obscure philosophical view held by a few researchers in a handful of eccentric institutions has become a wider movement, with a large community of supporters that reaches well beyond the boundaries of academic life.

In part, this notoriety is due to the high-profile figures in Silicon Valley who count themselves members of the long-termist movement. (Elon Musk, for instance, called it “a close match for my philosophy.”)11 But it is also due to the stewardship of one of its standard-bearers, the philosopher Will MacAskill, whose views on the limits to growth I explored in Chapter 8. MacAskill is also known for heading up another increasingly popular movement, effective altruism (alongside philosophers like Nick Bostrom and Toby Ord, among others). This is not a coincidence. The two movements are closely related. Effective altruism tries to calculate the best way to make the world a better place; long-termism is a particular idea for how to do so. And what is it? In the words of MacAskill, it is the “idea that positively influencing the longterm future is a key moral priority of our time.”12

Put that way, long-termism might sound benign: who could disagree with the idea that the future is important? But the radicalism starts to become apparent when you see the time horizon its supporters have in mind: not decades or centuries, but “millions, billions, even trillions of years.” (The last of those applies only if we manage to become an interplanetary species before Earth is vaporized by a burnt-out Sun.) This future, note the long-termists, contains a lot of potential people: for instance, if populations remain the same size as today, and humanity’s future lasts for one million years (the life span of a typical mammal species), then it will contain 80 trillion people, outnumbering present people by ten thousand to one. And the issue, claim the long-termists, is that all these potential people matter. “Future people,” says MacAskill, “after all are people … they just don’t exist yet.”13 Most importantly, believe the long-termists, we can do a great deal to improve those people’s lives.

This three-part mantra—“Future people count. There could be a lot of them. We can make their lives go better”—infuses the future with immense moral gravity, demanding that ever more of our current efforts be drawn into making sure that these potential people flourish.14 This helps explain why Silicon Valley finds long-termism so attractive: it pulls our attention toward existential issues like biological weapons, nuclear war, space settlement, and—most significantly—technology and AI, reaffirming the world-historical importance of their work. But it is also why others find the idea repulsive: it pulls our attention away from tackling the existing misery and suffering of those whose had the bad luck to be born in the present.

For thinking about the future of growth, long-termism is an extremely helpful mistake. As the idea has become more popular, it has attracted criticism, and managed to withstand a great deal of it. But the most compelling complaint remains one of the simplest: in short, “we have no idea what the future will be like.”15 John Maynard Keynes famously quipped that “in the long run, we are all dead.” But perhaps, if we have in mind the long-termists’ conception of the long run, he is wrong. If the life-extension movement is right about the distant future, for instance, we might eventually reach “longevity escape velocity,” living long enough for medicine to learn how to cure all diseases, replace faulty organs, regenerate cells, and keep a person alive forever until the end of time.16 Alternatively, if the transhumanist movement is right about the distant future, we may not need our “meat machines” indefinitely, but at some point will shuffle off our mortal coil by uploading our minds to some piece of immortal hardware and exist there forevermore. These ideas might sound unimaginable—but that is the point. The future that long-termists want to protect is so distant that it is utterly unimaginable to us. And so it is very hard to believe we actually know what we could do today to make all those future lives better. “Our trying to anticipate the needs of star-faring people millions of years hence,” writes the philosopher Regina Rini, “is no more realistic than Pleistocene chieftains setting aside sharpened flint for twenty-first-century spearheads.”17

To see the problem a little closer to the arguments of this book, consider one reason why MacAskill believes economic growth must come to an end. “If current growth rates continued for just ten thousand years,” he writes, “then we would have to start producing trillions of present-civilisations’ worth of output for every atom within reach. But this seems unlikely to be possible.”18 His worry is that there are physical limits to the process, and that if explosively powerful exponential growth rates continue, we will produce an infeasibly large amount of stuff. But again, our intuitions about what is likely or unlikely, honed in our current world, are not a good guide to what might be possible in the long-termists’ long term. Indeed, this argument already relies on an outdated view of economic value, a sense that what matters is the quantity of tangible things that are produced, not the value of those things, tangible or intangible. What if ten thousand years from now, for instance, our current physical world sits alongside trillions of virtual worlds, each of them full of simulated human minds, each with a virtual economy producing vast amounts of output—why is the number of physical atoms in our current world a good guide to the sum of all the economic value in those virtual ones?19 Yes, this is a strange thought experiment—but the distant future, whatever it looks like, will no doubt be strange compared to the present.

This mistake—the impossibility of picturing the very distant future—helps illuminate the second moral question. To begin with, it reminds us of the importance of having imaginative humility, and, as a result, moral modesty when considering the strength of any demands that the future imposes on us in the present. If the previous discussion did not make that clear, then recent events ought to help. For if MacAskill was right when he wrote that “the world’s long-run fate depends in part on the choices we make in our lifetimes,” then it turns out that one of the greatest existential threats to humanity was not a future nuclear war or superintelligent AI but a thirty-year-old curly-haired billionaire entrepreneur in our own day.20 This billionaire, Sam Bankman-Fried, was a high-profile public face for long-termism and a major funder of it behind the scenes. His precipitous downfall following alleged fraud at his cryptocurrency exchange FTX—“never in my career have I seen such a complete failure of corporate controls,” said the man who also cleaned up the Enron scandal—has significantly tarnished the long-termism movement, undermining for some time to come its ability to influence the choices that MacAskill believes to be so vital.21

The other lesson from long-termism’s mistakes is to have practical humility. The philosophy of long-termism fails this test. Whether or not the idea is right, it is very hard for it to be seen as reasonable. Given the existing suffering and misery in the world today, people are likely to feel that the philosophy is akin to being mugged for resources by the imaginary demands of a gang of trillions of future people who have not even been born.

How, then, should we answer the second moral question? What do we owe the future? The answer: far less than long-termism demands, for the reasons we have just seen. But it must also be far more than our prevailing short-termist culture encourages. On this question, social scientists like to be precise, capturing their views on what we owe the future in exact discount rates.22 But it seems to me that while it might be useful in theory to deal in decimal points, in the real world it is sufficient to deal in directions of travel. In thinking about the second moral question, it is sufficient to simply say more. We ought to be willing to invest more of today’s resources in avoiding and weakening the tradeoffs between growth and the other things that we value, as explored in the last chapter. But once we accept the tradeoffs, we must also be willing to invest more than we do now in the pursuit of whatever priority we choose—whether or not the gains from doing so lie far in the distance.



Returning the Dilemma to Politics

The answers I have given to these moral questions may seem frustratingly imprecise. How much should we care about the future? Far more. How much should we care about other valuable ends? Again, far more. These imprecisions are unsatisfactory. So how should they be resolved? In my view, not from the top down by policymakers, economists, or technocrats. Instead, they ought to be returned to the world of politics for a resolution. Importantly, this does not mean handing them over to politicians to discuss and settle in the great chambers of state, either. They need a wider form of collective deliberation—one that we currently lack, in part due to the priority we have attached for so long to the unfettered pursuit of economic growth.

To see this neglect in practice, take the conflict between growth and flourishing local places. There is good reason to think that two of the great political convulsions of the last decade—the Brexit referendum in the UK and the election of Donald Trump in the US—are in large part due to a failure to adequately confront this tradeoff in the past. I have little doubt that talking about migrant “invasions” is xenophobic, that the use of “globalist” as a slur has a whiff of antisemitism to it. Yet it is a mistake, as Michael Sandel put it, “to see only the bigotry in populist protest” and not the “legitimate grievances” that it contains as well.23 Here, the grievance is clear: the pursuit of a particular type of economic growth, driven by logic of free trade and the principles of globalization. This growth stood to make a country more prosperous overall but said nothing about how that prosperity would be shared or what would be done for the communities and workers that would be left behind. The sense of globalization as an inevitability, as an inescapable economic law that must be obeyed, strengthened the sense that ordinary people had little control over the direction of their lives.

But the Brexit referendum does provide us with one useful lesson—that there is a serious need for new methods of collective deliberation. These are important not only for engaging with the tradeoff between growth and local places, but for all the other tradeoffs presented by the growth dilemma. Until recently, popular referenda were rightly held in contempt. In 1945, when Winston Churchill suggested a referendum on extending UK’s wartime coalition government until after Japan was defeated, his deputy, Clement Attlee, refused, dismissing it as “alien to our traditions … the instrument of Nazism and Fascism.” In 1975, Margaret Thatcher said much the same, calling the referendum “a device of dictators and demagogues.”24 Yet in spite of this historical suspicion, UK politicians have clamored to use referenda repeatedly in recent years—a total of twelve times since 1973. This demand reflects a growing desire for a new approach to big political questions. But the referendum is a flawed, inadequate tool, an extremely blunt instrument that requires only a simple “Yes” or “No” for complex questions. It is also an unforgivingly one-shot instrument. (As time has passed and the costs of Brexit have become clearer, for example, more and more British citizens are questioning the wisdom of their original votes—yet there is no flexibility to revisit the decision now that more is known about its consequences.)

What is now required is a wave of new institutions that would bring citizens together to debate important issues again and again, satisfying the demands for participation that are so poorly met by tired and clunky existing mechanisms. Today, a promising source of such innovations is a family of phenomena known as “mini-publics.”25 These micro-institutions do not replace the traditional political process but sit alongside it, occupying a place somewhere between the familiar rhythm of traditional elections and the big bang of a single-issue referendum. Mini-publics are not entirely new; rather, they are a forgotten part of the Western political tradition.26 In ancient Athens, for instance, a variety of mini-publics infused political decision-making at every turn with the deliberation of ordinary citizens. The Assembly is the best-known example—a gathering of 6,000 or so citizens, sitting at the center of Greek life, which debated important political issues of the time. But citizen participation did not end there. Before the Assembly met, the proposals up for discussion were decided by a council of 500 citizens selected at random. During the debate, participants had to be wary of making bad or unlawful proposals, for fear of prosecution by a special court made up of another 500 citizens selected by lot. And afterward, laws could only be passed if a group of lawmakers, again composed of citizens, agreed to the details.

The exact shape that these ancient institutions took is lost to time. What we have managed to piece together from old texts is imprecise and contested. But more important than the particular details is the philosophy behind them: the belief that involving ordinary citizens in political deliberation is critical—perhaps even more important than the nature of the conclusions that are reached. Today, standing at a hinge in history, where the decisions we make about the direction of technological progress are likely to have consequences quite different from anything that has come before, it seems necessary that citizens be asked to engage with the moral questions presented by the growth dilemma. We should care more about other ends—but how much more? We should care more about the future—but how much more? Citizens must be called upon to help answer these fundamental questions. We must find practical ways to channel the “moral energies of democratic life,” in Michael Sandel’s words, to use the latent political energy that is pent up in society for constructive rather than destructive purposes. And the fact that our traditional institutions are so ill-equipped for the magnitude of the present moment makes that need all the more urgent.
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Figure 11.2. Mini-publics in OECD countries, 1986–2019

Note: The OECD report refers to mini-publics as “representative deliberative processes for public decision making,” but they are much the same thing.


The prospect of greater citizen involvement might sound far-fetched, but we can already catch an encouraging glimpse of mini-publics in action today, a hopeful sign that this ancient tradition is being reawakened.27 Figure 11.2 shows the surge in the number of mini-publics that have taken place across the OECD over the last few decades (here, eighteen OECD countries plus the EU). We do not need to start from scratch, with all the difficulties that might involve, but can instead build on this growing wave of political experimentation.

This recent increase in political participation involves various kinds of mini-publics. There are citizen assemblies, for instance, a few hundred or so people who meet to give recommendations on big questions. They were used in Ireland from 2016 to 2018, with great success, to provide answers to fractious questions like abortion rights. There, ninety-nine members, selected at random, spent five months deliberating the issue—hearing from experts, listening to testimony, debating among themselves—before voting to legalize abortion. (A national referendum, shaped by the assembly’s deliberations, brought it into law.) Another assembly is currently underway in France to explore the hard questions of euthanasia and assisted dying.28 Perhaps most interesting, though, is the way in which assemblies were used in Korea in 2017 to force a U-turn on government energy policy. Then-president Moon Jae-in had campaigned on the promise to phase out nuclear energy, but he overturned that commitment in office when a citizen assembly voted to keep building two brand-new reactors.29 In much the same way, we might imagine that difficult moral questions relating to the growth dilemma could be put more regularly to formal assemblies of this nature.

Alongside these fairly large citizen assemblies is a spread of nimbler institutions. There are citizens’ juries or citizen panels, for instance, smaller alternatives—thirty or so people, meeting for a few weeks—which tend to be used to deliberate important but less consequential questions, such as the location of a new hospital. Then there are consensus conferences—even smaller, more agile setups—which have been used more than fifty times around the world. (Such conferences were originally used in health care to help evaluate medical technologies and practices.) Even more informal are citizen dialogues and citizen summits where people can offer feedback rather than generate recommendations. These are some of the traditional categories. They represent something to build upon; in the future, a great many more may be tried out as well. Now is the time to experiment with different forms, not to be dogmatic about which institutions are best.

Mini-publics should not be viewed as simple add-ons to our traditional way of doing things, useful “apps” that we can collectively download and run on our pre-existing political operating systems. If done properly, they involve a change in the underlying systems as well. Today, democracies are overwhelmingly representative. This means that citizens elect officials to take the lead in handling the moral questions of political life. In contrast, a democracy infused with mini-publics is better described as deliberative. Here, selected citizens, rather than elected officials, take the lead, and the process and content of public life are transformed. As citizens, we know we will be called upon to debate some of the hardest questions we can ask one another, rather than to delegate them to politicians. By now, it should be clear why I think a shift to a more deliberative politics, through mini-publics, is the right path to take. The leaders to whom we have delegated the growth dilemma, hardworking and noble as they may be, have failed to confront the tradeoffs that it presents us with. This is why we feel the tension between the promise and the price of growth so acutely today.

To some, appealing to the views of citizens might seem like an evasion. As Langdon Winner puts it, “In almost every book or article on the subject [of technology] the discussion stalls on the same sterile conclusion: ‘We have demonstrated the relationship between Technology X and social changes A, B, and C. Obviously, Technology X has implications for astounding good or evil. It is now up to mankind to decide which the case will be.’ Poor mankind.”30 Though I appreciate the rhetorical effect, I do not share Winner’s cynicism about turning to citizens for answers. To do so is not to “stall” or to be “sterile.” Instead, it is to recognize that the questions at hand are moral, not technical, and only collective deliberation can legitimately answer them. Indeed, we ought to be suspicious of any writer who reaches the sorts of definite conclusion that Winner is after.

To others, it might be tempting to dismiss the idea that there is demand among ordinary people to get involved in new forms of collective deliberation. “The single hardest thing for a practising politician to understand,” says Tony Blair, “is that most people, most of the time, don’t give politics a first thought all day long.”31 The challenge, in this sort of view, is how to engage the attention of citizens distracted by the demands of daily life. (It is the same thought behind the famous quip about socialism attributed to Oscar Wilde: “it takes up too many evenings.”) I do not share this way of seeing the world, either. Most people might not spend most of their time following formal proceedings in the Houses of Parliament or US Congress, but it seems to me that they do spend almost all their time thinking about the stuff of politics: how to find good work and keep it, how to make financial ends meet, how to be safe and happy and healthy, how to protect the environment that we live in, how to build a home and raise a family. These challenges are what politics, properly understood, is all about. The problem is that our political institutions, as they are currently set up, do not seem like a serious solution to those challenges—too distant, too opaque, too unresponsive.

“Do you ever wonder,” asks Jamie Susskind, “whether we could be more useful citizens if we were given the chance?” I expect that the answer is “yes.” But in an important sense, that sort of speculation is not a luxury we can afford. It is not simply that we could give citizens the chance to participate—we must. The direction of our future is at stake.






CONCLUSION


In November 2016, Barack Obama made a final foreign trip as president of the United States. His destination was Athens, Greece, and it was here that he delivered one of the last speeches of his presidency. As speeches go, it followed a fairly familiar formula: flattery of hosts, statement of ideals, self-appraisal of achievements. But there was one line that stuck out and has been troubling me ever since.

“If you had to choose a moment in history to be born,” Obama said to the crowd of Athenians gathered before him, “and you did not know ahead of time who you would be—you didn’t know whether you were going to be born into a wealthy family or a poor family, which country you’d be born in, whether you were going to be a man or a woman—if you had to choose blindly what moment you’d want to be born, you’d choose now.”1 It was a line that captured the confident optimism that had characterized his administration for eight years, a sense that the United States, in spite of its shortcomings, was still moving toward the “more perfect union” it is ever trying to grasp. But it was also a line that I—and I expect many others—wasn’t sure whether to believe.

As we have seen in this book, humankind has made immense progress. For most of the 300,000 years that we have been around, our living standards were stagnant. That only changed a few hundred years ago, when modern growth began and the world was thrust into an age of unprecedented prosperity. In the short time since then, we have used to it achieve remarkable things: vastly reducing poverty, immensely improving health, and greatly increasing levels of education around the world. When President Obama claimed, “you’d choose now,” these were the kinds of achievements he had in mind: if you chose to be born at almost any other moment in history, wealth, health, and education are the sort of things that you would have to give up. Yet that growth has also come at an immense cost to humankind: widening economic inequalities, the degradation of the natural world, the hollowing-out of local communities, the unleashing of technologies that we seem unable to properly control.

Of course, this tension between the promise and the price of growth—the growth dilemma—is not new. Growth has always been a mixed blessing. After all, it was the misery of working life in the first factories of Industrial Britain that enraged a young Karl Marx, and it was the “sulphurous chimney-pot vomit” they spewed into the air that inspired figures like John Ruskin to become the original environmentalists.2 But today, there is a sense that the tension is greater than ever. For the first time in our history, the costs of growth threaten to overwhelm its gains.

This imbalance is why I cannot nod along with Obama’s celebration of the present—and why, around the world, people are losing hope that their future will be better than their past. The idea that has kept so many of us going, that if we keep our heads down and work hard, then our children will have a life better than our own, no longer convinces. It is a dangerous situation when people lose confidence in the future. For that reason, the growth dilemma is one of the great challenges of our time.

The pursuit of growth is a new, mysterious, and dangerous activity for humankind. It is new because that pursuit only began in the middle of the twentieth century. It is mysterious because we know little about why we have been successful at it. And it is dangerous because of this tension between its promise and its price. There is now growing recognition that we need to engage with the growth dilemma. But today’s two most influential ideas for doing so are misplaced: irritating distractions at best, catastrophes at worst. One is a technocratic proposal, to resolve the dilemma by tinkering with the GDP measure. But this misunderstands the nature of the challenge that we face: it is not a technical problem about mismeasurement but a moral one about what matters. The other is a more radical proposal, to resolve the dilemma by pressing pause on growth, or even deliberately go into reverse. But those who advocate for this are committing the same mistake as their foes: focusing too much on one part of the dilemma (the price) and neglecting the other (the promise). At a time when growth is slowing around the world, this seems particularly misguided.

And so, in this book, I have set out a different response. This alternative is rooted in the little that we do know about the causes of growth—that the process is driven by the discovery of new ideas and the economic exploitation of their peculiar properties. And it involves accepting the fact that we face big tradeoffs in society—between growth and the other ends that we might value. Yes, we ought to continue the pursuit of more growth, and I show how to unleash it. But as we do, we must also recognize and confront the tradeoffs involved. Until now, too many have hoped that we could avoid them, that we could achieve growth at little or no cost—to have our proverbial cake and eat it too. This is wishful thinking. It explains why we have slumped to the occasion. Instead, we must do what we can to weaken the tradeoffs, using all the tools we have to redirect technological progress and change the sort of growth that takes place. And when that comes up short, as it may, we must then confront the tradeoffs directly, and accept the fact that we have to pay a price in terms of growth to protect other things that we care about.

This alternative forces us to engage with two big moral questions. How much should we care about these other ends? And how much should we care about the future? In my view, as I have explained, the answer to both must surely be far more. The priority we attach to growth means that we care too much about it and too little about everything else; the short-termism that characterizes contemporary life means we put far too much weight on the present and not enough on what lies ahead.

Yet in the end, these are questions for citizens to answer. They are some of the hardest questions we can ask. They will undoubtedly invite immense disagreement. And for that reason, their place is in politics. One of the great mistakes of the second half of the twentieth century was to remove them from that world. In the twenty-first century, we must do the opposite: return these questions to the political discussion and complicate our collective conversation once again. “The sphere where material circumstances force a choice upon us,” wrote the economist F. A. Hayek, “is the air in which alone moral sense grows and in which moral values are daily re-created.” That sphere has shriveled, and it is time to expand it.

But although I believe that big moral questions should be left to politics, there are nevertheless two personal beliefs that run through the argument in the final chapters of this book. In closing, I want to be clear about what they are. For if I had a chance to take part myself in one of the new participatory institutions that I believe that we need, these are the views that I would want to express to my fellow citizens.

One of these is a belief in the innovative genius of humankind. Our future is uncertain: this is a fact and there is little we can do about it. It might be reassuring to hear confident claims to the contrary, to be given precise predictions about what lies ahead. But in the words of David Hume, these should be thrown to the flames, for they contain nothing but sophistry and illusion. This uncertainty forces a choice on us about what sort of attitude we want to adopt as we stride into the future. It is as if we stand at a fork in the road and two divergent paths stretch out ahead of us—and now, we must decide which one to take.

Down the first path, our attitude is one of resignation. Pessimistic about our prospects for weakening the big tradeoffs, and doubtful that we can redirect technological change on the scale required, we focus on the task of calculating how much we must give up to protect the other ends that we value. This, in a sense, is the fatalistic spirit that animates the degrowth movement and their sympathetic fellow travelers who believe we need to slow down our economies. The second path, though, is very different. Here, the attitude is one of resistance. Optimistic about our capacities for weakening the big tradeoffs, we turn our attention to the question of how to achieve that. This is the far more uncertain path—for we can never be sure that our attempts to change the nature of growth will turn out to be successful.

Of course, the choice that we face is not as absolute as a split in the road. The future will demand a combination of both actions, weakening some of the big tradeoffs and accepting others. Yet this picture is still revealing, because the path that we are inclined to take in this simplification says something important about how we think about the future. For if this really were the choice—between settling down into guaranteed perpetual stagnation or chasing after the possibility of further flourishing—I would take the latter path without any hesitation. This is not because I am in denial about the uncertainty that we face, but because I have faith in the extraordinary inventive capabilities of humankind to respond to it, time and time again. The vaccine triumphs during the Covid-19 pandemic—two vaccines within eight months, rather than a decade or more as some had predicted—is a small reminder that we have barely caught a glimpse of the full measure of what we can achieve.

The other belief that runs through this book is a conviction that we ought to treasure the future as much as many people revere the past. “A reactionary is fixed on the past and wanting to return to it,” writes the philosopher Roger Scruton, but “a conservative wishes to adapt what is best in the past to the changing circumstances of the present.” This is an eloquent account of what it means to be conservative—not longing for an unreachable former world but celebrating and respecting what we have inherited from it. Yet when I read those words, I wonder why more people do not feel the same way about what lies ahead. After all, the past is gone and can never be changed. But the future has not yet arrived; what’s more, it is up to us to shape. When I read the ideas of long-termists, I feel frustrated—and not only for the reasons set out in the last chapter. The movement is so defensive and cautionary, so concerned with managing risks rather than chasing opportunities, with coddling the future instead of striking out boldly to build it.

This influence over the future is a great responsibility. It is also ironic. In centuries to come, people will doubtlessly view us as backward, in much the same way that we today think of Stone Age hunter-gatherers. And yet their fate is in our primitive hands. Just as the flap of a proverbial butterfly’s wings in a Brazilian forest might set off a tornado in the cornfields of Texas, the actions that we take today will ripple through time and shape the lives of trillions of unborn people who we will never meet or know. But I do not believe we should be held hostage by that immense future. Rather, it should encourage us to look forward with a sense of excitement and wonder at what we might accomplish—not only for our children and their children, but for those in generations to come. For three hundred thousand years, humankind looked out on the future and saw what must have seemed inescapably bleak: a relentless, unforgiving struggle for subsistence. Modern economic growth has changed that. In the words of Nietzsche, noted at the beginning of this book, “the sea, our sea lies open again; maybe there has never been such an ‘open sea.’ ” This is the beginning of human history—if we choose.
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