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        Foreword

      
      Robert M. Solow1

      I am writing this in the last week of January 2021. Sixty years ago, almost to the day, my family arrived in Washington, DC, and I started a year’s work on the staff of President Kennedy’s Council of Economic Advisors. The US economy had not yet emerged from the “typical postwar recession” of 1960. The unemployment rate, as I remember it, was a hair under 7 percent.

      But another, more difficult problem had arisen. Each of the last three typical postwar recessions had taken place at higher unemployment rates than the ones before. Some economists and many in Congress and the financial press were suggesting that this higher unemployment rate was not the usual sort. It reflected not a lack of demand for goods and services but the fact that the unemployed workers were unqualified for employment: they were in the wrong place or had the wrong skills or no skills at all, or inadequate education. The usual fiscal and monetary policy maneuvers would do no good at all.

      There is a tendency, whenever there is unexpectedly high or persistent unemployment, for simple monocausal explanations to circulate. Blaming the unemployment rate on the characteristics of the unemployed is one such. There is a certain immediate plausibility to such an explanation. The unemployed do tend to be less qualified than the employed. But whatever the true source of the unemployment, the normal process of turnover and selection will eventually focus the unemployment on the least qualified. This certainly does not mean that training the untrained will increase employment.

      Here is a simple analogy: think of a high school basketball game played in a gym with a fixed number of seats bolted to the floor. Tickets are free, and more spectators arrive than there are seats. The seats will go on the average to the quick and aggressive. For the slow and passive there is standing room. Now suppose you train the standees to be faster and more aggressive. At next week’s game more of them will get seats. But the total number of seats does not change at all. Getting employed in a modern industrial economy is a lot more complicated than getting a seat at a basketball game, but you see the point.

      This was an important matter when the Council of Economic Advisors tried to calculate appropriate fiscal and monetary policy. My first assignment from Walter Heller, the council chairman, was to evaluate this theory of rising “structural” unemployment. This being Washington and not MIT, I think I had three weeks. My conclusion was that there was certainly an element of structural unemployment but there was no evidence that it was increasing.

      Of course, blaming the characteristics of the unemployed is not the only simplistic way to account for unexpectedly high and persistent unemployment. Dramatic changes in technology are another and equally common theory. I first heard the word “automation” during that 1961 debate. We are already beginning to hear that the robots are coming, the robots are coming (and some day they will actually come).

      The current situation is different. Leaving the COVID-19 pandemic aside, there has been no long-run rise in the unemployment rate, at least not yet. What we have instead is something more complex.

      For generations, the real wage rate in the US had grown at more or less the same rate as output per hour of work. This meant that their ratio, the share of output paid out in wages and salaries, had no trend. There were short-run variations but not much else. That seems to have changed in late 1960s or early 1970s. The real wage trend began to fall short of the productivity trend. It was not that the productivity trend accelerated; that might suggest something technological going on. The difference was that real wages fell behind. That involves a lot of economics, especially when it is set beside David Autor’s famous finding that the economy was providing lots of low-wage and high-wage jobs but was losing the middle-skilled employment that had been part of the American Dream. The dramatic increase in inequality of income and wealth fits in here, too.

      Now there were many candidate causes, and they were not mutually exclusive. Those middle-skilled jobs may have been lost to workers in poor, low-wage countries. Workers were clearly losing bargaining power, as evidenced by the virtual disappearance of labor unions from the private sector. Employers hardened their attitudes. The general market power of large firms in concentrated industries was probably increasing, maybe by a lot. The problem was not to pick a cause but to reckon how much weight to attach to each of a list of causes, and that is a very hard thing to do. It follows, of course, that fitting remedies to the disease, if it is a disease, is equally complicated.

      By the way, I do not want to leave the impression that education and training are minor factors in all this. Certainly maintaining a skilled and adaptable labor force makes a necessary contribution to productivity. Second, easy access to education can function as an equalizing factor, although it is pretty clear that it does not perform this function very well in the US. Finally, the system of education and training maintains a common culture and a common understanding of citizenship. The point I was making just now was only that more training or even better training does not necessarily lead to higher employment.

      During the first seventy years or so of the twentieth century, American capitalism pretty regularly delivered about three-fourths of the national income in the form of wages and salaries. That is the trendless number I mentioned earlier. During the past forty years or so that number began to diminish, and it had reached something like two-thirds when the pandemic arrived. That is still much the larger part of national income. At that scale, any major change in the labor market is bound to have consequences for the rest of the economy, consequences that will then reflect back on the labor market. Disturbances arriving from outside the labor market will directly influence outcomes in the labor market. That is why, instead of being a dreary recycling of the work skills needed for oncoming technologies, this book turned into a wide-ranging survey of the economy as it now appears. No doubt we will need another such report someday, perhaps when the robots arrive. In the meanwhile, read on and learn what the grown-ups are thinking.
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        Introduction

      
      A decade ago, powerful mobile phones were still a novelty, driverless cars were never seen on public roadways, computers did not listen to conversations or respond to spoken questions. The possibility of robots taking jobs seemed far off, save for an assembly line or two. But as the emerging capabilities of robotics and artificial intelligence (AI) began capturing headlines and the popular imagination, researchers and commentators began warning that jobs long thought to be immune to automation—those demanding expertise, judgment, creativity, and seasoned experience—might soon be better accomplished by machines. Citizens of industrialized countries took notice, reacting with mounting trepidation.

      In this context, in the spring of 2018 MIT president L. Rafael Reif commissioned the MIT Task Force on the Work of the Future. He tasked the group with understanding the relationships between emerging technologies and work, to help shape public discourse around realistic expectations of technology, and to explore strategies that might enable a future of shared prosperity. The Task Force was co-chaired by this book’s authors, Professors David Autor and David Mindell and Executive Director Dr. Elisabeth Reynolds. Its members included more than twenty faculty members drawn from twelve departments at MIT and more than twenty graduate students. The Task Force commissioned and conducted numerous research studies, many of them published as working papers and research briefs, on which we draw heavily for this book (a complete list of Task Force publications is presented at the end of the book).

      In the three years that the Task Force delved into the future of work, autonomous vehicles, robotics, and AI advanced remarkably. But the world was not turned on its head by automation, nor was the labor market. Despite massive private investment, technology deadlines have been pushed back, part of the normal evolution of breathless promises as concepts are tested in pilot trials, integrated into business plans, and actualized in early deployments. These are the diligent, if prosaic, steps toward making real technologies work in real settings to meet the demands of hard-nosed customers and managers.

      Our research did not confirm the dystopian vision of robots ushering workers off factory floors or AI rendering superfluous human expertise and judgment. But it did uncover something equally pernicious: amid a technological ecosystem delivering rising productivity and an economy generating plenty of jobs (at least until the COVID-19 crisis), we found a labor market in which the fruits are so unequally distributed, so skewed toward the top, that the majority of workers have tasted only a tiny morsel of a vast harvest.

      For most US workers, the trajectory of productivity growth diverged from the trajectory of wage growth four decades ago. This decoupling had baleful economic and social consequences: low-paid, insecure jobs held by non-college-educated workers; low participation rates in the labor force; weak upward mobility across generations; and festering racial earnings and employment disparities that have not substantially improved in decades. While new technologies have contributed to these poor results, these outcomes were not an inevitable consequence of technological change, or of globalization, or of market forces. Similar pressures from digitalization and globalization affected most industrialized countries, yet their labor markets fared better.

      Yet we know that history and economics show no intrinsic conflict among technological change, full employment, and rising earnings. The dynamic interplay among task automation, innovation, and new work creation, while always disruptive, is a primary wellspring of rising productivity. Innovation improves the quantity, quality, and variety of work that a worker can accomplish in a given time. This rising productivity, in turn, enables improving living standards and the flourishing of human endeavors. Indeed, in what should be a virtuous cycle, rising productivity provides society with the resources to invest in those whose livelihoods are disrupted by the changing structure of work.

      When innovation fails to drive opportunity, however, it generates a fear of the future: the suspicion that technological progress will make the country wealthier while threatening numerous livelihoods. This fear exacts a high price: political and regional divisions, distrust of institutions, and mistrust of innovation itself. This anxiety has been laid bare in US politics as a growing gulf between the “haves” and the “have-nots” has driven a deepening national schism over how society should respond to the needs of those at the bottom of the economic ladder.

      The central challenge ahead—indeed, the work of the future—is to advance labor market opportunity to meet, complement, and shape technological innovation. This drive will require innovating in our labor market institutions by modernizing the laws, policies, norms, organizations, and enterprises that set the “rules of the game.”

      The labor market impacts of technologies like AI and robotics are taking years to unfold. But we have no time to spare in preparing for them. If those technologies are deployed in the labor institutions of today, which were designed for the last century, we will see similar effects to recent decades: downward pressure on wages and benefits and an increasingly bifurcated labor market.

      This book suggests a better alternative: building a future of work that harvests the dividends of rapidly advancing automation and ever more powerful computers to deliver opportunity and economic security for workers. To do that, we must foster institutional innovations that complement technological change.

      We are living in a period of significant disruption, but not of the kind envisioned in 2018, when the Task Force was launched. The final phases of researching and writing this book occurred during the 2020 months of COVID-19, when citizens of many countries were in a state of pandemic lockdown. Our technologies have been instrumental in enabling us to adapt to these new circumstances via telepresence, online services, remote schooling, and telemedicine. These tools for performing work remotely don’t look anything like robots, but they too are forms of automation, displacing vulnerable workers from low-paying service jobs in such industries as food service, cleaning, and hospitality. We face a labor market crisis stemming from the COVID-19 pandemic. Millions are unemployed. But technological advances did not cause this crisis.

      Long before this disruption, our research on the work of the future made it clear how many in our country are failing to thrive in a labor market that generates plenty of jobs but little economic security. The effects of the pandemic have made it even more viscerally and publicly clear: despite their official designation as “essential,” most low-paid workers cannot effectively do their jobs through computing platforms since they must be physically present to earn their livings.

      Some forecast that robots will soon take over those roles, though few have to date. Others see the indispensable role of human flexibility since it is human, not machine, adaptability that has allowed us to reorganize work on the fly during the pandemic. Still others see COVID-19 as an automation-forcing event—a catalytic force that will pull technologies from the future into the present as we learn to deploy machines in jobs that humans cannot safely perform. However it plays out, the effects of COVID-19 on technology and work will last long beyond the pandemic, although those effects may look quite unlike what anyone envisioned in 2018.

      Other forces have also roiled the 2018 visions of the future, including the rupture between the world’s two largest economies and a surge of political turmoil and economic populism that culminated in a violent attack on the US Capitol in the wake of the 2020 election of President Joe Biden. These pressures are reshaping alliances, breaking apart and reorganizing global business relationships, and spurring new forms of cyberwarfare, including disinformation, industrial-scale espionage, and electronic compromising of critical infrastructure. The US and China had friction before, but nothing like the fracture that is now occurring. What began as a trade war has morphed into a technology war. China’s whole-of-government approach to tackling major industrial and technological goals poses a competitive challenge for Western economies, which typically take a decentralized, often business-led approach. It remains to be seen whether China’s focus on government-driven domination of data accumulation yields technological advances beyond creating powerful tools for monitoring and controlling its own population.

      The clash with China is rippling through the economy and threatens to hinder innovation, which increasingly emerges from countries around the world, often by researchers who are collaborating across borders and time zones. How can we make sure that technological advances, whenever they come, yield prosperity that is widely shared? How can the US and its workers continue to play a leading role in inventing and shaping the technologies and reaping the benefits?

      To address these questions, this book is divided into two parts. In part I, we look at the evolution of work and the status of key technologies that are poised to shape its future. Part II suggests how to shape policy, technology, and labor institutions toward shared prosperity.

      We start with an essential observation: No compelling historical or contemporary evidence suggests that technological advances are driving us toward a jobless future. On the contrary, we anticipate that in the next two decades, industrialized countries will have more job openings than workers to fill them, and that robotics and automation will play an increasingly crucial role in closing these gaps. Nevertheless, the implications of robotics and automation for workers will not be benign. These technologies, in concert with economic incentives, policy choices, and institutional forces, will alter the set of jobs available and the skills they demand.

      This process is both challenging and indispensable. Inventing new ways of accomplishing existing work, new business models, and entirely new industries drives rising productivity and new jobs. Such innovations bring new occupations to life, generate demands for new forms of expertise, and create opportunities for rewarding work. Most of today’s jobs hadn’t even been invented in 1940. The US needs not less but more technological innovation to meet humanity’s most pressing problems, including climate change, disease, poverty, malnutrition, and inadequate education. Mastering these challenges through investment and innovation will create opportunity and improve well-being.

      A second key observation is that the momentous impacts of technological change are unfolding gradually.

      Spectacular advances in computing and communications, robotics and AI are reshaping industries as diverse as insurance, retail, health care, manufacturing, logistics, and transportation. But we observe substantial time lags, often on the scale of decades, from the birth of an invention to its broad commercialization, assimilation into business processes, widespread adoption, and impacts on the workforce. We find examples of this incremental pace of change in the adoption of novel industrial robots in small and medium-sized firms, and in the still imminent large-scale deployments of autonomous vehicles. Indeed, the most profound labor market effects of new technology that we found were due less to robotics and AI than to the continuing diffusion of decades-old (though much improved) technologies of the internet, mobile and cloud computing, and mobile phones.

      This time scale of technological change provides the opportunity to craft policies, develop skills, and foment investments to constructively shape the trajectory of change toward the greatest social and economic benefit.

      Part II of this book looks at what will be required to reshape and refocus the institutions and policies of the US to create the shared prosperity that is possible if we are willing to make the necessary changes.

      We begin by looking at how workers are trained to make their way in a fast-changing economy. Enabling workers to remain productive in a continuously evolving workplace requires empowering them with excellent skills programs at all stages of life—in primary and secondary schools, in vocational and college programs, and in ongoing adult training programs. The distinctive US system for worker training has shortcomings, but it also has unique virtues. For example, it offers numerous points of entry for workers who may want to reshape their career paths or need to find new work after a layoff. We argue that the US must invest in existing educational and training institutions and innovate to create new training models to make ongoing skills development accessible, engaging, and cost-effective.

      But even well-trained and motivated workers need and deserve a sense of basic security. Rising labor productivity has not translated into broad increases in incomes because labor market institutions and policies have fallen into disrepair.

      Peer nations from Sweden to Germany to Canada have faced the same economic, technological, and global forces as the US, and have enjoyed equally strong economic growth, but have delivered better results for their workers. What sets the US apart are US-specific institutional changes and policy choices that failed to blunt, and in some cases magnified, the consequences of these pressures on the US labor market.

      The US has allowed traditional channels of worker voice to atrophy without fostering new institutions or buttressing existing ones. It has permitted the federal minimum wage to recede to near irrelevance, lowering the floor under the labor market for low-paid workers. It has embraced a policy-driven expansion of free trade with the developing world, Mexico and China in particular, that has raised aggregate national income, and yet it has failed to redress the employment losses and retraining needs of workers displaced by these expansions.

      No evidence suggests that this strategy of embracing growth while ignoring the plight of rank-and-file workers has paid off for the United States. US leadership in growth and innovation is long-standing: It led the world throughout the twentieth century, and led even more definitively in the several decades immediately after World War II. Conversely, the labor market maladies documented here are recent. Nothing suggests that these failures inevitably follow from innovation or constitute costs worth paying to gain the other economic benefits that they ostensibly deliver. We can do better.

      In the absence of deliberate policy, good jobs are undersupplied by markets and yet have broad social and political benefits, especially in a democracy. Work is a crucial human good. “Not simply a source of income,” Task Force Research Advisory Board member Josh Cohen writes in an MIT Work of the Future research brief, “work is a way that we can learn, exercise our powers of perception, imagination, and judgment, collaborate socially, and make constructive social contributions.”1 Even when work is solely a means of acquiring an income, it should offer a sense of purpose and not require submission to demeaning or arbitrary authority, unhealthy or unsafe conditions, or physical or mental degradation.

      Recognizing the centrality of good jobs to human welfare and the centrality of innovation to the creation of good jobs leads us to ask how we can leverage investments in innovation to drive job creation, speed growth, and meet rising competitive challenges.

      Investments in innovation grow the economic pie, which is crucial to meeting challenges posed by a globalized and fiercely technologically competitive world economy. Throughout our studies, we found technologies that were direct results of US federal investment in research and development over the past century and longer: the internet, advanced semiconductors, AI, robotics, and autonomous vehicles, to name but a few. These new goods and services generate new industries and occupations that demand new skills and offer new earnings opportunities. The US has a stellar record of supporting innovations that inventors, entrepreneurs, and creative capital deploy to support and create new businesses.

      Adopting new technology creates winners and losers and will continue to do so. The involvement of all stakeholders—including workers, businesses, investors, educational and nonprofit organizations, and government—can minimize the harms and maximize the benefits to individuals and communities and help ensure that the labor market of the future offers benefits, opportunity, and a measure of economic security to all.
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        Labor Markets and Growth

      
      We envision a labor market that, in concert with rapidly advancing automation and computation, offers dignity, opportunity, and economic security for workers. How can we make that labor market a reality? Research in multiple fields, from economics and engineering to history and political science, tells us how we got here and offers some glimpses of possible futures. This chapter draws lessons from that work and synthesizes them to point toward ways forward.

      
        Two Faces of Technological Change: Task Automation and New Work Creation

        Technological change enables people to accomplish previously infeasible tasks or to perform conventional tasks with greater efficiency. Such changes have helped elevate humanity from the continual threats of darkness, hunger, illness, physical dangers, and backbreaking labor over multiple centuries.1

        This technological progress is desirable, indeed essential, for addressing humanity’s most pressing problems, including climate change, disease, poverty, malnutrition, and lack of education.

        But technological advances do not necessarily benefit everyone, let alone all workers. The majority of adults in industrialized countries are currently able to escape poverty by working in paid employment. But this state of affairs is exceptional and should not be taken for granted.2 Does technological change, and automation in particular, threaten this favorable arrangement?

        The threat could take two forms. First, automation could ultimately reduce the number of jobs in which humans are more productive than machines, spurring mass unemployment.3 Second, automation could reshape job skill demands such that a minority of workers with highly specialized skills earn outsized rewards while the majority of citizens lose ground.

        The first possibility—the end of work—runs contrary to the evidence. Even as technological advances have made life longer, more comfortable, and more interesting, they have generally led to net job creation rather than net job destruction. If automation (or its predecessor, mechanization) tends to render human labor redundant, we would have expected paid employment to decline during the twentieth century—arguably the most technologically progressive period in recorded human history—as automation necessitated successive reallocations of workers out of agriculture and into industry, and then into services. But the opposite occurred: The fraction of US adults working in paid employment rose during almost every decade between 1890 and 2000.4 Indeed, in the vast body of economic research on automation and employment, no rigorous evidence suggests that automation has caused aggregate employment to fall over a sustained time period.5 Moreover, even as concern about technological unemployment has risen in recent years, the industrialized world has seen sustained rapid employment growth.

        While no economic law dictates that the creation of new work must equal or exceed the elimination of old work, history shows that they tend to evolve together.6 Indeed, as detailed in the next chapter, in each instance where the Task Force focused its expertise on specific technologies, we found technological change—while visible and auguring vast potential—is moving less rapidly, and displacing fewer jobs, than portrayed in popular accounts. New technologies themselves are often astounding, but it can take decades from the birth of an invention to its commercialization, assimilation into business processes, standardization, widespread adoption, and broader impacts on the workforce. This evolutionary pace of change opens up opportunities to craft policies, develop skills, and foment investments to shape the trajectory of change to create broader social and economic benefits.

        These facts pose a paradox. Since automation “saves labor”—displacing workers from specific tasks and occupations (e.g., harvesting corn)—why hasn’t it reduced employment in total? The most credible answer is that even as automation saves labor, it spurs three countervailing forces that tend to generate new work. First, automation makes workers more productive in the tasks that are not automated: roofers wield pneumatic nail guns to hang shingles, doctors deploy panels of tests to make diagnoses, architects rapidly render designs, teachers deliver lessons through telepresence, filmmakers use computer graphics to simulate unworldly action sequences, and long-haul truck drivers upload their route to cloud-based dispatching platforms to ensure they never ride with an empty load. In each of these instances, automation of a subset of tasks augments the productivity of workers accomplishing larger objectives by vastly increasing their efficiency.

        Second, automation drives productivity increases that raise total income in the economy. Much of this income is then spent on additional goods and services—larger houses, safer vehicles, better meals and entertainment, more frequent and more distant travel, further education, and more comprehensive health care. This additional consumption demands workers and hence raises employment.

        Finally, and perhaps most profoundly, even as automation eliminates human labor from certain tasks, technological change leads to new kinds of work. New goods and services, new industries and occupations demand new skills and offer new earnings opportunities. A century ago, there was no computer industry, there were no solar energy jobs or television networks, and air travel was in its infancy. Automobiles, electrification, and home telephones were only just becoming commonplace. In the past century, new industries, products, and services have generated vast numbers of new jobs, often demanding higher skill levels and paying higher wages than those that preceded them. These innovations transformed the economy.

        Consider the set of jobs available to workers in 1940 as compared to those active today, as shown in figure 2.1. In 2018, 63 percent of jobs in new occupational titles had not yet been “invented” as of 1940.7 Many of these new jobs were directly enabled by technology, including jobs in information technology (IT); solar and wind power; the engineering, design, installation, and repair of new products; and new medical specialties.
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          Figure 2.1

          More Than 60 Percent of Jobs Done in 2018 Had Not Yet Been “Invented” in 1940. The distribution of employment in 1940 and 2018 across major occupations, distinguishing job categories added between 1940 and 2018 job categories present in 1940. Source: David Autor, Anna Salomons, and Bryan Seegmiller, “New Frontiers: The Origins and Content of New Work, 1940–2018,” mimeo, MIT Department of Economics, 2021.

        
        But not all new work is in “high-tech” jobs. Some is found in in-person service jobs, such as mental health counselors, chat room hosts, sommeliers, home health aides, and fitness coaches. These roles partly reflect new demands stemming from rising incomes (an indirect effect of rising productivity) and the novel needs of individuals in an industrialized society. Meanwhile, traditional sectors, such as agriculture and production, have created less work, and new occupations have stopped emerging.

        Inevitably, jobs recede in some sectors, such as agriculture, as technology advances. In others, such as manufacturing, globalization reduces domestic demand for labor. Sometimes consumer tastes shift. Simultaneously, new work emerges in innovative industries, such as computing, renewable energy, and health care. Rising incomes also create new consumption demands, such as for new fitness clubs.

        Many new jobs have their roots in earlier decades of investment. In the second half of the twentieth century, the US built a research and development (R&D) infrastructure that enabled the nation to innovate more rapidly and more effectively than other advanced economies.8 As a prime example, the computer and internet revolutions of the 1980s and 1990s, as well as the current progress in AI and robotics, stemmed directly from long-term investments by agencies like DARPA (the Defense Advanced Research Projects Agency), the arm of the Pentagon devoted to researching and adopting new technologies. Not only did these investments speed innovation, they provided the training ground for generations of experts and built clusters of employment in high-tech industries that have persisted for decades.

        The trajectory of work creation mirrored the direction of innovation throughout the twentieth and twenty-first centuries. The flowering of new occupations and industries shifted from manufacturing and heavy industry in the first decades of the twentieth century to high-tech process-intensive sectors during the post–World War II decades (e.g., photography, metallurgy, material chemistry). In the later decades of the twentieth century, the emergence of new occupations shifted again to instruments, information, and electronics, coinciding with the IT revolution.9 Innovation spurs job creation, and that innovation is frequently catalyzed, funded, and shaped by public investment.

        However, these processes do not benefit everyone. Changes in the structure of work inevitably generate riches for some and hardships for others. Merely to keep pace with shifting product and skill demands, workers, firms, and governments must make costly investments. Recent decades have witnessed sharp declines in such sectors as steel, mining, and textile production that have ushered in concentrated and persistent job loss in communities specializing in these activities.10 Even if some of these transitions were necessary, such as the ongoing transition from coal to cleaner energy sources, the net benefits do not erase the hardship borne by those who found themselves on the wrong side of the labor demand curve.

        This brings us to a central theme of this book: whether rising productivity generates broadly improving living standards or instead enriches a relatively small subset of the population depends on the societal institutions that channel productivity into incomes. These institutions interact with the labor market, which itself accounts for the greatest part of the economy.11 In this crucial arena, the US has performed poorly along multiple dimensions.

        Over the last four decades, wage growth for the majority of US workers has diverged from overall productivity growth. Alongside weak wage growth for rank-and-file workers, this divergence has entailed multiple labor market maladies with enormous social consequences: low-paid, insecure jobs for workers without a college degree, low participation in the labor force, historically high levels of earnings inequality, and festering earnings and employment disparities among races that have not substantially improved in decades.

        No single cause accounts for these multiple maladies, but three factors appear most important. First, the advancing digitalization of work has made highly educated workers more productive and less-educated workers easier to replace with machinery. Second, the acceleration of trade and globalization, spurred by surging US imports from China and the rapid outsourcing of US production work, caused a rapid decline of manufacturing employment. Finally, institutions that once enabled rank-and-file workers to bargain for wage growth to match productivity growth have eroded. This erosion is seen in plummeting labor union membership and falling real federal minimum wage levels, which are now approaching historic lows.

        These unfavorable outcomes were not an inevitable consequence of technology, globalization or market forces. No other wealthy industrialized country has seen an equally large rise in inequality or equally severe wage stagnation among rank-and-file workers as has the United States.

        Boosted by rising education and skill levels, advancing workplace technologies, growing global integration, and numerous accompanying factors, labor productivity in the US has risen steeply. And yet these productivity gains have not translated into broadly based increases in incomes because the supporting societal institutions and labor market policies that perform that function have fallen into disrepair. The US must reinvigorate and modernize those institutions and policies to restore the synergy between rising productivity and improvements in work. The remainder of this chapter delves into the basis for these conclusions.

      
      
        Rising Inequality and the Great Divergence

        Starting in the 1960s and continuing through the early 1980s, earnings grew for US workers of both sexes, regardless of education (see figure 2.2). In fact, the US economy delivered stellar, broadly shared growth in the preceding two decades as well, from the end of World War II through the mid-1970s. The growth in earnings was both rapid and evenly distributed. Between 1948 and 1978, US productivity, measured by total output per hour of work, rose by 108 percent, as shown in figure 2.3, a brisk annual growth rate of 2.4 percent. During the same period, average compensation of production and nonsupervisory workers (a stand-in for the median since median wages are not available for this period) rose in near lockstep, increasing by 95 percent.
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          Figure 2.2

          Change in Real Wages since 1980. Real wages have risen for college graduates and fallen for workers with a high school degree or less. Source: David H. Autor, “Work of the Past, Work of the Future,” AEA Papers and Proceedings 109 (May 2019): 1–32.

        
        This rapid growth in productivity and worker compensation came to a sudden stop in 1973, as shown in figure 2.3. The proximate cause of this sharp halt was an oil embargo imposed by the Organization of Arab Petroleum Exporting Nations (OAPEC), which caused world oil prices to triple in less than a year and threw many industrialized economies into recession.12 Though the embargo lasted only six months, the trajectory of productivity growth in the US and most advanced countries came to a near standstill for a decade. And when it returned in the early 1980s, it did so at a slower pace than in the three prior decades.13

        To this day, there is no economic consensus as to why the 1973 oil price shock—which eventually came to be known as the “first oil crisis”—appears to have knocked industrialized countries off their steep upward post–World War II productivity growth trajectory.14 For the purposes of this book, however, the slowdown is less central to the story than is a second crucial economic reality also revealed by figure 2.3: the diverging paths of productivity and compensation growth after the mid-1970s. Whereas productivity and median compensation both approximately doubled between 1948 and 1978, they went their separate ways thereafter. Between 1978 and 2016, aggregate output per hour of work (aka productivity) rose by a further 66 percent, an annual growth rate of 1.3 percent. Yet the compensation of production and nonsupervisory workers rose by a mere 12 percent, and the compensation of the median worker rose by only 11 percent. Simultaneously, average worker compensation roughly kept pace with productivity over this period, at least until the early 2000s (a point to which we return below). This growing gulf between rising productivity and stagnating median wages is often referred to as “the great divergence.”
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          Figure 2.3

          Productivity and Compensation Growth in the US, 1948–2016. Source: Anna M. Stansbury and Lawrence H. Summers, “Productivity and Pay: Is the Link Broken?,” National Bureau of Economic Research Working Paper No. W24165, December 2017, figure 2.

        
        Within this great divergence lurk multiple dimensions of growing inequality—by education, race, ethnicity, gender, and even geography. Most salient, although median wage growth was tepid across the board, its distribution was nevertheless skewed toward more advantaged workers, specifically white men and women (figure 2.4). Between 1979 and 2018, the median hourly wages of white men rose by 7 percent while those of Black and Hispanic men rose by only 1 percent and 3 percent, respectively. Growth in women’s earnings was far stronger, which is certainly a favorable development in light of the large historical (and current) earnings gap between men and women. But again, this gender convergence had a strong racial skew. Median hourly wages among white women rose by 42 percent, whereas they rose by only 25 percent and 26 percent among Black and Hispanic women, respectively.15

        Could the decoupling between average productivity growth and median wage growth simply mean that the median worker is not getting much more productive while the productivity of high-wage, high-education workers is surging ahead?16 This idea is challenging to test since economic data measure average productivity of industries and economies, not the productivity of individual workers. Other countries have also experienced rising educational wage differentials and a decoupling between productivity growth and median earnings growth, and this pattern suggests that technological factors that countries have in common—as opposed to institutional factors that they do not—are likely part of the explanation. But the US is an extreme case. Among twenty-four countries for which data are available, the Organization for Economic Cooperation and Development (OECD) reports that the US had the third-largest decoupling between productivity growth (1.8 percent) and median wage growth (0.5 percent) between 1995 and 2013, a gap of 1.3 percent, exceeded by only Poland and Korea.17 By comparison, the gap between productivity growth and median wage growth was less than half as large (0.7 percent) in Canada, the Netherlands, Australia, and Japan, and only one-sixth as large (0.2 percent) in Germany, Austria, and Norway.18
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          Figure 2.4

          Modest Median Wage Increases in the US since 1979. Wage increases have been concentrated among white men and women. Source: Economic Policy Institute, State of Working America Data Library, “Median/Average Hourly Wages,” 2019, http://www.edpi.org/data/#?subject=wage-avg.

        
        If productivity rose but median incomes did not, where did all of that extra productivity go? The answer has two parts. We provide the first half of the answer here and the second a bit later in the chapter. First and foremost, income went upward, toward workers earning above the median of the wage distribution. The real wages of workers with four-year college degrees pulled steeply away from the rest of the pack after 1980 (see figure 2.2), and the wages of workers with graduate degrees (e.g., MBAs, MDs, JDs, PhDs) pulled away faster. In fact, real earnings of males with college and post-college degrees rose by 25 to 50 percent between 1980 and 2017. By contrast, real weekly wage earnings among men without a four-year college degree peaked around 1980 and fell over the next several decades. Despite some wage rebound during the high-pressure labor markets of the late 1990s and the few years prior to the COVID-19 pandemic, the average weekly earnings of males with some college, high school, or less than high school education were 10 to 20 percent lower in 2017 than in 1980.

        Earnings growth among women was stronger than among men but just as unequal. For women with college or post-college education, real earnings rose steeply, by forty to sixty percentage points, between 1980 and 2017. For women with less than a four-year degree, however, wages rose by no more than ten percent.

        The rapid increase in earnings of college-educated workers, and the stagnant earnings of just about everyone else, explains how median compensation could remain stuck in place even as average compensation rose. Indeed, the rising earnings gap between workers with and without four-year college degrees drives a large fraction of the growth of earnings inequality. This gap has grown in almost every industrialized country, though, as in many domains, the US presents an extreme case.19 Conventional supply and demand forces in part help to explain why. Throughout much of the twentieth century, successive waves of innovation—electrification, mass production, motorized transportation, telecommunications—intensified the demand for formal education, technical expertise, and cognitive ability upward. Boosted by the World War II and Korean War GI bills, these demands were met by a surge in new college graduates.20 In the 1980s and 1990s, the virtuous coincidence of rising college demand and expanding college supply broke down: College enrollment among young US adults flatlined and even fell in the case of US men, and the college wage premium surged. That premium has exceeded its previous high-water mark, set in 1915, in every year of the twenty-first century.21

        This history underscores that to boost individual and aggregate productivity, the US must continually invest to raise education and skill levels, as it has done for more than a century. But this history does not explain why the earnings of the median US worker decoupled from productivity growth four decades ago, even while the education level of that median worker was rising rapidly.22

        As median wages have stagnated and incomes of highly educated workers have risen, ever larger shares of national income have flowed to the very top earners. Between 1979 and 2018, the share of all pretax national income flowing to the top 10 percent of adults rose from 35 percent to 47 percent—meaning that 10 percent of individual adults received almost half of all national income. Simultaneously, the share of national income accruing to the top 1 percent of adults rose from 11 percent to 19 percent, meaning that 1 percent of adults received a fifth of all income. Meanwhile, the share of total income flowing to the bottom 50 percent of adults declined from 20 percent to 14 percent.23

        The rise of top incomes has multiple causes, including technology-fueled “superstar” effects that enable top workers and firms in numerous sectors to command an outsized market share (e.g., Google, Facebook, ExxonMobil, Disney, BlackRock), the ratcheting down of top tax rates that effectively penalized paying extremely high salaries to top executives, and changing norms about what constitutes reasonable pay levels for executives, managers, and line workers.24

        The US is again an outlier in both the level of income concentration and the degree of its increase. Among industrialized anglophone, Western European, and Northern European nations, none approaches the US in either the share of income accruing to the top 1 percent or the increase in this share over the past four decades.25 While tax and transfer policies could in theory offset rising pretax income concentration, the US does less to offset inequality through taxation than do most European countries (though, interestingly, not less than Canada or Sweden).26 The net result is that the US has higher after-tax inequality, and has seen a steeper rise, than other industrialized countries.

      
      
        Employment Polarization and Diverging Job Quality

        One factor that both reflects and contributes to these rising earnings disparities is the polarization of job growth into traditionally high-wage and traditionally low-wage occupations at the expense of the middle tier. At the high end of the labor market, a growing cadre of high-education, high-wage occupations offers strong career prospects, rising lifetime earnings, and significant employment security. At the other end, low-education, low-wage occupations provide little economic security and limited career earnings growth. Traditional middle-tier jobs in production, machine operation, clerical and administrative support, and sales occupations are in decline (see figure 2.5).

        The causes of labor market polarization are well understood. The movement of labor from agriculture to industry to services over the twentieth century has slowly eroded demand for physical labor and raised the centrality of cognitive labor in practically every walk of life. The past four decades of computerization in particular have extended the reach of this process by displacing workers from performing routine, codifiable cognitive tasks (e.g., bookkeeping, clerical work, repetitive production tasks) that are now readily scripted with computer software and performed by inexpensive digital machines. This ongoing process of machine substitution for routine human labor tends to increase the productivity of educated workers whose jobs rely on information, calculation, problem solving, and communication—workers in medicine, marketing, design, and research, for example. It simultaneously displaces the middle-skilled workers who in many cases provided these information-gathering, organizational, and calculation tasks. These include sales workers, office workers, administrative support workers, and assembly line production workers.27
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          Figure 2.5

          Changes in Occupational Employment Shares among Working-Age Adults, 1980–2015. Employment growth has polarized between high- and low-paid occupations. Sources: Steven Ruggles, Sarah Flood, Ronald Goeken, et al. Integrated Public Use Microdata Series: Version 8.0 [dataset], University of Minnesota, 2018, http://doi.org/10.18128/D010.V8.0; U.S. Census of Population data for 1980, 1900, and 2000; American Community Survey (ACS) data for 2014 through 2016; David Dorn, “Essays on Inequality, Spatial Interaction, and the Demand for Skills,” PhD diss., Verlag nicht ermittelbar, 2009.

        
        Ironically, digitalization has had the smallest impact on the tasks of workers in low-paid manual and service jobs, such as food service workers, cleaners, janitors, landscapers, security guards, home health aides, vehicle drivers, and numerous entertainment and recreation workers.28 Performing these jobs demands physical dexterity, visual recognition, face-to-face communications, and situational adaptability, which remain largely out of reach of current hardware and software but are readily accomplished by adults with modest levels of education. As middle-skilled occupations have declined, manual and service occupations have become an increasingly central job category for those with high school or lower education.

        This polarization likely will not come to a halt any time soon. In pre-pandemic forecasts, the US Bureau of Labor Statistics (BLS) projects that the US will add approximately six million jobs in net between 2019 and 2029.29 Of those six million, 4.8 million are projected to emerge in just thirty occupations. Two-thirds of those jobs are projected to occur in occupations that pay below the median wage.

        Consistent with ongoing employment polarization, the three occupations projected to add the most jobs are tied to in-person services: home health and personal care aides (1.2 million), fast-food and counter workers (0.46 million), and restaurant cooks (0.23 million). The three occupations that are projected to shed the most jobs in net are cashiers, secretaries and administrative assistants, and miscellaneous assemblers and fabricators.30 The primary duties of all three jobs include performing codifiable information-processing and repetitive assembly tasks that are susceptible to automation.31

        We stress, however, that while ongoing occupational polarization is eroding employment in middle-skilled production, machine operation, technical, and administrative positions, the US should not stop investing in these types of jobs. Employers will continue to need to hire people for these occupations as workers retire or transition to other sectors. Meanwhile, the rapid expansion of the health care sector will add many middle-skilled jobs in nontraditional occupations, as will the growing category of supply chain firms that provide services to business and government.32 Jobs such as respiratory therapist, dental hygienist, and clinical laboratory technician offer middle-income salaries to workers with an associate’s degree in the relevant field.33 These fields are strong candidates for targeted training investments.

        Employment polarization is not a problem on its own if wages and benefits found in low-paid US occupations enable workers to rise above poverty and attain a reasonable expectation of economic security. But they do not. By almost every measure of job quality—pay, working environment, prior notice of job termination, and access to paid vacation, sick time, and family leave—less-educated and low-paid US workers fare poorly relative to comparably-skilled workers in other wealthy industrialized nations.34 Figure 2.6 provides one such benchmark, comparing the purchasing-power-parity-adjusted gross (pretax) hourly pay of low-skilled workers in twenty-two OECD countries in 2015.35
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          Figure 2.6

          PPP-Adjusted Gross Hourly Earnings of Low-Skilled Workers in the US and Other OECD Countries. Low-skilled workers receive lower pay in the US than in other industrialized countries. Source: https://stats.oecd.org/Index.aspx?QueryId=82334.

        
        Low-skilled US workers earn only 79 percent as much as low-skilled UK workers, only 74 percent as much as low-skilled Canadian workers, and only 57 percent as much as low-skilled German workers. While no single metric makes for a complete comparison, numerous analyses support the qualitative picture painted by figure 2.6.36

        A recent New York Times article by Nicholas Kristof memorably illustrates the poor standing of low-wage US workers relative to their counterparts in other industrialized countries.37 Kristof points out that the starting pay for a grill worker at a McDonald’s restaurant in Denmark is about $22 an hour. This figure, which includes pay supplements, would shock any fast-food worker in Indiana, California, or anywhere else in the US, including in expensive cities where the “Fight for 15” movement for a higher minimum wage gained momentum. Yet these pay differentials actually understate the true gap in compensation. The McDonald’s worker in Denmark receives six weeks of paid vacation a year, life insurance, and a pension. Such benefits are unheard of for starting grill cooks at McDonald’s restaurants in the United States.38

      
      
        Rebuilding the Escalator to Job Opportunities

        Inequality in the US also has a geographic dimension. Over the past three decades, the US has seen steeply rising income levels and bustling prosperity in such cities as New York, San Francisco, and Los Angeles. Job opportunities and higher wages attract highly educated workers to such knowledge centers. Indeed, in contrast to predictions about the “death of distance” as a result of the internet and telecommunications technology, urban areas have become more, not less, attractive, leading to increasing divergence in the economic fortunes of urban versus rural and younger versus older areas. Some mid-sized cities such as Kansas City, Columbus, Charlotte, and Nashville have also benefited from the knowledge economy while leveraging their relative affordability.

        Elsewhere, in many once-thriving metropolitan areas in states from Mississippi to Michigan, the situation is more distressing. These regions face economic stagnation, declining employment of adults in their prime working years, and high rates of receipt of federal disability benefits.

        Non-college-educated workers used to be able to earn more by moving to cities, but no longer. The economic escalator that US cities once offered to workers of all backgrounds has slowed. Even in the wealthiest US cities, the workforce is increasingly bifurcated. On the one hand, high-wage professionals enjoy the amenities that thriving urban areas can offer. On the other hand, an underclass of less-educated service workers gets by with diminishing purchasing power while attending to the care, comfort, and convenience of the more affluent.

        These trends have been particularly harmful to the job prospects of minority workers, who are overrepresented in US cities.39 Among non-college-educated whites, employment in mid-paying occupations fell by six to eight percentage points in urban relative to nonurban areas, as shown in figure 2.7. Blacks and Hispanics experienced declines twice as large: twelve to sixteen percentage points. In all cases, these falls in mid-pay employment were matched by a rise in low-pay employment. The data show no upward occupational mobility among non-college-educated urban workers. Moreover, although occupational polarization is less pronounced among college-educated urban workers, it is again more than twice as large among Black and Hispanic than among white college graduates.40
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          Figure 2.7

          Changes in Occupational Employment Shares in Urban versus Nonurban Labor Markets by Education, Gender, and Race or Ethnicity, 1980–2015. Urban occupational polarization has been much greater among minority workers. Source: David Autor, “The Faltering Escalator of Urban Opportunity,” MIT Work of the Future Research Brief, July 2020.

        
        As jobs in urban areas have polarized, the urban wage premium for non-college-educated workers has fallen, and the decline has been greatest among Black and Hispanic workers (see figure 2.8). The urban differential dropped by five to seven percentage points among non-college-educated Hispanics and by twelve to sixteen percentage points among non-college-educated Blacks.41 Conversely, there was almost no decline among non-college-educated whites. And even among college-educated workers, where the urban wage premium generally rose, minorities fared less well. Gains were larger for whites of both sexes than for Blacks and Hispanics of either sex. And, consistent with the adverse occupational shifts plotted above, urban Black college-educated men saw their wages fall relative to their nonurban counterparts—a distressing result that deserves deeper study than we can offer here.
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          Figure 2.8

          Differential Urban Wage Polarization among Minorities in Urban Labor Markets, 1980–2015. Figure shows percentage changes in real wage levels (not adjusting for local cost of living) in urban versus nonurban labor markets by education, gender, and race or ethnicity, 1980–2015. The urban wage premium has fallen much more among minority workers. Source: David Autor, “The Faltering Escalator of Urban Opportunity,” MIT Work of the Future Research Brief, July 2020.

        
      
      
        Labor’s Falling Share of National Income

        We noted above that there is a two-part answer to the question of “Where did all of the productivity go?” Rising inequality is the first part of the answer. The second is a falling share of labor compensation in national income. Starting around the year 2000, the growth of both median compensation and average compensation fell behind the growth of aggregate productivity (also seen in figure 2.3). By implication, the share of economic output paid to workers as a group (what is commonly known as “labor’s share”) declined while, correspondingly, the share of economic output paid to capital and profits rose. In fact, labor’s share has dropped by about seven percentage points in the US since the year 2000 (a steep fall), and has fallen to a lesser but nonnegligible degree in many other industrialized countries.42

        What makes this development especially startling is that throughout much of the twentieth century, the division of national income between workers, in the form of wages and compensation, and capital, in the form of rents and profits, appeared so stable that it came to be seen as something like an economic law: two-thirds of income goes to labor, one-third to capital.43 But that law has been repeatedly violated over the last two decades, and arguably repealed, to the detriment of workers, who now receive a shrinking share of a not very rapidly growing pie. While there is not yet an economic consensus as to why labor’s share is falling, understanding the possible causes helps to illuminate the many forces that may shape the distribution of income.

        One prominent explanation is regulatory failure, specifically, that antitrust authorities have been too lax in preventing large firms from dominating their sectors and quashing competition in such areas as internet search, social networking, computers, electronics and mobile devices, broadband and wireless services, air transportation, health insurance, and appliances.44 The problem with dominant firms is that they use their market power to command prices that are far above competitive levels, and these high prices yield abnormally large profits. In an earlier era, when labor unions had more bargaining power, these profits might have been distributed among rank-and-file workers, managers, and corporate owners (including shareholders). In the current era, however, when labor unions are historically weak (as we discuss later), these profits flow primarily to corporate owners through higher stock prices, dividend payouts, and after-tax profits. The net result is that rising market dominance fuels a decline in labor’s share of national income.45

        One limitation of this line of argument is that the decline in labor share appears to have occurred in a large number of countries simultaneously. Because it seems unlikely that most countries relaxed their antitrust enforcement at the same time, this observation suggests that there might be a common cause that has eroded the labor share across many countries simultaneously.46 One candidate for this common cause is technologies such as robotics and AI, which are rapidly gaining human like capabilities. If these technologies are displacing workers from existing tasks without generating an offsetting group of new labor-using tasks, this will cause labor’s share of national income to fall. A key piece of evidence supporting this argument is that the labor share has fallen faster in the sectors that use robotics most intensively, including mining, petroleum and coal production, automotive manufacturing, and electronics.47 At the level of individual firms, research also finds that when individual plants adopt robotics, they reduce the share of revenues paid to labor.48 This evidence is compelling, but it is not yet clear how broadly it applies—beyond the important but finite realm of industrial robotics, of course. Indeed, one fact uncovered by a number of recent studies is that the labor share has not fallen at the typical (median) firm in most industries, as one might expect if automation were displacing workers broadly.49

        How can it be that labor share is not falling at most firms and yet it is falling in aggregate? This can occur if firms that are already capital-intensive rather than labor-intensive—meaning they have low labor shares—gain increasing weight in the economy. This hypothesis, sometimes referred to as the “superstar firm” phenomenon, underscores how technological change can reshape broad economic outcomes in subtle but consequential ways. Here’s how it works.

        It is widely documented that large firms are more capital- and automation-intensive than average. Relative to competitors, they are typically more productive, more profitable, and pay a larger share of income to capital and profits and a smaller share to labor. Now consider that increasingly sophisticated online and international marketplaces may give a growing edge to firms with a small productivity or cost advantage. This can occur because price competition in online marketplaces is so intense that firms with a small cost advantage can capture large market shares. Alternatively, it may arise because big firms are able to produce sophisticated products at scale—smartphone operating systems, search services, social networks, health insurance plans—something that smaller firms cannot profitably emulate. In either case, the net effect is that economic activity is increasingly concentrated among superstar firms that pay a smaller share of income to labor and larger share to capital and profits. Recent evidence suggests that this has in fact occurred: large firms are capturing a growing share of sales across many industries, pushing out their smaller competitors that are more labor-intensive and less capital-intensive, and pushing down labor’s share of national income in the process.

        The decoupling between productivity and compensation growth documented above becomes even more keenly felt when productivity growth decelerates, as has occurred in the US and many industrialized countries since approximately 2005: not only is the economic pie growing more slowly than in past decades, labor’s share of that pie is also shrinking. The net result is that, understandably, workers are left wondering what happened to their just desserts.

      
      
        Is the US Getting a Positive Return on Its Inequality?

        Could the US have done better for rank-and-file workers over the last four decades? To some readers, the answer is self-evidently yes. But those who view the US economy through a laissez-faire lens may disagree: From this vantage point, the extreme inequality of market outcomes in the US was a necessary condition—and perhaps a worthy price to pay—for the dynamism, economic mobility, and outsized economic growth that the US economy delivers. By this reasoning, the US could not have done better without sacrificing other desirable outcomes.

        Is this claim correct? Studies of different countries that examine whether inequality helps or hurts economic growth are inconclusive.50 Still, the data support a more straightforward conclusion for the US: the nation is getting a low “return” on its inequality.

        The unfavorable returns on inequality in the US manifest in multiple ways. Consider first the share of the working-age population that is employed. A common economic presumption is that countries that do not tolerate high levels of inequality will instead have low employment rates because workers with low productivity will be “priced out” of the labor market by high wage floors—that is, made unemployable. By this reasoning, the US should enjoy something closer to full employment than peer nations because it has almost no wage floors. The data do not bear out this prediction, however. The employment rates of both men and women in the United States are decidedly middle of the pack and have fallen sharply over the last two decades relative to those in peer countries (e.g., Canada, Germany, the UK, Sweden).

        Consider a second metric of economic performance: upward mobility between generations. Among industrialized countries, the US stands out for its extremes of rich and poor. Indeed, to locate another large country with greater inequality, one must expand the set to include less-developed nations such as China or Brazil. If high US inequality and accompanying economic dynamism provided US children with better odds of ascending the economic ladder over their lifetimes, the US ought to score high on inequality and low on immobility. Figure 2.9 shows that the reverse is true. The US has one of the lowest rates of intergenerational mobility among wealthy democratic countries, considerably below that of France, Germany, Sweden, Australia, or Canada. As highlighted by Chetty and co-workers,51 the likelihood that a child born to parents in the bottom fifth of the income distribution will reach the top fifth in adulthood is actually about twice as high in Canada (13.5 percent) as in the United States.52 Upward mobility is not a dividend that the US receives on its outsized inequality.

        While robust intergenerational mobility does not necessarily imply a strong labor market or vice versa, these two outcomes are surprisingly closely connected. Research has shown that the decline in absolute mobility in the US across generations is almost perfectly predicted by the growth in the real median income levels of young adults across generations.53 When median incomes were rising strongly across generations, as was the case in the decades immediately after World War II, absolute income mobility rates were high. When cross-generational growth in median wages flatlined, absolute economic mobility fell in tandem.
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          Figure 2.9

          Across Countries, Greater Earnings Inequality Is Associated with Lower Intergenerational Economic Mobility. Source: Miles Corak, “Inequality from Generation to Generation: The United States in Comparison,” in The Economics of Inequality, Poverty, and Discrimination in the 21st Century, ed. Robert Rycroft (Santa Barbara, CA: ABC-CLIO, 2013).

        
        A third place to look for an outsized “return” on US inequality is faster economic growth. In general, poorer countries grow faster than rich countries—with important exceptions—as they ride the coattails of key innovations emanating from the rich world (e.g., electrification, telecommunications, medicine). Since rich countries have no coattails to ride, they tend to grow more slowly. This catch-up phenomenon explains the L-shaped relationship seen in figure 2.10 between the initial GDP level of countries in 1960 and their subsequent GDP growth between 1960 and 2011. The US was by far the richest country in 1960, and it experienced the slowest overall growth rate between 1960 and 2011, compared to all other major European, Asian, and North American countries. Countries that were far poorer in 1960 grew on average substantially faster. If, contrary to this logic, one had anticipated that by dint of its economic dynamism, the US would grow faster than other industrialized countries, nothing in this figure suggests that it delivered on that promise.
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          Figure 2.10

          Average GDP Growth Rate in 1960–2011 versus GDP per capita in 1960. Countries that were wealthier in 1960 grew less rapidly over the next four decades. Sources: Robert C. Feenstra, Robert Inlaar, and Marcel B. Timmer, “The Next Generation of the Penn World Table,” American Economic Review 105, no. 10 (2015): 3150–3182; Penn World Tables 9.1, Population (Gapminder, HYDE [2016] and UN [2019]).

        
        There have been periods in recent history where the US has grown faster than its European peers, for example during the “dot-com” boom of the mid-1990s.54 But judged by the most recent half-century of economic data, the US does not stand out from its peers. Moreover, productivity has slowed markedly across industrialized countries since the mid-2000s for reasons that remain poorly understood.55 Unfortunately, the US is also not an outlier on this dimension: Its productivity growth has decelerated in parallel with that of other advanced countries.

        Although the US labor market has delivered little to rank-and-file workers in recent decades, one should not lose sight of the strengths of the US innovation ecosystem. The US remains by almost any measure the most innovative economy in the world. It is plausible that the US business culture of entrepreneurship and risk-taking correlates with the extremes of inequality seen at the top of the US income distribution.56 This culture of innovation has benefited the United States historically and continues to benefit the country today. At the same time, the significant economic disadvantages and insecurity faced by a substantial share of the US working population almost surely hinder opportunity and mobility. They thwart the investments that individuals, families, and communities would otherwise make in the education, health, and safety of themselves and their children.

        Would the US have to forfeit its culture of innovation to ensure that the gains of economic growth redound to the pay, working conditions, and economic security of rank-and-file workers? No evidence suggests that the US faces such a trade-off.57 US leadership in innovation is long-standing: the country led the world throughout the twentieth century, and led even more definitively in the several decades immediately after World War II. Conversely, the labor market maladies documented above—poor job quality, anemic wage growth, and the decoupling of productivity and wage growth—are recent. Nothing suggests that these failures inevitably follow from innovation or constitute costs worth paying to gain the other economic benefits that they ostensibly deliver.

      
      
        Why Did US Workers Fare So Poorly Despite Rising Productivity?

        Why has the US failed, over the past four decades, to translate rising productivity into improved job opportunities and higher earnings for the majority of workers? Three forces contributed: technological change, globalization pressures, and institutional changes.

        Technological change has been a central driver of the rising wage premium paid to formal skills and expertise. By enabling a digitalization of work, computers and the internet have made highly educated workers more productive and less-educated workers easier to replace with machinery. This should not come as a surprise, as IT has significant genealogy in managerial techniques designed to wrest control away from workers and toward abstract processes. Digitalization has also likely contributed to—though does not solely explain—the rising concentration of top incomes. By allowing innovative ideas to scale up rapidly (e.g., in software, in finance, in entertainment, in unique business models such as Amazon or Facebook), digitalization has enabled entrepreneurs to amass vast fortunes. Just as important, the multiplier effect of a networked world has created outsized rewards for top talent in many sectors, such as medicine, law, design, finance, and entertainment.58

        International trade has also played an important role. China’s admission to the World Trade Organization in 2001 spurred the loss of at least one million US manufacturing jobs during the first decade of the 2000s, and that number is larger still if one includes the impacts outside manufacturing. In the US, these job losses were highly concentrated in local labor markets, many in the South Atlantic and South Central regions of the US. In these trade-exposed labor markets, the China trade shock generated sustained adverse impacts on employment rates, household incomes, and other measures of population distress. It further contributed to the political polarization that is currently playing out at all levels of US politics.59 Thus, although China’s emergence as a global economic power was driven by domestic developments within China, the speed and magnitude of the China trade shock on US labor markets were, unlike the impacts of digitalization, a direct outgrowth of US policy.60

        Similar pressures from digitalization and globalization affected most industrialized countries. What sets the US apart? US-specific institutional changes and policy choices failed to blunt—and in some cases magnified—the consequences of these pressures on the US labor market:61

        First, the capacity of rank-and-file workers to bargain for wage growth to match productivity growth was hobbled by a steep, sustained fall in union representation. Between 1979 and 2017, the fraction of US workers covered by collective bargaining agreements fell from 26 percent to 12 percent. And this fall was even steeper in the private sector: from 21 percent of workers in 1979 to 6 percent in 2019.62 Although union representation has generally trended downward in all industrialized countries, no other peer country aside from the UK—which also witnessed an outsized rise in inequality—has seen such a large proportional drop in union coverage or reached such a low level. This fall in turn has numerous causes: a shift of employment away from the traditionally union-heavy manufacturing sector; rising employer resistance to union-organizing efforts, enabled in part by weakening enforcement of collective bargaining protections by the US National Labor Relations Board; growing international competition throughout the post–World War II era that placed US workers in closer competition with their foreign counterparts; and a nearly nine-decades-old collective bargaining framework, the 1935 Wagner Act, that made it difficult for US unions and other worker representatives to adapt to a rapidly changing, increasingly service-based economy.

        The second source that magnified pressures on the labor market in the US is a minimum wage that has not kept pace with inflation. In the face of strong ideological and business resistance, successive US Congresses have allowed the real value of the federal minimum wage to atrophy—with only brief respites during the Clinton and Obama administrations. As of 2020, the real value of the federal minimum wage was essentially at the same level as in 1950, seven decades earlier, and was approximately 35 percent below its real value in 1979. The best available evidence indicates that well-calibrated minimum wages exert modest to undetectable adverse effects on employment, reduce household poverty, and are particularly effective at bolstering the earnings of minority workers, who are overrepresented at the lower tail of the US wage distribution.63 The erosion of the US federal minimum wage, itself a deliberate policy decision, has magnified US earnings inequality, retarded the earnings growth of low-paid US workers, and likely further weakened the hand of labor unions in negotiating on behalf of their members.

        Third, US labor policies are leftovers from an earlier era. Congress failed to modernize US labor and social policies to extend conventional protections, like those afforded to direct-hire employees, to the growing ranks of contract, temporary, and gig workers. It also failed to increase the availability and flexibility of unemployment insurance benefits for those not in full-time employment. Finally, it did not ensure that a basic level of portable health insurance and medical, family, and parental leave was available to all workers. This policy vacuum has fostered what the labor relations scholar David Weil has termed a “fissuring” of the workforce.64 In the words of Task Force member Christine Walley, “employees find themselves increasingly outsourced, sub-contracted, working part-time or on demand, and with less leverage and fewer worker protections.”65

        A fourth source of pressure on the US labor market has been an expansion of free trade without guardrails. Under both Republican and Democratic administrations, the US has embraced a policy-driven expansion of free trade with the developing world—Mexico and China in particular—without enacting complementary trade adjustment policies to buffer the earnings and employment losses and provide for the full range of retraining needs of workers and communities facing sudden policy-induced changes in competitive conditions. While we venerate the core economic insight that trade expansion lowers consumer prices, opens new markets for producers, and fosters the creation of new products and services, the value of these collective benefits provides an even stronger case for assisting workers and communities that are badly hurt by trade policy. The failure of the US to provide such assistance has yielded greater economic, social, and political damage than any plausible cost of the policies that the US might have enacted.

        In light of the great divergence in the labor market and the role of technology, particularly IT, in exacerbating that divergence, concerns about new technologies such as AI, robotics, autonomous vehicles, and advanced manufacturing take on a new salience. Will these technologies ease or intensify problems in today’s labor market? Or, as people have asked the Task Force, “Will a robot take my job?”
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        Technologies and Innovation

      
      Will a rapid wave of human-like AI put us all out of work? Will algorithms and dexterous robotics hobble growth in low-wage work in the service economy (or replace workers displaced by COVID-19)? Will robots soon be packing our boxes and caring for the elderly?

      We don’t know precisely. Technological development constantly surprises us. We do know the future will contain a mix of technologies and a mix of approaches across firms large and small. As the previous chapter showed, we also know that new technologies will evolve within a nation of empowered high-skilled work, increasing inequality, eroded worker voice, and racial disparities. Just as policies shape trade and labor institutions, they also shape technology. They shape the rate and manner in which firms develop and adopt technologies, as do organizational cultures, economic incentives, and management practices.

      Anxieties about “robots” also express broader cultural unease.1 Even before COVID-19, middle-class and working-class Americans, especially those without postsecondary education or specialized skills, had ample cause for worry, given the march toward increasingly precarious forms of labor. The US has a poor record of tending to the needs of workers and communities left behind by technological change. The reasons for these economic transformations remain opaque to the public, making it tempting to focus on iconic “robot” machines that conform to familiar narratives of technology out of control as embodiments of broader, subtler changes.

      One reason the 2018 wave of concern about technology and work seemed so salient is that AI threatens to displace work requiring judgment and expertise in the way earlier waves of automation and computerization displaced repetitive physical and cognitive work. Several reports point to highly specialized office workers—including, for example, insurance adjusters, paralegals, and accountants—as subject to automation and worker displacement. The Task Force brief by Thomas W. Malone, Task Force member Daniela Rus, and Robert Laubacher reviews these challenges of AI and considers what may lie ahead.2

      We also know that the future is not etched into machines and algorithms by laws of mathematics or physics. Myriad moments in the processes of technological change enable, indeed require, human choices to shape the outcome. Engineers encode social relationships and preferred futures into the machines they build. And economic incentives, R&D programs, and organizational choices are at least as powerful as engineering visions in shaping the evolution of new technologies. Autonomous vehicle technology, for example, drew on decades of federal support from DARPA and other agencies, legacies that still inflect the technology. Similarly, we’ve witnessed the seismic shift to the use of telepresence tools by companies, schools, and governments during the COVID-19 pandemic as the public health crisis inflects development and adoption. Decisions made by R&D program managers, directors in boardrooms, planners in offices, and managers on shop floors also determine how jobs evolve as new tools emerge and become widely available.

      Management practices also shape the rate and nature of adoption of new technologies. As Ari Bronsoler, Joseph Doyle, and Task Force member John Van Reenen outline in their research brief on health care IT, engaging workers early in the process of integrating and adapting workplace technologies promotes acceptance of the new systems and improves their functioning.3 Conversely, the top-down imposition of new technologies and ways of working is often counterproductive. Stakeholders can resist change, especially when there are large differences between the IT decision-makers (e.g., senior managers) and those who are using the tools (e.g., physicians, nurses). The researchers find that greater worker involvement in harnessing the new capabilities of health IT throughout the health care system could improve the acceptance of these technologies while speeding productivity gains and mitigating negative workforce effects.

      This chapter synthesizes research from the Task Force that explores the status of key technologies and assesses their implications for jobs: AI in business processes in insurance and health care, autonomous vehicles, robotics in manufacturing and distribution, and additive manufacturing. Some of these technologies, such as autonomous vehicles, are far from widespread use so it remains speculative to forecast how jobs will be reshaped, other than to forecast general timelines and gradual transformation in a decade or more. In other cases we have a clearer sense because forms of the technology are already being adopted, such as the robots that now increasingly carry goods through warehouses. Others are harder to visualize because they involve the use of software to read documents and claims, scan medical prescriptions, or follow transactions to flag potential fraud. All draw on long periods of federally supported basic research to cultivate their genesis and infancy, and to train their practitioners for industry.

      Three key themes emerge from this research. First, AI and robotic applications take time to develop and deploy, especially in safety- and production-critical applications. Though they are coming, they are not as close as some would fear, offering some glimpses of potential futures and time for preparation. Flexibility in dynamic environments remains a key human attribute still largely out of reach for machines. This gradualism offers an opportunity to consider how to adopt new technologies for the greatest social and economic benefit. That said, if these technologies are deployed in an economy run according to our existing inadequate labor institutions, they could easily make current trends worse: technological change where benefits narrowly accrue to employers and the most highly educated workers, leaving rank-and-file workers with little gain.

      Second, technologies offer mixes of job replacement and augmentation, reflecting a variety of factors. In one case discussed below, legal auditors found that AI helped them in their work, freeing their time for higher-value-added tasks, simultaneously requiring a firm to hire more auditors and improving efficiency. In other cases, warehouse workers are augmented by mobile robots, focusing the human jobs on dexterous tasks that robots cannot do today.

      Finally, organizations have a great deal of influence over how technologies are deployed and adopted, and hence over how policies that affect organizations will shape technology. Integration and adaptation are costly and time-consuming tasks in the deployment of any technology to support a particular business. Innovations in these phases of the technology curve can be technical, such as easier programming and standardized interfaces, or organizational, such as engaging front-line workers to fine-tune robotic tasks. In both cases, integration and adaptation crucially link technological change to higher productivity and a labor market that can provide opportunity, mobility, and a measure of economic security to the majority of workers.

      
        Futures Are Here Today: Technology’s Long Cycle

        To address the first theme, the time to develop and deploy AI and robotic applications, it is worth considering the nature of technological change over time. When people think of new technologies, they often think of Moore’s Law, the apparently miraculous doubling of power of microprocessors, or phenomena like the astonishing proliferation of smartphones and apps in the past decades, and their profound social implications. It has become common practice among techno-pundits to describe these changes as “accelerating,” though with little agreement on the measures.

        But when researchers look at historical patterns, they often find long gestation periods before these apparent accelerations, often three or four decades. Interchangeable parts production enabled the massive gun manufacturing of the Civil War, for example, but it was the culmination of four decades of development and experimentation. After that war, four more decades would pass before those manufacturing techniques matured to enable the innovations of assembly-line production. The Wright Brothers first flew in 1903, but despite the military application of World War I, it was the 1930s before aviation saw the beginnings of profitable commercial transport, and another few decades before aviation matured to the point that ordinary people could fly regularly and safely. Moreover, the expected natural evolution toward supersonic passenger flight hardly materialized, while the technology evolved toward automation, efficiency, and safety at subsonic speeds—dramatic progress, but along other axes than the raw measure of speed.

        More recently, the basic technologies of the internet began in the 1960s and 1970s, then exploded into the commercial world in the mid-1990s. Even so, it is only in the past decade that most businesses have truly embraced networked computing as a transformation of their businesses and processes. Task Force member Erik Brynjolfsson calls this phenomenon a “J-curve,” suggesting that the path of technological acceptance is slow and incremental at first, then accelerates to break through into broad acceptance, at least for general-purpose technologies like computing.4 A timeline of this sort reflects a combination of perfecting and maturing new technologies, the costs of integration and managerial adoption, and then fundamental transformations.

        While approximate, four decades is a useful time period to keep in mind as we evaluate the relationship of technological change to the future of work. As the science fiction writer William Gibson famously said, “The future is already here, it’s just not evenly distributed.” Gibson’s idea profoundly links the slow evolution of mass adoption to what we see in the world today. Rather than simply making predictions, with their inevitable bias and poor results, we can look for places in today’s world that are leading technological change and extrapolate to broader adoption. Today’s automated warehouses likely offer a good glimpse of the future, though they will take time for widespread adoption (and likely will not be representative of all warehouses). The same can be said for today’s most automated manufacturing lines, and for the advanced production of high-value parts. Autonomous cars are already fifteen years into their development cycle but just beginning to achieve initial deployment. We can look at those initial deployments for clues about their likely adoption at scale. Therefore, rather than do research on the future, the Task Force took a rigorous, empirical look at technology and work today to make some educated extrapolations.

      
      
        AI Today, and the General Intelligence of Work

        Most of the AI systems deployed today, while novel and impressive, still fall into the category of what Task Force member, AI pioneer, and director of MIT’s Computer Science and Artificial Intelligence Laboratory (CSAIL) Daniela Rus calls “specialized AI.” That is, they are systems that can solve a limited number of specific problems. They look at vast amounts of data, extract patterns, and make predictions to guide future actions. “Narrow AI solutions exist for a wide range of specific problems,” write Rus, MIT Sloan School professor Thomas Malone, and Robert Laubacher of the MIT Center for Collective Intelligence, “and can do a lot to improve efficiency and productivity within the work world.”5 Such systems include IBM’s Watson system, which beat human players on the American TV game show Jeopardy!, and its descendants in health care, or Google’s AlphaGo program, which also bests human players in the game of Go. The systems we explore below in insurance and health care all belong to this class of narrow AI, though they vary in different classes of machine learning, computer vision, natural language processing, or others. Other systems in use today also include more traditional “classic AI” systems, which represent and reason about the world with formalized logic. AI is no single thing but rather a variety of different AIs, in the plural, each with different characteristics, that do not necessarily replicate human intelligence.

        Specialized AI systems, through their reliance on largely human-generated data, excel at producing behaviors that mimic human behavior on well-known tasks. They also incorporate human biases. They still have problems with robustness, the ability to perform consistently under changing circumstances (including intentionally introduced noise in the data), and trust, the human belief that an assigned task will be performed correctly every single time. “Because of their lack of robustness,” write Malone, Rus, and Laubacher, “many deep neural nets work ‘most of the time’ which is not acceptable in critical applications.” The trust problem is exacerbated by the problem of explainability because today’s specialized AI systems are not able to reveal to humans how they reach decisions.

        The ability to adapt to entirely novel situations is still an enormous challenge for AI and robotics and a key reason why companies continue to rely on human workers for a variety of tasks. Humans still excel at social interaction, unpredictable physical skills, common sense, and, of course, general intelligence.

        From a work perspective, specialized AI systems tend to be task-oriented; that is, they execute limited sets of tasks, more than the full set of activities constituting an occupation. Still, all occupations have some exposure. For example, reading radiographs is a key part of radiologists’ jobs, but just one of the dozens of tasks they perform. AI in this case can allow doctors to spend more time on other tasks, such as conducting physical examinations or developing customized treatment plans. In aviation, humans have long relied on automatic pilots to augment their manual control of the plane; these systems have become so sophisticated at automating major phases of flight, however, that pilots can lose their manual touch for the controls, leading in extreme cases to fatal accidents. AI systems have not yet been certified to fly commercial aircraft.

        Artificial general intelligence (AGI), the idea of a truly artificial humanlike brain, remains a topic of deep research interest but a goal that experts agree is far in the future. A current point of debate around AGI highlights its relevance for work. MIT professor emeritus, robotics pioneer, and Task Force Research Advisory Board member Professor Rodney Brooks argues that the traditional “Turing test” for AI should be updated.6 The old standard was a computer behind a wall with which a human could hold a textual conversation and find it indistinguishable from another person. This goal was achieved long ago with simple chatbots, which few argue represent AGI.

        In a world of robotics, as the digital world increasingly mixes with the physical world, Brooks argues for a new standard for AGI: the ability to do complex work tasks that require other types of interaction with the world. One example might be the work of a home health aide. These tasks include providing physical assistance to a fragile human, observing their behavior, and communicating with family and doctors. Brooks’s idea, whether embodied in this particular job, a warehouse worker’s job, or other kinds of work, captures the sense that today’s intelligence challenges are problems of physical dexterity, social interaction, and judgment as much as they are of symbolic data processing. These dimensions remain out of reach for current AI, which has significant implications for work. Pushing Brooks’s idea further, we might say that the future of AI is the future of work.

      
      
        Software: The Robots You Don’t See

        To explore the current state and future potential of AI in service occupations, MIT researchers did deep dives into the realms of insurance and health care. They found firms experimenting with new software and AI technologies to redesign workflows, revise task allocation, and improve job design, for both higher- and lower-educated workers, with the aim of boosting productivity. The pace of adoption appears uneven across industries and firm sizes. In both the insurance industry and the health care industry, automation is occurring at the task level more so than at the job level, and we are still in the early days of implementation.

        Task Force executive director Dr. Elisabeth Reynolds led a team of researchers to look closely at a major insurance company’s effort to adopt automated systems.7 The insurance industry has a long history of leading in information technologies. This company had already experimented with robotic process automation (RPA), which is software that automates rules-based actions performed on a computer, often as an overlay to legacy software systems. The company concluded that RPA hadn’t delivered the expected results: Most workers accomplish heterogeneous tasks, and the software was insufficiently flexible to automate all of them. Even people ostensibly doing the same job had different methods or routines for accomplishing them.

        So the company reassessed its approach, looking for ways to automate certain functions. Part of the solution included installing chatbots to handle the simplest questions sent to their internal help desk and customer service centers, then training the workers to engage with customers at more meaningful levels.

        Overall, automation raised the productivity of the current workforce while reducing the number of workers needed to accomplish the job (though the dynamic may evolve if automation allows the firm to reduce prices or offer better products). Another challenge the company identified was ensuring that such task automation didn’t lock employees into old routines and legacy technologies, which could hobble future efforts at innovation.

        The dominant force for this firm was digitalization, advanced applications of IT, and cloud computing, not necessarily AI-type algorithms. “Our business is technology,” one company leader said. “There isn’t a separation now.” The firm adopted the new management techniques of agile methods and agile software developed over twenty years by the software industry. Agile methods include small, highly cooperative teams that rapidly execute multiple design iterations (as opposed to larger teams that follow more linear workflows). As a consequence, the firm moved from heavy reliance on two software vendors (IBM and Microsoft) to dozens of smaller, cloud-based platforms. These changes in software development and use have had the deepest impacts on how the firm does business.

        By contrast, AI applications have not yet lived up to their promise. Deployment of machine learning–based chatbots for customer service and the use of RPA to increase efficiencies in back-office work represent some of the earliest applications of automation technologies. While the latter is not fundamentally new (the initial development was started after the 1990s), its scope and reach into different sectors and companies that have sizable traditional back-office operations have made it a building block of firms’ AI strategies. “Consulting firms did a huge disservice to firms like ours by telling them they could save billions with these new AI functions,” one company leader said. “We’ve used some of this, but it hasn’t been dramatically impactful.” The company’s processes were simply not sufficiently homogeneous or standardized to be amenable to today’s AI competencies.

        “We’re at the infancy of what AI and ML can bring to the insurance industry,” another leader observed. “We’re tinkering . . . just scratching the surface of how AI and ML are capable of disrupting the industry.” Moreover, the challenges are business and organizational. “It’s not about the technology” but rather about the ability of the firm to crystallize its problems in a way that they are solvable by even today’s technology. “We lack the maturity [as an industry] in coming up with what’s possible.”

        Consider one example where a firm successfully implemented an AI-based system: creating efficiency in evaluating legal bills. As an insurance company, this firm hires thousands of law firms over a broad area of states and jurisdictions, and the company must audit the legal bills to be sure the charges comply with the company’s policies. It buys more than a billion dollars’ worth of legal services annually and employs a couple of dozen auditors—college-educated attorneys and financial specialists who read through the bills to verify the claims.

        Applying AI to this problem required convening three separate groups of experts: data scientists who understood the electronic billing formats, coders who wrote algorithms, and auditors, who initially resisted the idea. It took months of learning, coordination, and development to build machine learning models to calibrate algorithms to detect anomalies in bills. After a few cycles of trial, including presentation to and support from the CEO, the model achieved 85 percent accuracy. When the models were applied to the end of the auditing process, the results persuaded the auditors that the algorithms could pick up anomalies that the humans had missed. Soon the system was yielding millions of dollars in annual savings, freeing the auditors to move on to more complex work. This AI system has had a substantial impact, though it proceeded much as a traditional IT project, requiring the right mix of experts, innovative teamwork, executive support, and upfront investment before showing benefits.

        Reynolds and her team found that AI-based software systems did not result in laying off entire teams of people, but they did slow down hiring in relevant departments, as in the earlier example. While both layoffs and hiring slowdowns ultimately mean fewer employees in the affected departments, they have qualitatively different effects on workers.

        This company still relies on the traditional role of the insurance agent. Here, AI and RPA have largely been complementary. Insurance, like other retail products, is now sold through an omnichannel approach: direct to consumer (online), direct response center (online plus human on the phone, or just the latter), and in person. This situation is likely to change as the next generation of customers becomes more comfortable engaging the company without human assistance.

        Ten years ago, the firm expected to see in-person agent jobs fade away and more direct-to-consumer activity. But despite pickup in the latter arena, the number of in-person agents has remained relatively constant. Customers still want human interactions before they purchase insurance. While used by only a fraction of customers, self-service options let agents spend more time selling insurance to those who want in-person interactions, increasing their sales and commissions and allowing for more customized insurance packages. At the same time, new digital technologies like e-signatures are making certain tasks more efficient by obviating the signing of stacks of documents. Machine learning algorithms provide more insight into existing or potential customers through the collection, aggregation, and analysis of third-party data. These data enable predictions that a customer might be calling about an upcoming bill; they can suggest calling the family to offer adding a new driver to the auto policy because a child has just turned sixteen. While agents have had to become more technologically savvy with the use of apps and tablets, the new training required is modest and acquired on the job.

        In another industry example, heavy investment in new tools and technologies in health care is yielding rapid change. The Task Force’s John Van Reenen and the MIT Sloan School of Management’s Joseph Doyle, working with PhD candidate Ari Bronsoler, took a close look at the impact of this technology, including electronic medical records, on the sector.8

        Health care is a potential bright spot for workers in low- and middle-paying jobs, though this doesn’t apply to the rapidly growing realm of home health delivery. The good news is that health care jobs of all kinds favor human labor for the foreseeable future. Health care employment is 11 percent of US employment and growing rapidly, which appears likely to continue as the population ages and new treatments emerge. It is also a sector that offers good jobs, with reasonable wage and nonwage benefits, at least for those working directly for health care systems. By contrast, home health care workers are poorly paid with few benefits.9

        The sector is also considered to be recession-proof; though, ironically, the COVID-19 crisis caused a steep fall in health care employment as people chose to avoid elective medical procedures and doctors’ offices during the pandemic.10

        Bronsoler, Doyle, and Van Reenen conclude that the rise of new technologies in health care has the potential to slow the growth of new jobs but not to reduce the overall number of jobs. At the same time, new technology is clearly altering the mix of workers you might see in a hospital. Workers who specialize in the use of computer applications outpaced nurses in both employment and wage growth in recent years (see figure 3.1).

        Still, for all of the new health care technology and investment in IT, the sector has, surprisingly, shown relatively little productivity growth. Lessons from other industries suggest that the management of new technologies is an important driver of productivity gains.11 This poses particular challenges for an industry renowned for being highly fragmented, with clinical workers used to a high degree of autonomy when it comes to making choices about patients. “Despite the presence of so much technology in health care,” one senior health care technology leader interviewed during the course of this research acknowledged, “it’s hard to bring it together and use it to its full effect.”
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          Figure 3.1

          Employment and Earnings of Nurses, Medical Transcriptionists, and Health Information Technicians, 2001–2018. Upper panel reports the employment of nurses, medical transcriptionists, and health care information technicians as a share of the total US workforce. Lower panel reports the average hourly rates of nurses, medical transcriptionists, and health care information technicians relative to the mean hourly wage in the US economy. Figures are based on Occupational Employment Statistics data provided by the US Bureau of Labor Statistics (http://www.bls.gov.oes/tables.htm).

        
        New electronic health record (EHR) technology such as Epic is the most significant IT investment in health care in decades, with $30 billion dedicated to its implementation since 2010. The rapid adoption of EHR technology was spurred by the 2009 Health Information Technology for Economic and Clinical Health (HITECH) Act, part of the Affordable Care Act, which aims to increase the use of EHRs. EHRs serve as a platform for decision support, combining patient-level data with best practices and clinical guidelines, as well as data analytics that can lead to larger long-term gains in quality and efficiency. Yet, for all the benefits and potential the technology brings to improving health care productivity, limitations remain, including a lack of robust competition in the EHR market, which can slow adoption and innovation. “Epic was designed for the health care of the past and built on the health care of the past,” said one senior health care IT expert, “not for the health care at the digital frontier.”

        As in other industries, new technologies used by those directly employed by health care systems tend to complement the work of highly educated and highly specialized workers, and to substitute for workers with less specialized expertise. On the clinical side, AI and machine learning technologies are driving significant change through the use of medical imaging to read radiographs, natural language processing to read clinical documentation, and data science to process massive amounts of data to generate inferences and predictions about patient diagnoses. These technologies tend to provide greater insights for clinicians as well as increased efficiency. New scanning technologies for nurses, for example, that allow nurses to scan every piece of information about a patient, including medications, rather than manually typing in information, lead to improved safety and efficiency. Likewise, new communication technologies, such as secure messaging rather than pager technology, allow nurses to reach other team members (doctors, residents, other nurses) in a timely manner to discuss treatment protocols and ensure the consistency, accuracy, and timeliness of treatment. In both these cases, the technology is complementing a subset of tasks while replacing others. Amid these many technological changes, the wages of nurses as compared to those of average US workers have remained relatively constant over the past fifteen years (while rising for health IT workers—see figure 3.1).

        New technologies hold the potential for large cost savings in health care. A well-known RAND study estimated that adoption of digital technologies could save between $142 billion and $371 billion over a fifteen-year period.12 So far, the actual results of the impact of the HITECH Act have been disappointing. A subsequent RAND study by Kellerman and Jones found that the predicted savings had not materialized, in part because of a lack of information sharing across providers and a lack of acceptance by the workforce in an environment where incentives run counter to the goal of reducing health care costs.13 When it comes to the impact of new technologies on cost savings, the much greater focus for health care systems is on nonclinical work. This includes back-office and clerical work such as finance, administration, compliance, billing, health information, and supply chain management. In interviews at a large health care system, senior technology leaders outlined their goal of reducing their labor dependency with automation. One senior executive estimated that 50 to 60 percent of human resource work could be replaced by RPA. The challenge, however, is a familiar one—how to align processes such that they can be easily automated. There is little uniformity on how tasks are performed: “There are thirteen different ways of doing things because there are thirteen different departments,” the executive confirmed. “The challenge is the ability to change the culture within an organization to do things in a particular way.”

        In the case of one large health care system, RPA has been introduced to replace multiple tasks, from the classic scanning of medical records to verifying clinicians’ licenses and rapidly communicating details about drug recalls across a hospital. However, one senior leader emphasized that automation has not led to one-for-one replacement of a worker. In most cases, the tasks that have been automated represent a modest subset of the tasks in which the worker is engaged. Typically, workers have been redeployed or have found different jobs within the system, in part because the health care system as a whole has been growing in recent years. As suggested earlier, the primary impact on jobs has been the elimination of open positions (retirements have also played a role in the transition), which in the long run implies a decline in employment in those positions.

        Not all transitions have been painless, however. Employees with nontransferable skills, such as medical transcriptionists, have been hit hard as their relative employment and wages have fallen steadily since the early 2000s. According to HR leaders, it has been challenging to place these workers in new positions within the organization, and many have been let go since the introduction of EHRs. Some recent studies conclude that every position in health care based on paperwork will eventually become obsolete, although there may be much work remaining in the nonpaperwork versions of those activities.14

        The introduction of health care IT tends to be associated with an increase in costs, as Bronsoler, Doyle, and Van Reenen discuss, but it has had a positive impact on patient outcomes. One can anticipate with reasonable (but far from complete) confidence that the former will tend to decrease while the latter will continue to grow. Health care IT will likely be adopted at an increasing rate. The impact on the workforce, as in other industries, appears likely to be a steady increase in the need for technical skills, whether working on the front lines or in the back office.

      
      
        The Robots You Can See: Driverless Cars, Warehousing and Distribution, and Manufacturing

        Few sectors better illustrate the promises and fears of robotics than autonomous cars and trucks. Autonomous vehicles (AVs) are essentially high-speed wheeled industrial robots powered by cutting-edge technologies of perception, machine learning, decision-making, regulation, and user interfaces. Their cultural and symbolic resonance has brought AVs to the forefront of excited press coverage about new technology and has sparked large investments of capital, making a potentially “driverless” future a focal point for hopes and fears of a new era of automation.

        The ability to transport goods and people across the landscape under computer control embodies a dream of twenty-first-century technology, and also the potential for massive social change and displacement. In a driverless future, accidents and fatalities could drop significantly. The time that people waste stuck in traffic could be recovered for work or leisure. Urban landscapes might change, requiring less parking and improving safety and efficiency for all. New models for the distribution of goods and services promise a world where people and objects move effortlessly through the physical world, much as bits move effortlessly through the internet.

        As recently as a decade ago, it was common to dismiss the notion of driverless cars coming to roads in any form. Federally supported university research in robotics and autonomy had evolved for two generations and had just begun to yield advances in military robotics. Yet today, virtually every carmaker in the world, plus many startups, have engaged to redefine mobility. The implications for job disruption are massive. The auto industry itself accounts for just over 5 percent of all private sector jobs, according to one estimate. Millions more work as drivers and in the web of companies that service and maintain these vehicles.

        Task Force members John J. Leonard and David A. Mindell have both participated in the development of these technologies and, with graduate student Erik L. Stayton, have studied their implications. Their research suggests that the grand visions of automation in mobility will not be fully realized in the space of a few years.15 The variability and complexity of real-world driving conditions require the ability to adapt to unexpected situations that current technologies have not yet mastered. The recent tragedies and scandals surrounding the death of 346 people in two Boeing 737 MAX crashes stemming from flawed software and the accidents involving self-driving car-testing programs on public roads have increased public and regulatory scrutiny, adding caution about how quickly these technologies will be widely dispersed. The software in driverless cars remains more complex and less deterministic than that in airliners; we still lack technology and techniques to certify it as safe. Some even argue that solving for generalized autonomous driving is tantamount to solving for AGI.

        Analysis of the best available data suggests that the reshaping of mobility around autonomy will take more than a decade and will proceed in phases, beginning with systems limited to specific geographies such as urban or campus shuttles (such as the recent product announcement from Zoox, an American AV company). Trucking and delivery are also likely use cases for early adoption, and several leading developers are focusing on these applications both in a fully autonomous mode and as augmented, “convoy” systems led by human drivers. In late 2020, in a telling shift for the industry from “robotaxis” to logistics, Uber sold its driverless car unit, having spent billions of dollars with few results. The unit was bought by Amazon-backed Aurora to focus the technology on trucking. More automated systems will eventually spread as technological barriers are overcome, but current fears about a rapid elimination of driving jobs are not supported.

        AVs, whether cars, trucks, or buses, combine the industrial heritage of Detroit and the millennial optimism and disruption of Silicon Valley with a DARPA-inspired military vision of unmanned weapons. Truck drivers, bus drivers, taxi drivers, auto mechanics, and insurance adjusters are but a few of the workers expected to be displaced or complemented. This transformation will come in conjunction with a shift toward full electric technology, which would also eliminate some jobs while creating others.16 Electric cars require fewer parts than conventional cars, for instance, and the shift to electric vehicles will reduce work supplying motors, transmissions, fuel injection systems, pollution control systems, and the like. This change too will create new demands, such as for large-scale battery production (that said, the power-hungry sensors and computing of AVs will at least partially offset the efficiency gains of electric cars). AVs may well emerge as part of an evolving mobility ecosystem as a variety of innovations, including connected cars, new mobility business models, and innovations in urban transit, converge to reshape how we move people and goods from place to place.

        
          Transportation Jobs in a Driverless World

          The narrative on AVs suggests the replacement of human drivers by AI-based software systems, themselves created by a few PhD computer scientists in a lab. This is, however, a simplistic reading of the technological transition currently under way, as MIT researchers discovered through their work in Detroit. It is true that AV development organizations tend to have a higher share of workers with advanced degrees compared to the traditional auto industry. Even so, implementation of AV systems requires efforts at all levels, from automation supervision by safety drivers to remote managing and dispatching to customer service and maintenance roles on the ground.

          Take, for instance, a current job description for “site supervisor” at a major AV developer. The job responsibilities entail overseeing a team of safety drivers focused in particular on customer satisfaction and reporting feedback on mechanical and vehicle-related issues. The job offers a mid-range salary with benefits, does not require a two- or four-year degree, but does require at least one year of leadership experience and communication skills. Similarly, despite the highly sophisticated machine learning and computer vision algorithms, AV systems rely on technicians routinely calibrating and cleaning various sensors both on the vehicle and in the built environment. The job description for field autonomy technician to maintain AV systems provides a mid-range salary, does not require a four-year degree, and generally requires only background knowledge of vehicle repair and electronics. Some responsibilities are necessary for implementation—including inventorying and budgeting repair parts and hands-on physical work—but not engineering.

          The scaling up of AV systems, when it happens, will create many more such jobs, and others devoted to ensuring safety and reliability. Simultaneously, an AV future will require explicit strategies to enable workers displaced from traditional driving roles to transition to secure employment.

          A rapid emergence of AVs would be highly disruptive for workers since the US has more than three million commercial vehicle drivers. These drivers are often people with high school or lower education or immigrants with language barriers. Leonard, Mindell, and Stayton conclude that a slower adoption timeline will ease the impact on workers, enabling current drivers to retire and younger workers to get trained to fill newly created roles, such as monitoring mobile fleets.17 Again, realistic adoption timelines provide opportunities for shaping technology, adoption, and policy. A 2018 report by Task Force Research Advisory Board member Susan Helper and colleagues discusses a range of plausible scenarios and found the employment impact of AVs to be proportional to the time to widespread adoption. Immediate, sudden automation of the fleet would, of course, put millions out of work, whereas a thirty-year adoption timeline could be accommodated by retirements and generational change.18

          Meanwhile, car- and truck makers already make vehicles that augment rather than replace drivers. These products include high-powered cruise control and warning systems frequently found on vehicles sold today. At some level, replacement-type driverless cars will be competing with augmentation-type computer-assisted human drivers. In aviation, this competition went on for decades before unmanned aircraft found their niches, while human-piloted aircraft became highly augmented by automation. When they did arrive, unmanned aircraft such as the US Air Force’s Predator and Reaper vehicles required many more people to operate than traditional aircraft and offered completely novel capabilities, such as persistent, twenty-four-hour surveillance.19

          Based on the current state of knowledge, we estimate a slow shift toward systems that require no driver, even in trucking, one of the easier use cases, with limited use by 2030. Overall shifts in other modes, including passenger cars, are likely to be no faster.

          Even when it’s achieved, a future of AVs will not be jobless. New business models, potentially entirely new industrial sectors, will be spurred by the technology. New roles and specialties will appear in expert, technical fields of engineering of AV systems and vehicle information technologies. Automation supervision or safety driver roles will be critical for levels of automation that will come before fully automated driving. Remote management or dispatcher, roles will bring drivers into control rooms and require new skills of interacting with automation. New customer service, field support technician, and maintenance roles will also appear. Perhaps most important, creative use of the technology will enable new businesses and services that are difficult to imagine today. When passenger cars displaced equestrian travel and the myriad occupations that supported it in the 1920s, the roadside motel and fast-food industries rose up to serve the “motoring public.” How will changes in mobility, for example, enable and shape changes in distribution and consumption?

          Equally important are the implications of new technologies for how people get to work. As with other new technologies, introducing expensive new autonomous cars into existing mobility ecosystems will just perpetuate existing inequalities of access and opportunity if institutions that support workers don’t evolve as well. In a sweeping study of work, inequality, and transit in the Detroit region, Task Force researchers noted that most workers building Model T and Model A Fords on the early assembly lines traveled to work on streetcars, using Detroit’s then highly developed system.20 In the century since, particularly in Detroit, but also in cities all across the country, public transit has been an essential service for many workers, but it has also been an instrument facilitating institutional racism, urban flight to job-rich suburbs, and inequality. Public discourse and political decisions favoring highway construction often denigrated and undermined mass transit, with racial undertones. As a result, Black people and other minorities are much more likely to lack access to personal vehicles.

          “Technology alone cannot remedy the mobility constraints” that workers face, the study concludes, “and will perpetuate existing inequities absent institutional change.” As with other technologies, deploying new technologies in old systems of transportation will exacerbate their inequalities by “shifting attention toward what is new and away from what is useful, practical, and needed.” Innovating in institutions is as important as innovating in machines; recent decades have seen encouraging pilot programs, but more must be done to scale those pilots to broader use and ensure accountability to the communities they intend to serve. “Transportation offers a unique site of political possibility.”21

        
        
          Warehousing and Distribution

          Technologies often have their greatest impact, and create the most jobs, when they enable new business models and transform industries, rather than automating tasks previously done by people. The rise of e-commerce, whereby the internet has enabled entirely new ways of shopping and ordering for consumers and businesses, epitomizes such a transformation, especially through its impact on the movement and distribution of goods (“logistics”).

          E-commerce can be seen as a kind of automation of retail shopping, with corresponding employment effects in the retail sector. Whereas a customer used to have to visit a store to select, purchase, and carry home a product, now the consumer can use a web page to enter an order directly into a semi-automated supply chain, with the delivery accomplished by a mix of people and machines.

          Within a four-decade adoption cycle, the greatest impact of technology on logistics and warehousing is perhaps only partway through this forty-year cycle. IT and networking are still transforming the system.

          As with mobility, news reports on distribution might lead one to believe that jobs are about to start drying up. Indeed, a Google search for “warehouse automation” produces 73 million hits, many of them promotions for new systems, suggesting a rapidly changing landscape. The landscape is unquestionably rich with exciting new technology and investment.22

          But Task Force member Frank Levy, working with Wellesley College student Arshia Mehta, found a gradual process of adoption under way. They queried automation suppliers, distribution center managers, and leaders in established companies and startups.23 One-third of respondents to a recent published survey reported using automated guided vehicles but less than one-fifth reported using automated packaging solutions, collaborative robotics, or automated picking.24

          Compared to other industries, logistics is geographically dispersed, and present in more rural areas. We define logistics as the sum of three industries: warehousing and storage, freight trucking, and freight trucking arrangements (i.e., brokers and third-party logistics providers, or 3PLs), accounting for just over three million jobs (before the COVID-19 pandemic struck). This amounts to about 2 percent of jobs in the economy (about one-fourth the size of manufacturing).

          E-commerce has driven two fundamental changes in logistics. First, the industry has historically been set up for the delivery of goods in bulk sizes to local retailers for sale. E-commerce has changed the endpoint for the bulk of those deliveries from warehouses and distribution centers to individual residences. Second, e-commerce has radically reduced the size of orders that logistics centers must now handle, right down to individual items. The warehouse industry was traditionally built to handle the bulk movement of goods. Trucks would line up at rows of doors to disgorge products, which would then get reshuffled and dispatched again in large quantities to stores, restaurants, or other warehouses for further processing. But with e-commerce, warehouses now are just as likely to handle huge numbers of individual or small-batch items—a single toy ordered by a customer in California, for example, or a half dozen bottles of hand sanitizer ordered by a doctor’s office in Connecticut.

          Mehta and Levy argue that if we think of logistics employment as a tug-of-war between job gains from e-commerce and job losses from automation, job gains are winning decisively at present.25 Since 2000, the trucking industry has added 130,000 jobs (to 1.75 million). The warehousing and storage industries have more than doubled, to 1.1 million, during that same period (about 30 percent of these are low-wage manual labor jobs). More of these gains were in rural rather than urban areas.

          By some measures, productivity has not improved despite this vast expansion. Industry statistics find that productivity rose more than 20 percent from 2000 to 2014 but actually declined thereafter, leaving it less productive in 2019 than in 2000. A plausible explanation for this reversal is that the challenge of logistics has increased in the e-commerce era.26 Today, distribution and fulfillment centers face the problem of unloading, unwrapping, storing, accurately selecting (“picking”), and packing products, from small jewelry to fifty-pound bags of pet food and large sports equipment.

          Warehouses have been slow to adopt automation; their rapid output increases from 2014 to 2019 were achieved by adding labor in less automated facilities. Many of these tasks—in particular, picking and packing individual items (“each picks”)—are still performed by people. The simple challenge of removing plastic wrapping from a pallet of goods remains beyond today’s commercially available robots.

          “In warehousing,” Mehta and Levy write, “robotic arms that can identify, grasp, and manipulate streams of diverse items are still in their infancy.” Great effort and investment is going into automated gripping systems, but it will take an estimated three to five years to develop the technologies that would endanger the numerous jobs in picking and packing.27 This time frame, however, does not account for the extended time for broad diffusion, as retrofitting older warehouses and fulfillment centers with state-of-the-art technology is a disruptive and risky investment (some industry leaders we spoke to saw the timeline for automated picking pushed out further still). Today, humanlike physical dexterity, including its wondrous flexibility, remains out of reach for robotic systems.

          As elsewhere, major impacts on labor and efficiency are coming from maturing applications of decades-old IT. What gains in efficiency there have been in trucking have come from the “arrangements” sector, where digital tools improve such processes as brokering, loading, and scheduling. “Significant technology,” write Mehta and Levy, “is not always the newest technology.”

          Thirty years ago, an employee in a truck brokerage connected firms to truckers using a Rolodex, a telephone, personal relationships, and a fax machine. The connection process began when a firm called a broker with the details of a shipping job, including what it wanted to pay (subject to negotiation). In making the connection, the size of the broker’s Rolodex was key. A large set of contacts meant the broker might be able to offer a trucker a sequence of shipments with little time when the truck was driving empty.

          Third-party logistics firms operated in a similar way, with one important addition: the need to plan an efficient route in which a trucker delivered shipments from several firms to several different destinations. By the end of the 1980s, 3PLs were using computerized spreadsheets (e.g., Lotus 1-2-3) to help in trial-and-error route design.

          Because brokers and 3PLs deal in information, the evolution of digital tools has sharply increased what employees can do and how they do it. For the traditional broker, a connection no longer begins with a phone call from a firm with a shipping job. Instead, many firms now post jobs directly on large, digital job boards. A broker surveys one or more boards to find jobs for which they think they have a potential driver. Being able to view many jobs at once increases the chances of constructing a trip with limited time spent driving empty.

          Some startups are expanding the self-service aspect of the digital job board by encouraging drivers to use proprietary mobile phone applications to access their job board directly. In a few cases, a startup can use machine learning to identify the kinds of jobs a trucker prefers and alert the trucker when such jobs appear. While humans are still needed to deal with problems that might arise—for example, a scheduled shipment that isn’t ready to be picked up—these startups are trying to automate broker jobs, much as the direct purchase of airline tickets has automated travel agent jobs.

          At the same time, digitalization allows brokers and 3PLs to automate highly routine tasks that were previously performed by lower-level employees. In some cases in which a 3PL has a steady relationship with a firm, it can offer a self-service ordering portal where a firm can specify all aspects of a shipment—the type and shape of containers, precise pick-up and drop-off locations, the presence of any hazardous materials, and so on. Previously, this information might have been collected in a back-and-forth exchange with a person. Shipping documents that used to be hand collected from the web (e.g., a signed proof of delivery) are now scraped off the web automatically.

          As a result, the employment mix, particularly in 3PLs, has shifted away from hourly personnel to salaried personnel with training in software design, data analysis, and related fields. Similarly, the technologies transforming most warehouses are not robots at all but IT, often known as “warehouse management systems.” These software systems record and track products from loading dock to loading dock and connect to other systems that track the supply chain.

          Many fewer warehouses use robotic systems. A 2019 survey conducted by the Modern Materials Handling Institute confirmed that while 80 percent of survey respondents used warehouse management systems and 86 percent used bar code scanners, only 26 percent used even the mature technology of radio-frequency identification (RFID) tags. With respect to automated goods movement, 63 percent used conveyor and sortation systems, but only 22 percent used automated storage and retrieval systems, and 15 percent used autonomous mobile robots. Robotics and automation, especially when combined with IT innovations, are rapidly evolving and taking novel forms. Automated storage and retrieval systems (ASRS) resemble automated warehouses in a box, though they remain expensive and suitable for only the largest high-throughput applications. In Amazon’s Kiva robot system, armies of mobile robots carry shelves of randomly mixed items to human pickers, forming a kind of distributed ASRS. Elsewhere in “Pick to light” systems, computer-controlled lights guide human pickers to select items. Robotic carts (such as those made by 6 River Systems, recently acquired by Shopify) accompany human pickers through aisles and help them rapidly pick orders. Various forms of automated forklifts and tuggers are finding niche applications and will surely grow in robustness and flexibility.

          “What I would really like is software that keeps track of every person and every robot on the floor and tells each of them what it should do next,” one manager told Mehta and Levy. Such systems exist today. But they are complex and extremely difficult to develop and deploy, especially in a rapidly changing industry that is simply struggling to keep up with demand. They also raise concerns about surveillance. One can imagine an evolution toward a world in which an entire fulfillment or distribution center, or even an entire supply chain, becomes a collaborative robotic system comprising people, robots, and infrastructure, all quickly reconfigurable with software. How can such systems develop to value human autonomy and flexibility, without simply treating workers like software-directed automata?

          As in manufacturing, higher levels of automation are most viable for large firms.

          The largest warehouse firms gain a potentially large cost advantage because they have the resources to afford the risk and expense required to implement advanced automation. Smaller firms often pursue automation investment incrementally; leasing robots is finding some success as a business model because it enables smaller firms to apply robots without capital expense in a rapidly changing industry.

          Outside the warehouse, the logistics industry stands to benefit from the advancing capabilities of autonomous vehicles described above. As in other AV arenas, the path remains long and the direction uncertain. We described the AV potential in long-haul trucking. But even if the driverless truck problem were perfectly solved today, the time constant for change would be half a generation. The typical Class 8 truck (over 33,000 pounds) stays on the road an average of fourteen years before it is junked (though it might be retired sooner were sufficiently better technology to come along). Automated platooning, with a single human driver leading several following unmanned vehicles, is likely coming sooner, though the labor impacts are more incremental. As with other types of robots, autonomous trucks are likely to benefit larger, better-capitalized fleets, such as J. B. Hunt’s, and corporate fleets, such as those of UPS and Walmart.

          Much of the employment growth in e-commerce trucking has been in the last few miles of local delivery. Techie publications abound with images of mini-delivery robots plying urban streets or delivery drones conveying much-needed medicines to rural areas. The possibilities are indeed compelling and the technologies exciting (potentially more so in the COVID-19 era). Current demonstrations of these delivery robots are often monitored by human operators with backup radio control. The promise is that these operators, like the safety drivers in autonomous cars and trucks, will be removed at some point in the future, or will supervise large fleets of vehicles. But the complexity of the environment, including curbs, pets, and noncooperative (i.e., ordinary) pedestrians to be avoided or navigated around, suggests that for some time it will be hard to achieve autonomous operation outside of constrained and well-defined areas.

          Mehta and Levy conclude that fully autonomous trucks are not likely to displace significant numbers of truck drivers for at least a decade. During that time, warehouses will likely be dominated by low-wage jobs, some of which are at risk from increasing automation in picking and packing. Automation and robotics will create jobs for technicians, software developers, data scientists, and similarly skilled positions, but they will likely eliminate a larger number of picker and packer jobs in warehousing and driver jobs in trucking. “The occupational structure of freight transportation arrangements [brokers and 3PLs],” Mehta and Levy note, “already favors skilled positions, and continued automation of routine clerical tasks will further tilt the balance.” As elsewhere, the development of new technologies will favor large firms and middle- and higher-skilled workers.

        
        
          Lights Out Factories? Or Lights Dimmed?

          The current state of the art in manufacturing parallels that in AVs—promising technologies abound, but the crucial work of making them robust and reliable poses myriad challenges.

          As part of the Task Force’s research, MIT robotics professor Julie Shah and her students studied the deployment of industrial robots in Germany, one arm of “Industry 4.0” efforts under way across Europe. Industry 4.0, which began as a strategic initiative in Germany in 2011, bills itself as the “fourth industrial revolution.”

          Its goal is to knit together machines and processes in factories so they can be monitored and controlled through advanced digital tools. Shah and her team assessed which technologies had been developed by researchers and adopted by industry, the challenges developers faced, which future paths companies deemed important, and the research challenges that remain for robotics to be widely adopted by industry. They found sizable gaps between technology’s potential, even when demonstrated in research settings, and its actual use on shop floors today.28

          Shah and her team looked at “top-down” approaches to automation—where the tasks are adapted to the technology—and “bottom-up” approaches, where workers start with tasks to be done and adapt technology accordingly. Generally, bottom-up approaches appear more successful, as the solutions are closer to the people and the tasks in need of improvement. One company set up robotic experience centers on the factory floor where engineers, working closely with line workers, could generate new ideas, prototype solutions, and make changes to production lines. Companies preferred “programming the task, and not the robot”—that is, solving a larger job to be done, and empowering people to guide the deployment of robots to raise productivity and address “pain points.” As other Task Force studies have shown, worker voice remains an important component of success with today’s automation.

          Challenges remain in integrating robotics into manufacturing lines. Industrial robots have been at work in large-scale applications for decades, but most remain dangerous to people around them. Innovation in safety systems allows robotic systems to work more closely with people. Collaborative robot arms are one approach to this problem—they carry lighter payloads, run at slower speeds, and have other characteristics that make them acceptable to work outside cages. Their low cost also offers lower barriers to experimentation and deployment. However, to ensure safety, collaborative robots function at slower speeds and with less mechanical force than caged robots, which reduces their output and range of capabilities.

          Rethinking production systems to combine IT with operations technology (OT) and generate vast amounts of real-time data creates challenges that are as much cognitive, social, and organizational as they are technical.

          But even as the cost of robots is coming down, the human labor of integrating them into existing lines remains expensive. Efforts are under way to ease the transitions with better interfaces and easier programming, though the work remains hampered by a lack of standards and the high levels of human skill required to do the integrations. In fact, the adoption of the industrial “internet of things” (IoT)—low-cost ubiquitous sensor networks—has been slow, mostly because of data and security concerns and unclear value. Digital twins (computer models representing physical objects), advanced simulation, and augmented and virtual reality systems all remain promising colors in future automation palettes, but broad adoption requires overcoming similar challenges.

          Technological bottlenecks also remain: in vision, perception and sensing, and robustness and reliability. “Deep learning-based approaches,” for example, “haven’t delivered well on their promise within industrial environments.”29 Such techniques require vast amounts of data, which is hard to come by in factories; they tend to be brittle and difficult to adapt to new situations, and sensitive to their original data sources as well as variations in the environment.

          Autonomous guided vehicles (AGVs) have had an impact in industry in materials handling (as in warehousing, discussed above). These mobile robots carry everything from small totes to large vehicles around a production environment. Future visions include production lines where the line itself is never fixed and merely consists of products on AGVs carried past various self-organizing workstations—which are themselves made up of AGVs and robotic arms. But this vision has yet to materialize, held back by, among other things, the inability of AGVs to navigate with the millimeter precision required for production operations.

          Better interfaces that enable easier programming push the applications of robotic systems closer to production lines, increasing flexibility and reducing costs. But because robotic systems remain difficult and expensive to program, Shah’s team found that they largely remain technological islands on factory floors, not part of integrated digital oceans powered by AI. The researchers concluded that these technologies—even in Germany, where they are deeply rooted—“have yet to permeate the industrial landscape.”

          Shah also found a bottleneck identified in other Task Force studies: inadequate robotic dexterity. Until recently, robots used traditional forms of two-fingered pincers or single-purpose tools that can pick up objects but risk damaging soft or inconsistent materials. More recently, purpose-built automated grippers directed by machine vision can do remarkably delicate and precise work, such as picking up glazed donuts on an automated bakery line without cracking the shiny coating. But such a gripper might work only on doughnuts. It can’t pick up a clump of asparagus or a car tire.

          Today’s gripping systems are evolving rapidly toward enabling robotic hands to grasp an ever-greater variety of products and parts. The search remains for a general-purpose gripper that could pick up any product in any orientation. Deep learning and other AI techniques have helped here (and they are making an impact in the logistics industry). Still, despite investment and confident predictions, most AI techniques remain too brittle, too complex, or too slow, for manufacturing operations. The generalized robotic dexterity problem may, like driving, be another example of the search for AGI. Major players in manufacturing and distribution have told us they believe that this problem is a decade or more away from resolution.

          These findings largely resonate with the conclusions of a team of MIT researchers led by Task Force Research Advisory Board member Susan Helper. Helper and colleagues interviewed many US-based large firms, primarily automotive companies and their tier 1 (major) suppliers.30 The research concentrated on the automotive industry because about 40 percent of all robots in the US (and globally) are found in this industry.31 While firms in this sector are striving to move toward a more data-intensive and analytic form of manufacturing, information often remains siloed within firms, as well as between firms and their suppliers. Unlike earlier paradigms of mass production or lean production, the Industry 4.0 era remains in experimental and pilot stages, without yet a “coherent repeatable set of organizational practices or artifacts demonstrating substantial improvements in productivity.”32 Industry 4.0 technologies, the researchers observed, appear primarily as “add-ons to already existing practices rather than a comprehensive overhaul of production systems” often beginning with the identification of “pain points” in production systems and building from there.

          Nevertheless, significant changes are afoot. Firms are experimenting with technologies and production systems that will flexibly adapt, whether they are making traditional vehicles or those that incorporate more electric or autonomous capabilities, or using additive manufacturing for new parts. Overall, digitization efforts aim to increase efficiencies along the course of the manufacturing cycle–from upstream design phases to the shop floor itself–and to reduce waste at each point along that cycle. Because of the uncertainty regarding these markets, firms are emphasizing flexibility. Like Shah’s findings in Germany, Helper’s team found that workers are still central to firms’ production processes. However, firms have different practices in how they use technologies that affect which technologies are substitutes for, or complements to, worker skills and which may be the subject of organizational tension. In one case, a firm’s data scientists developed an algorithm to determine when cooling fans should be replaced; technicians were resistant to a protocol that called on them to follow the algorithm and eschew discretion. However, when the data predicted with 95 percent accuracy when the fans would need maintenance, the technicians accepted the technology and realized they didn’t need to be “firefighting” as much. In other cases, firms have been adding or deepening problem-solving tasks for their shop floor workers. One company introduced a machine vision system that at first led to a dramatic spike in reported defects. Because of their experience and training in statistical process control, workers were able to quickly point out that many of the defects were false positives. Together with engineers, they determined how to relocate the vision system for better results.

          Many firms said their ideal workforce would mesh the domain knowledge of their older, more experienced workers with the tech-savvy knowledge of their newer, younger workers. These firms are organizing teams and training around this goal. Some firms are devoting substantial resources to upskill their workforces and have developed granular, individually tailored training modules that help bring older workers up to speed and equip newer workers with domain-specific knowledge. These large firm differ greatly in how much they draw on external institutions (such as community colleges) for training.

          Rethinking production systems to combine IT with OT and generate vast amounts of real-time data creates challenges that are as much cognitive, social, and organizational as they are technical. “The most complex thing isn’t the equipment or technology, the most complex thing is what people value,” said one manager of North American operations for a tier 1 supplier. “Our maintenance people love swooping in with their capes and fixing equipment. They’d say the job is to fix something, but I’d say a better job is to stop something from breaking!” Predictive analytics are being used to do just this. But implementing this seemingly commonsense idea is not straightforward. Supervisors may feel technicians are not working hard if they don’t see them fixing urgent problems; technicians may worry about their job security if there are fewer urgent problems to fix. Firms need to adjust incentive systems to ensure workers value these efforts. Ultimately, decisions about how the data are used, interpreted, and shared all shape how workers fit into the factories of the future and whether jobs are deskilled or upskilled. As in every other aspect of this study, management practices prove crucial in shaping how technologies are adopted.

        
        
          “Surprised to Find Very Few Robots Anywhere”: Small and Medium-Sized Firms

          Shah’s research team focused on robot makers and relatively cutting-edge firms in Germany, while Helper’s team focused on large, US-based automotive-related companies that had used robotics in manufacturing for many years. Task Force member Suzanne Berger led a team studying manufacturing in the US with a particular focus on small and mid-sized manufacturing firms. Berger, who led MIT’s Production in the Innovation Economy study in 2013, drew on several decades of research in the US, China, Japan, and the EU.

          Some US firms are well on the road to using advanced automation, including America’s automotive factories and Amazon warehouses. But Berger’s researchers found a sharp divide between the automation in some large companies and in small and medium-sized enterprises (SMEs).33

          The team visited plants owned by forty-four US companies, ten of which were large multinationals and thirty-four of which were SMEs, in Ohio, Massachusetts, and Arizona. SMEs are companies with fewer than five hundred workers; they represent 98 percent of all manufacturing establishments in the US and employ 43 percent of the nation’s manufacturing workers. More than half the companies that the team studied had previously participated in the 2013 study, enabling some analysis of change over time.

          Productivity growth in US manufacturing has been slow over the past decades in comparison with that in other advanced industrial countries. It has been even slower in manufacturing SMEs. If we want to accelerate growth, shift to “greener” production, or raise wages, the work of Berger’s team underscores that we need to understand why, when, and how SMEs acquire new technologies and train their workers for new skills. The researchers asked each company about new technology adoption in the past five years, how they found the skills to operate the equipment, and what became of workers who used to do the job when the new technology was so radically different that it required new operators to perform the task.

          “We had read the literature predicting a massive wave of robots replacing workers over a 5- to 10-year horizon,” the team reported, “so we were surprised to find very few robots anywhere.” The largest adopter of robots they found was an Ohio company they had first visited in 2010, which had subsequently been acquired by a Japanese company. It now had more than a hundred robots, while its workforce had more than doubled. In all the other Ohio SMEs they studied, the team found only a single robot purchased in the previous five years. In Massachusetts, one. In Arizona, three.

          Equally telling were the reasons that managers at these SMEs gave to explain the robot scarcity. Several said they wished they could purchase robots but that the typical size of the orders they received rarely justified the purchase. SMEs are mostly high-mix, low-volume producers. Robots are still too inflexible to be switched at a reasonable cost from one task to another. As Shah reported, the price of a robot is only about one quarter of the total cost.34 The rest is the cost of programming and integration into a work cell or process.

          All the firms studied had, however, purchased new equipment or software over the same previous five years, including CNC machines, new welding technology, laser- and water-jet cutters, servo-press metal stamping machines, and sensors. They had also purchased computer-aided design (CAD), data analytics, and even blockchain software. They were capturing data on production processes, though, like the managers interviewed in large companies, the managers in SMEs said they did not know what to do with most of the data they collected.

          Smaller firms tend to automate incrementally, adding a machine here or there, rather than installing whole new systems that are more expensive to buy and integrate. This approach minimizes disruptions for workers while generally increasing factory productivity.35

          Often, technology acquisition means modifying existing machines with new hardware and software rather than purchasing new ones. This approach leads to a kind of layering of technology, with new equipment brought in to function alongside older equipment, some dating back to the 1940s. This may be one reason why acquiring new technology in SMEs has not typically led to layoffs. Older workers without the skills to work on the new equipment continue to work on the older machines while younger workers, who are excited about the newest technologies, may be unwilling to invest time in learning to operate older equipment. The companies the researchers visited both in 2013 and in 2019 had increased their number of workers over that time period, and no firms reported layoffs with the introduction of new technology.

          Even for some of the larger firms interviewed, automation today is as much about improving quality as it is about saving labor. A Boston-based plant manager put the goal as not “lights out” but “lights dimmed”—moving away from people manipulating objects on assembly lines and toward people on the shop floor analyzing production statistics on screens—though the researchers note that the number of workers in that particular plant has declined by 50 percent in the past two decades.

          New orders and new production demands from customers drive technology acquisition in SMEs. And new technology drives the search for new skills and training. When researchers asked managers what they were looking for in new hires, the most frequent response was “Someone who will show up on time and stay.” Many managers were deeply skeptical about the value of formal workplace education in community colleges and other programs for jobs they wished to fill. It’s only when advanced technology enters the shop that their search for skills begins. The “perfect hire” would be someone who had previously done the same job, but such a person is rarely available, at least at the wages the manager is willing to pay. So managers usually turn to younger or more enterprising workers they already employ and ask them if they can figure out how to use the new software or hardware. The workers often turn to online videos. As one worker who learned online how to master a new set of CAD/CAM software in order to work on a new CNC machine said, “Technology takes a step, then workers take a step forward, too. People grow with the software.”

          For all these reasons, a promising route both to productivity growth and to better jobs starts with aiding the adoption of advanced manufacturing technology in the SMEs. At present, the largest national programs that work with SMEs are the Manufacturing Extension Partnership (MEP), whose major focus has been on improving “lean” manufacturing practices, and the Manufacturing USA institutes, which support and diffuse applied R&D, working primarily with large manufacturing companies. New programs and policy levers can advance both technology adoption and skills in SMEs, which remain the critical backbone of US manufacturing.

          Despite the twentieth-century rise in uniformity and mass production, manufacturing today remains a highly dynamic environment. Model changes, evolving technology, shifts in supply chains, even upheavals such as Brexit and COVID-19 all mean that twenty-first-century manufacturing operates within an environment of constant change, even for stable, highly standardized products. A rubber gasket that fits into a chassis one day may not fit the same way the next day when its supplier changes. Robotics and automation still do best when most variables are fixed and operations are highly standardized, while human workers remain key to adapting to changing conditions. New AI and machine learning–based approaches to robotics, new sensors and actuators, and new software are making these machines more flexible, but it remains early in a long evolution.

        
        
          Important Technology on the Horizon: Additive Manufacturing

          At the further end of the technology adoption cycle is additive manufacturing (AM), popularly known as 3D printing. 3D printer technology is advancing rapidly and could be the most disruptive manufacturing technology on the horizon. Using a single machine to craft a complex finished part has the potential to replace vast numbers of production jobs. Aerospace engineers now use 3D printers to make inspection tooling and auto parts, and other manufacturers make prototypes and fixtures on the machines. The machines are spreading, but their use remains limited and concentrated in large firms with well-funded internal technology budgets.

          3D printing has generated a great deal of excitement in the past decade for its potential impacts on manufacturing and supply chains. While not traditionally considered part of robotics, 3D printers can be thought of as desktop robots that mix hardware, materials, and software to create objects in entirely new ways. These machines have found traction as consumer products for “makers,” and have occasioned strong industrial interest as well. The ability to produce prototypes, parts, or even entirely new products at the place and time of use has far-reaching implications. The supply chain could become digital until the point of purchase or deployment. Production could be distributed into digital warehouses that produced parts on demand. Companies such as Mercedes-Benz already use this technology to print spare parts for legacy vehicles.

          “Additive manufacturing” distinguishes the approach from “subtractive manufacturing,” such as machining, in which material is subtracted by a cutting tool from raw stock such as a block of steel. In AM, material is laid down in small increments by a computer-controlled placement head. While familiar consumer desktop 3D printers can do this with colored plastic and small parts, today’s AM machines range from the nanoscale to those capable of producing large structural or metal components, in materials ranging from high-precision polymers to aerospace-grade titanium.

          The power of AM lies not only in the moment of fabrication itself but also in its reach far upstream into design and downstream into the supply chain. Where subtractive manufacturing must obey rules of cutting tools, AM upends the traditional trade-offs of cost and complexity, providing designers greater freedom in realizing complex shapes. It also opens the door to AI-enabled “generative design” techniques, whereby AI designs prototypes that AM builds and engineers test, prototypes that can optimize parts for cost, weight, or strength in entirely new ways. Experts expect AM to complement more than replace subtractive manufacturing, and also to have profound effects on how products are designed, manufactured, and brought to market.

          “Realizing mass customization at scale,” writes Task Force member John Hart, a leading expert in AM, “would be unthinkable were it not for the rapidity of converting digital information into a physical form through the use of AM.” Hart and his team studied the spread of AM and concluded that it will eventually allow companies to shift effortlessly to supply changing needs.36 AM can also open the way for new businesses that couldn’t exist without the tool. Align Technology’s Invisalign product, for example, makes custom orthodontic retainers based on scans of an individual patient’s mouth.

          Configurable production assets, including AM systems, may enable firms to respond quickly in periods of uncertainty to pivot their production activities if needed. During the COVID-19 pandemic, for example, AM firms were quick to leverage existing production infrastructure and pre-qualified medical-grade materials for the production of nasopharyngeal swabs. These swabs are vital for virus testing and were in drastically short supply early in the crisis. The project, initiated by faculty at Harvard and MIT, in collaboration with companies Desktop Metal, Formlabs, Carbon, and others, resulted in the production of millions of swabs per week within a few weeks of initiation.

          Still, large-scale adoption of AM, and its attendant potential impact on jobs, is slowed by high (though falling) costs and a lack of common standards, which may take years to develop. AM-based systems still do not have the high speed or low cost required for the large-scale production that has developed over more than a century in subtractive manufacturing. Material properties of built-up parts can lack the predictability that subtractive techniques already deliver for critical components. Standards for AM design, testing, and materials are lacking. And, ironically in light of our discussion of job loss, the growth of the industry is currently limited by the need for specialized professionals trained in AM techniques. These limitations will all be addressed over time, from innovations in high-rate AM production equipment to new training pipelines.

          So, as in other areas, we see the opportunity to apply smart training strategies to ease factory workers into emerging roles. Manufacturers will likely need smaller teams of workers, but those remaining will need specialized training to operate the new machines.

          In Quinlan and Hart’s study, the owner of one small Ohio plant predicted that he could transition entirely to the new technology in about a decade, and that it would result in many fewer jobs if his production volume stayed constant. But he also believed that he would grow so productive compared to his competitors that his own workforce would likely grow. Whether this means more industry jobs in net, or simply more jobs at this firm but fewer at its competitors, depends on how customer demand responds to improving quality and lower costs.37

        
      
      
        Momentous Impacts, Unfolding Gradually

        Just as it took years to diffuse the major technological advances of earlier eras, such as interchangeable parts, assembly lines, and internet connectivity, it will take time to roll out today’s advanced technologies throughout the economy. The most profound effects from the introduction of the internet, mobile and cloud computing, and other innovations dating back to the 1990s and earlier are still playing out. AI, machine learning, robotics, and AM are indeed poised to transform the economy, transformations that will be the culminations of thousands of innovations from managers, organizations, and business models.
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        Education and Training: Pathways to Better Jobs

      
      Innovative technology has been changing the nature of work across industries and occupations. Indeed, as the previous chapter shows, the US has not lacked for innovation over the last four decades. Inventing ways of accomplishing existing work, new business models, and entirely new industries drives rising productivity and new jobs. But innovation in technology alone will not generate broadly shared gains absent complementary and reforms. It is equally important to invest in educating and training the country’s workforce to ensure that workers have the skills and opportunities to fill jobs that are in demand. Training workers can also improve access to good jobs for workers who may face barriers to these jobs, and it can also help improve the quality of existing jobs by creating opportunities for career ladders. This chapter reviews the critical role education and training institutions play in creating and shaping the work of the future and highlights in particular innovative new approaches to skills development for adult workers.

      Every society develops and supports its workforce through a web of institutions that reflects the social contract. In European countries, for example, that web is often tightly knit. Employers collaborate with one another and with governmental and educational institutions to train workers both in the classroom and through work-based learning.

      Americans have often viewed the European model as rigid and costly. The US model, in contrast, is decentralized. State and federal agencies do little to coordinate workforce development efforts. Companies compete fiercely for skilled labor rather than banding together to develop it. These institutional features create a complex landscape of choices of uncertain quality for workers seeking training. At the same time, this arrangement facilitates competition and creative destruction and allows workers flexibility to move in and out of a diverse set of educational and training programs at different stages of life. Despite the decentralized nature of the US system, there is ample opportunity to build a more stable, supportive, and innovative workforce development system with the country’s existing institutions. That it will likely retain much of the fragmented character of the current system does not prevent reform and strengthening of current institutions to better serve the majority of workers.

      
        Returns on Education and Training

        While K–12 education is critical to the formation of an educated and productive workforce, we focus in this book on education and training for adults, particularly those whose jobs may be more vulnerable to automation. These workers typically (though not exclusively) include those in lower-wage jobs, those whose education pathways include alternatives to four-year degrees, and those who are displaced mid-career. Creating opportunities for these workers requires both investing in existing educational and training institutions and innovating to create new training mechanisms to make ongoing skills development accessible, engaging, and cost-effective.

        The skills training system for adults is directly targeted at assisting workers in a changing labor market. This system includes employers, community colleges, unions, and public training programs. It also includes innovative new venues—both online and offline—that prepare workers for the job market. Within these categories, the quality of training varies widely, with correspondingly varying outcomes for workers. The system’s heterogeneity and complexity have obvious downsides, but they also mean that US workers have multiple points at which to access training and education throughout adulthood. This flexibility is rare in more centralized European systems.

        Before reviewing what we know about our current education and training system, it is worth reviewing what’s happened in the labor market in recent decades with respect to returns to different levels of education.

        As outlined briefly in chapter 2, the ongoing process of machine substitution for routine human labor complements the skills of educated workers who excel in abstract tasks that harness problem-solving ability, intuition, creativity, and persuasion—tasks that are at present difficult to automate but essential to perform. Simultaneously, it devalues the skills of workers, typically those without postsecondary education, who compete most directly with machinery in performing routine-intensive activities. The net effect of these forces is to further raise the demand for formal education, technical expertise, and cognitive ability.

        In 1981, the average college graduate earned 48 percent more per week than the average high school graduate—a significant earnings gap but not an earnings gulf (see figure 2.2). The slowdown in college enrollment following the end of the Vietnam War meant a slowdown in new college graduates entering the labor market just a few years later, in the late 1970s and early 1980s. Because the demand for college graduates had been rising for decades, this slowdown generated a rapid rise in the market wages of college graduates, particularly among young college graduates, who were in the scarcest supply. This premium notched remarkably rapid year-over-year gains from 1982 forward, reaching 72 percent in 1990, 90 percent in 2000, and 97 percent in 2005.1 Thus the average earnings of college graduates were 1.5 times those of high school graduates in 1982 but were double those of high school graduates by 2005. These differentials have been largely stable since that time.2 Even accounting for the rising cost of college tuition, the expected net present value of a college degree relative to a high school diploma roughly tripled between 1965 and 2008 for both men and women, with the fastest gains accruing during the 1980s and 1990s.3 One should, of course, be cautious in drawing cause-and-effect inferences from these descriptive statistics. Perhaps these earnings gaps reflect differences in the earnings potential of students who do and do not obtain college degrees rather than the added value of college degrees per se. Research has shown, however, that when near-identical students are admitted versus denied entry to college, there are large earnings returns for the students who go to college.4

        The steep gains to four-year college degree attainment over the last four decades have not benefited workers with a two-year degree to nearly the same extent, as is seen in figure 2.2 (where they are labeled “Some college”).5 Nevertheless, workers with a non-BA college education have fared far better than either workers without a high school diploma or workers with high school diplomas but no college education. Moreover, a variety of evidence suggests that the gains from two-year degrees are sizable on average, especially relative to their low out-of-pocket cost and (comparatively) limited time investment.

        When students complete a degree or certificate at a community college, the rate of return is generally favorable. While randomized controlled trials are not available for standard programs, sophisticated fixed effects modeling—sometimes using survey data and sometimes using administrative data—support this conclusion. For example, an assessment using administrative data from six states found that completing an associate of arts (AA) degree improved earnings by between $4,640 and $7,160 compared to entering the college and not obtaining the credential.6 Smaller but positive results were also reported for completion of a certificate. A study of career and technical education (CTE) in California community colleges reported earnings gains of between 14 and 28 percent, and other studies have reached similar conclusions.7

        Community college credentials are highly heterogeneous, of course, and may include two-year degrees, diplomas in various specialties, and certificates in specific skillsets.8 This diversity of offerings gives rise to substantial heterogeneity in the returns on community college credentials. Ann Huff Stevens, Michal Kurlaender, and Michel Grosz estimate that the returns on CTE certificates and degrees range from 14 to 45 percent, with the largest returns seen for programs in the health care sector. For non-health-related programs, they estimate smaller returns, in the range of 15 to 23 percent.9 These observations highlight that community college credentials do not for the most part correspond to so-called general skills training akin to a liberal arts education but rather to specific competencies for specific occupational opportunities. As such, the “return” on acquiring these credentials will depend heavily on the earnings level of the occupation to which these credentials provide entry. Since many specialized health-related occupations are relatively well remunerated, it is logical that health-related credentials tend to have high returns.

      
      
        Sectoral Training Programs

        One of the important models to emerge over several decades that directly address the mismatch between employer skill demands and workforce training is the sector-focused training program. Sector-focused training programs, also known as sectoral employment programs, train job seekers for high-quality employment in specific industries and occupational clusters. Sectors are chosen because of local labor market demand and long-term career prospects (e.g., health care, IT, manufacturing). The earliest sectoral employment programs emerged in the 1980s and were led by community-based organizations. Core elements of such programs can be found as part of a range of different training and education programs led by providers such as community colleges and labor market intermediaries. Significant and rigorous long-term evaluation of these programs gives us some of the best insights into how to help disadvantaged adults, whether young adults or dislocated older adults, find sustained, remunerative employment.

        The sector-based, integrated approach has been found to demonstrate persistent earnings gains of 14 to 39 percent for participants after about a year of training completion, with gains persisting from three to nine years after participation in the program. This is based on a recent analysis led by Lawrence Katz and co-workers of Harvard of four randomized controlled evaluations of eight different sector-focused training programs across different workforce development providers and geographies (including Year Up, Per Scholas, Jewish Vocational Services, Wisconsin Regional Training Partnership, and Project Quest).10 This gain is attributed not to working longer hours or to higher rates of employment but rather to holding higher-wage jobs in the target sector.

        These programs have several characteristics that make them successful. They cultivate high-touch relationships with employers and involve screening, career readiness skills training, occupational skills training, job placement, wraparound support, and follow-on support. The model fills a need for training and education among individuals who would not necessarily thrive in a traditional school setting as well as dislocated workers. Training programs typically last less than six months. The programs require substantial investments per participant that range from $4,500 to $10,500. But these programs have proven to be cost-effective when compared to earnings gains by participants after three to nine years. Below we describe in more detail some of the important aspects of these programs:

        
          	Screening: An intensive screening process can last up to seven days and have varying requirements. For example, the screening identifies participants who are interested in long-term employment in the specific sector and have basic skills that are necessary for success (e.g., literacy and math, sometimes a high school diploma or GED). While often highly motivated, individuals usually lack traditional postsecondary degrees and are unemployed or underemployed prior to the program.

          	Career Readiness Skills Training and Services: Career readiness skills are commonly known as “soft skills” or “social skills.” Organizations work with participants on topics such as time management and communication. These skills are considered as important as if not more important than occupation-specific skills in today’s job market. Since technology increasingly performs the formal procedural components of numerous job tasks, judgment, collaboration, and problem-solving skills are more valuable.11

          	Occupational Skills Training: Occupational skills training is a necessary component of helping individuals successfully enter a higher-wage job in an attractive sector. Key features of the training include targeting high-wage sectors and earning an industry-recognized credential. The programs help participants develop transferable and certified skills, filling the gap where employers have mixed incentives to do it themselves.

          	Job Placement: Sector-based programs often have specific employers that they work with to tailor their program and ensure that the participants are prepared to meet the needs of the employer. In addition to the skills training, the programs have a job placement arm that benefits from the strong, existing relationship. The intermediation reduces the costs of onboarding newly trained employees and can help if any challenges arise in the transition period. In addition, the program is able to bridge barriers to entry that applicants face because of a lack of social capital, limited job referral networks, or employer willingness to look beyond traditional applicants.

          	Wraparound Support: Wraparound support refers to ways in which programs help participants navigate some of the challenges that can affect their ability to work. Such support could include assistance with transportation, child care, or unexpected emergencies.

          	Follow-up Support: Recognizing that the first thirty to sixty days on the job are critical, organizations provide regular and personal communication to support participants in their new job. In addition, participants receive coaching on how to think about advancement in their role.

        

        Among these various aspects of these programs, occupational skills training that leads to an industry-recognized credential and aligns with the specific sector’s employers is key. Such programs provide an important bridge to help some of the more economically insecure individuals in the labor market find and hold jobs in better-paying industries with growth opportunities.

        Many of these programs, or elements of them, are delivered through a range of venues and institutions that provide adult training and education, often funded through the federal government’s Workforce Innovation and Opportunity Act (WIOA) of 2014. Recent years have seen significant innovation and experimentation in the delivery of these programs across various providers. In the following sections, we highlight some of the important institutions and programs that currently constitute our approach to adult education and training, drawing heavily on the work of Task Force member Paul Osterman.12 As we look ahead, identifying and scaling up the best of these will become more important, not less, to the country’s social and economic well-being in the decades to come.

      
      
        Public and Nonprofit Training Programs

        
          Community Colleges and Intermediaries

          The linchpin of America’s training ecosystem is its roughly 1,100 community colleges. As the nation’s leading provider of training, community colleges enroll close to seven million students in for-credit courses annually, of whom 46 percent are over age twenty-two and 64 percent are part-time students. A majority of these older students are in vocational programs. In addition, another five million people take noncredit courses. Although noncredit courses are poorly tracked, most are vocational and populated by adults who attend part-time. Community college students in credit courses are disproportionally minority, low-income, and first-generation college students. Community colleges play multiple roles. Approximately 30 percent of students transfer to four-year schools, with the remainder of credit students receiving two-year degrees or certificates. They also help employers train incumbent workers and can be part of regional economic development strategies to attract new businesses.

          As highlighted earlier, economic research has shown that degrees and certificates obtained from community colleges often lead to higher employment and earnings.13 But to deliver on their potential, community colleges need to assist a larger share of students to complete their studies and attain degrees. Fewer than 40 percent of students who enroll in these schools complete a certificate or degree from any institution within six years. In many cases, community college students juggle coursework with adult responsibilities such as full-time employment or child care, and these competing demands surely explain (at least in part) why a substantial fraction of enrollees do not complete a degree. Programs that provide additional funding and structure to enable community college students to enroll full-time and proceed through a well-defined program of study have been shown to be highly effective in boosting degree completion rates.14

          Many community colleges are developing innovative, new models and partnerships that integrate elements of sectoral-based training into their offerings. For example, partnerships that leverage the expertise of community colleges and the private sector are emerging to teach needed technology-oriented skills. Google has partnered with twenty-five community colleges to offer what it calls IT Support Professional Certificates.15 Another example is IBM’s P-TECH program, launched in 2011, which links high schools, local industries, and community colleges and enables students to earn both their high school diploma and a two-year associate’s degree in STEM-related fields such as cybersecurity. Like many of the sectoral employment programs, P-TECH targets students from underserved backgrounds.

          Community college success requires sustained engagement with local employers as well as a broader regional commitment from both the public and private sectors to invest in workforce development. One example that struck MIT researchers as particularly valuable was found in Fort Pierce, Florida, at Indian River State College. Strong leadership, regional partnerships, and a commitment to diversity, equity, and inclusion were helping the college keep up with the healthy growth trends and increasingly diverse demographics in its region while balancing the different needs of both urban and rural counties in its service area. With colleagues at the Community College Research Center at Teachers College, Columbia University, researchers identified four factors that contributed to creating an effective program at Indian River State College.16 First, strong regional partnerships exist among economic development leaders, workforce development boards, industry, and the college. These translate into collaborations around particular training programs such as that with Florida Power & Light, which supports the electronic engineering and nuclear technology programs that train technicians and upskill engineers in a lab with equipment provided by the utility. Similarly, Disney and other media companies support students’ digital media portfolio development through internships and exhibitions. The Cleveland Clinic health system has also created two certificate programs, in medical informatics and medical coding, and a longer-term program in anesthesia technology to help upskill nurses at the clinic. Second, the school developed a collaborative approach to the creation of these programs, engaging faculty, staff, and community members in assessing progress over time and looking ahead at issues like demographic and technological change. Third, the college then uses data to help improve its programs, regularly reviewing detailed data at the school and program level based on specific demographic and other characteristics (e.g., race and ethnicity, enrollment status, first time in college, first-generation college student). Finally, through active fundraising, the school has been able to invest in state-of-the-art facilities that have benefited students and the community at large through partnerships with the local community to support student learning, skills development, and employability.

          Many similar examples exist in community colleges across the country. Like labor markets, they are grounded in regional economies with a unique set of institutions, industries, governing boards, state policies regarding funding, and the like. Nevertheless, recent research has shown us what makes for successful programs and provides a path forward for expanding and scaling up these programs.

          One approach that appears to enhance outcomes for students enrolled in community colleges (as well as those not in school) involves so-called intermediary programs (some of which could also be categorized as sectoral training programs). These intermediaries are nonprofit organizations that craft and implement sectoral training programs, often working directly with employers to identify skills training that will prepare students for existing jobs, as well as community colleges that provide specific training. They develop programs that are characterized by close relationships with employers (the “dual customer” model), support services and counseling for clients, and substantial investments in training.17 To achieve the close relationship with employers, intermediary staff develop expertise in industry and employer needs. Project QUEST in San Antonio, for instance, works with local firms to identify future job openings and then recruits low-wage workers to train them for those positions. Participants engage in remedial education and attend weekly group meetings that encourage motivation and support life skills development. They receive financial assistance to cover transportation and other needs. A rigorous evaluation of the QUEST program18 (part of the evaluation discussed earlier in this section) found that participants earned significantly more than equivalent control group members who were not randomly selected into the program. By year nine, the gap exceeded $5,000 per year in additional earnings for graduates of the program. Another similar program, Jewish Vocational Services (JVS) in Boston, helps employers construct career ladders within the company, as well as fill their hiring needs. JVS has long-term relationships with local firms, such as hospitals, where it trains workers in low-wage positions such as food service to move into better-paying, patient-facing jobs.

        
        
          School-Based Vocational Training and Apprenticeships

          Another area of innovation in recent years involves high schools and immediate postsecondary education institutions that can play an important role in providing immediately marketable job skills.19 High school CTE may be integrated into comprehensive high schools or in dedicated vocational high school facilities. New models for CTE programs have proliferated in recent years.20

          Their core characteristic is to better integrate work experience with the traditional classroom. Examples include the Pathways to Prosperity Network and the IBM P-TECH schools (mentioned earlier). Another strategy is to work with existing schools and update the traditional apprenticeship model by linking high school classes with work experience. Workers benefit from apprenticeships by receiving a skills-based education that prepares them for well-paying jobs, while employers benefit by recruiting and retaining a skilled workforce.21 Examples include CareerWise Colorado, the Georgia Youth Apprenticeship Program, and the Toyota FAME model.

          These models draw their inspiration from European vocational education and training (VET) programs, which build on the strong relationships between government and “social partners”—employer associations and unions. As Task Force member Kathleen Thelen and co-author Christian Ibsen found in their analysis of German and Danish VET programs, these programs support national objectives around developing a skilled workforce for the private sector and increasing inclusion of those who may have weak ties to the labor market, though the German and Danish cases underscore the trade-offs that exist in achieving these two goals.22 The justified criticism of such programs is that they sort students during their postsecondary schooling (often along class lines) into either a vocational or an academic track, with little permeability between the two. VET programs focus on middle-skilled occupations (e.g., electrician, nurse, technician) and provide two to four years of training that includes workplace learning and more theoretical instruction in the classroom. The systems have four distinctive features: (1) VET occurs through firm-sponsored training (with associated classroom-based training); (2) the programs rely heavily on the private sector to take on apprentices and pay for their training; (3) firms must train broadly, not narrowly, in skills and competencies defined by committees comprising representatives from industry, government, and labor; and (4) nationally defined standards help ensure consistent content and quality. Firms are encouraged to participate in such programs by “beneficial constraints” that create incentives for firms to take a longer view on investments in training and in workers more broadly. These constraints are embedded in the “institutional ecosystem” in these countries, including industrial relations institutions (sectoral or national-level collective bargaining with unions), strong employment protections, and institutions that support worker participation within firms.

          While such programs are country-specific and do not readily translate to the highly decentralized and individualistic (as opposed to collectivist) US context, they are worth studying as apprenticeship programs expand in the US. Indeed, the VET model has inspired significant investments in recent years in apprenticeship programs in the US. Funding at the federal and state levels led to a 50 percent increase in the number of apprenticeships in 2019, to more than 600,000.23 While still a miniscule number compared to programs in Europe, innovation and experimentation with apprenticeships are leading to successful models and best practices that are also expanding beyond the traditional apprenticeship fields of the trades and manufacturing.

          One model in the US that has received high marks in recent years is found in South Carolina. Through a focus on strengthening its workforce training strategy, the state now has what is considered one of the nation’s most successful apprenticeship programs at the technical college level, and now with a youth apprenticeship in Charleston starting in high school. Founded in 2007, the state’s program, Apprenticeship Carolina, has grown to more than 30,000 registered apprenticeships across every county and enjoys the participation of all sixteen of the state’s two-year technical colleges. This initiative allows the state to help employers fill out US Department of Labor apprenticeship credentialing paperwork free of charge, and to formalize a variety of local programs. The program has been embraced by both small and large companies, including South Carolina’s numerous Germany-based firms.

          In Charleston, the high school apprenticeship program was initiated in 2014 by six smaller employers seeking skilled workers. It consists of a collaboration among employers, the area’s technical college, and the Chamber of Commerce. The state provides a $1,000 tax credit to participating companies, and the Chamber of Commerce and a state program pays the technical college tuition. Employers cover the wages of student apprentices, who work part-time and during the summer while taking math and science courses at their own high school and coursework at the technical college. Firms choose their own apprenticeship hires, who range from sixteen to eighteen years of age, and students earn about a year’s worth of credit toward a two-year associate’s degree. Participating employers have spent $5 million since the beginning of the program, with most of the cost borne by small employers—although the city’s largest employers, including Boeing and Bosch, have since joined. As of 2018, the program had ninety-four students enrolled, and 232 former apprentices had been hired by hosting firms.24

          Another example of public-private partnership in training at the city level comes from Detroit. In recent years, Detroit has been adding automotive jobs, but not assembly jobs for factory workers, rather jobs in engineering and design work. That changed in February 2019 when Fiat Chrysler Automobiles (FCA) announced a deal with the state and city to convert an old engine plant and update an old assembly plant to produce new Jeeps.25 FCA enlisted the city’s workforce agency, Detroit at Work, to recruit five thousand workers and committed that United Auto Workers (UAW) members and Detroit residents would be considered first for jobs. As of October 2020, more than 16,000 Detroiters had been screened, more than 10,000 had completed an application, and more than 5,000 had been invited for interviews. FCA has extended 4,100 job offers to Detroit residents.

          The state and city offered FCA large incentive packages, including acquiring 200 acres of property near the old plants for the plant renewal and expansion. FCA also received a commitment for property tax abatement. This recruitment deal was controversial and is still viewed with some skepticism. It is an important test case for Detroit at Work, which is responsible for preparing Detroit residents for the new assembly jobs and establishing the city as a go-to source for manufacturing talent. To those leading the effort, the partnership among FCA, the city, and Detroit at Work demonstrates that Detroit’s talent recruitment model can succeed.

          Job seekers in Detroit have access to a wide range of support services, including document review, hands-on training in common manufacturing practices, math tutoring, interview practice, and transportation assistance. The Employment Service/One-Stops played a key role throughout this process. This deal also requires that FCA provide information that would enable an effective recruitment and pre-screening effort. FCA and Detroit at Work spent a year learning about each other’s systems in order to identify and prepare a workforce that would succeed at FCA. A number of other commitments by FCA regarding further upskilling at the company and across the city further expanded the scope of the partnership.

          Most of the new jobs at FCA are assembly line positions starting at around $17 an hour. This work is often repetitive and physically challenging. But these jobs lead to union- and employer-provided benefits. The very large number of applications submitted makes clear that these positions are attractive.

        
        
          Dislocated Workers

          The examples provided above across community colleges, intermediaries, and vocational training providers represent successful models for creating pathways forward for the majority of adults who are not on a path toward a four-year degree. Many of these experimentally verified training programs are effective in moving low-wage workers and young adults up the job ladder. But the understanding of what is effective for middle-aged employees who are dislocated by trade, technological change, or even COVID-19 is considerably weaker. Most experience with retraining middle-aged and older employees comes from programs funded through WIOA and from training funded by a separate program that targets workers who lose their jobs as a result of trade (the Trade Adjustment Assistance program, or TAA). Evaluations of these programs show mixed results: a TAA study suggested that close to 75 percent of participants found jobs, but with earnings replacement ratios of 75 to 85 percent, depending on age. Other well-designed and well-managed programs with community colleges (as part of the TAA Community College and Career Training program) reported significant positive employment gains.26 Much work remains to understand how best to serve dislocated workers, particularly those with less education. Significant barriers exist for these workers, including how they perceive training and the challenges they face in obtaining it.27 No doubt the COVID-19 crisis will create ample opportunity to try to help such workers, and the country should accordingly invest in developing and rigorously evaluating programs that offer promising approaches.

        
      
      
        Private Sector Investment in Training

        Insofar as one of the key success factors for training programs is close engagement with the private sector, it is reasonable to ask what role the private sector plays in training the country’s workforce. As it turns out, this is a challenging question to answer because of the paucity of data on firm-based training. Most of our current understanding is based on anecdotes and surveys that are at least ten to fifteen years old. We know that employers hesitate to make large, up-front investments in their workers’ general portable skills since workers may take those skills to another employer to earn a higher wage. Still, before the COVID-19 pandemic, when many companies saw tight labor markets into the foreseeable future, there were numerous examples of large firms investing in internal training programs to provide upskilling opportunities for their workers. IBM, for example, has installed a company-wide facility that uses AI to recommend personalized learning content to employees, who are expected to spend a minimum of forty hours in training and professional development each year. Training is offered to all employees at every level of the firm, and in 2019, the median trainee spent fifty-two hours in training.28 In another example, in 2019 Amazon committed $700 million to provide 100,000 employees, roughly a third of Amazon’s US workforce at the time, with access to training programs through 2025. This includes their Career Choice program for warehouse workers, which provides on-site education and training in growth sectors (IT, health care) outside Amazon for employees who have been with the company for at least a year.

        These anecdotes, however, don’t give us a full picture about firm-based training. Filling this gap, a recent national survey by Paul Osterman of what training employers provide and what training workers undertake on their own,29 provides some insights into how adults obtain their skills and the role of the private sector. In a representative survey of roughly 3,700 working adults between the ages of twenty-four and sixty-four, approximately half of the adults surveyed said they had received training from their employers in the past year, while about 20 percent had taken part in some form of training on their own, a relatively high share of which (about three quarters) was online. Workers at the lower end of the wage and skill distribution received less training. The survey also found substantial racial and ethnic disparities in access to employer-provided training. These disparities remained even after controlling for a full range of personal characteristics, employer characteristics, and job skills requirements.30 While it is hard to say whether or not it is a problem that nearly half the working population had not received any training in the previous year, it is certainly problematic that substantial racial and ethnic disparities exist regarding employer investments in training. These findings point to the important role public policy, publicly funded training programs, and nonprofits can play in equalizing opportunities to improve skills.

      
      
        Key Areas Moving Forward: Funding, Regional Compacts, and Innovation

        While the US lacks the firm social contract that elsewhere drives cooperation between different stakeholders in the skills training system, it can build a stronger foundation for delivering quality training at scale. Here we highlight three dimensions that are important to moving forward: funding, regional commitments, and innovation.

        
          Funding

          Educational and training programs have faced declining support across the board, precisely the opposite of what is needed at this critical juncture for workers. For example, government funding accounts for just under 65 percent of community college revenue. Between 2000 and 2019, total funding per full-time student from state, local, and federal sources for community colleges was flat in real (inflation-adjusted) terms, while demands on, and expectations of, the system increased considerably. Federal funding for adult job training, adult basic education, and high school CTE have all declined. The Workforce Investment Act/Workforce Innovation and Opportunity Act spending between fiscal years 2001 and 2019 fell from $4.62 billion to $2.82 billion (see figure 4.1). This decline is substantial, but even it overestimates the limited funds for training. Because WIOA funds are used along with Wagner-Peyser Act funding to support the job centers, estimates are that less than 30 percent of WIOA funding is expended on training. The lack of resources for training is particularly troubling because the successful intermediaries described above require nontrivial investments.

        
        
          Regional Commitment

          A focus on a regional commitment to education and training makes sense because labor markets are regional and because public labor market programs, adult education, community colleges, and school systems are all best managed by state or regional leaders, who can coordinate at the state or regional level (including across state boundaries, as in the Greater Washington, DC, area).31 That said, there is a deeper requirement than good management: a shared commitment by employers, community groups and unions, and government and education leaders to build and support a system. Several states exemplify this kind of commitment. For example, Massachusetts, North Carolina, and Tennessee are widely admired for their creative workforce development systems. But even in these best-practice states, limited resources constrain scale.32
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            Figure 4.1

            Workforce Investment Act/Workforce Innovation and Opportunity Act (WIA/WIOA) Spending, Fiscal Years 2001–2019. Source: National Skills Coalition, https://www.nationalskillscoalition.org/news/blog/budget-analysis-2021-request-has-important-skills-proposals-but-big-cuts-to-labor-and-safety-net-programs.

          
          The City of Boston provides an example of concerted regional commitment over decades. In the late 1970s, state government and the high-tech business community came together to form the Bay State Skills Corporation, which provided public and private dollars for job training. In 1982 the Boston business community more broadly supported the Boston Compact, an early example of current “promise programs” that provided financial support for postsecondary education to all Boston high school graduates. In 1996, Bay State Skills and another state economic development agency were merged to form the Commonwealth Corporation (CommCorp), which is funded by a state appropriation and which manages, among other training programs, an incumbent worker training initiative financed by a portion of the state unemployment insurance tax. The state investments support a wide range of training efforts and cooperate with two large union programs, Local 1199’s health training and the Hotel and Restaurant Employees Union BEST job training program. Another important player is the Boston Private Industry Council (PIC), the oversight agency for WIOA funding. The Boston PIC membership includes high-level corporate leadership and is effective in helping to link training programs with jobs. Additionally, two of the most innovative intermediaries in the country, JVS and Year Up, are based in Boston. In 2018, Massachusetts created a coordinated, statewide umbrella that unites the state’s sixteen regional workforce boards and twenty-five to thirty local workforce centers into a single coalition called MassHire. Announced in the fall of 2020, MassHire will provide a template for a new state-based training and career pathway model in manufacturing sponsored by the US Department of Defense (MassBridge).

        
        
          Innovation

          Where research has identified specific programs and practices that work, the challenge ahead is scaling up and replicating these successes. Meeting this challenge requires investment, institutional reforms, and a regional commitment by the full range of public and private actors. Alongside these successful examples, there is much room for innovation. Here we summarize several promising directions.

          
            Skills Standards

            Modeled on those in Germany, skills standards were introduced into the US policy discussion during the Clinton administration. The rationale is that standardization of credentials would enable people to be more mobile across employers and even geographies, while at the same time providing assurance to employers about the qualifications of a new hire. While the idea is attractive in the abstract, important questions remain. The deepest problem is that employers do not seem to pay attention to credentials except in tightly defined circumstances (e.g., some IT certifications), a limitation that has been demonstrated in two large-scale surveys.33 For reasons that are not fully understood, employers simply do not seem to find the credentials relevant. For skills standards to succeed, training institutions and employers will need to collaborate to define standards that are job-relevant and credibly certified.

          
          
            Labor Market Information Transparency

            Many efforts by both public and private sector actors seek to better collect and promulgate information on the state of local labor markets: occupational openings, compensation, skills requirements, payoffs for obtaining different credentials, and the track record of different training providers in providing these credentials. Markets do not readily disclose such information, leading to endemic information shortfalls that, if redressed, could lead to better decision-making by workers, employers, and training providers. New experiments are also under way with developing digital records of individuals’ skills and competencies that could help them navigate the labor market over time.34 While it is hard to argue against improved information, information per se is not a substitute for investments in worker skills or in the quality of skills providers. Moreover, simply providing public data on the quality of skills providers may be insufficient to weed out weak providers.

          
          
            Individual Training Accounts

            Adequate funding is a major problem for all components of the public job training and readjustment system. Individual Training Accounts (ITAs) aim to address these challenges by providing opportunities for adults to save for education and training using pretax dollars that would be matched by public contributions.35 One issue here is how to structure the accounts so that low-paid workers, who may very well find funding contributions challenging, can benefit. The deeper issue is the same as that which we have already identified: absent careful quality certification and rigorous oversight, history suggests that low-quality providers will proliferate and absorb training dollars.36 ITAs are an idea worth exploring, but they must be structured to ensure that ITA providers meet quality standards and that low-paid workers have sufficient funds to access training (possibly through subsidies).

          
        
      
      
        New Pedagogies: Online Education

        With the vast potential for innovation in online learning—something that was essentially infeasible two decades ago—new ideas for pedagogy are proliferating. Examples are certificate programs such as those provided by Oracle and Microsoft, boot camps, online courses, blended online and in-person offerings, machine-supervised learning, and augmented and virtual reality learning environments. A full accounting of the number and scope of these new models is lacking, although efforts to classify and track them, such as that undertaken by Credential Engine, a nonprofit founded in 2016, are under way.

        Some of these innovations hold great promise for improving pedagogy, lowering costs, and facilitating scaling up. As an example, online classes enable community college students to more easily combine working with education and training. Indeed, the proportion of students studying fully online who are enrolled within fifty miles of their homes is increasing.37

        While it remains in early development, online education has evolved rapidly with the spread of broadband technology. Since they were first introduced by colleges and universities in 2012, massive open online courses, or MOOCs, have grown and have enrolled 100 million people on a global basis.38 Hybrids of online education are now emerging as well, in which students combine online work with in-person courses at an educational institution.

        Task Force member and MIT’s Vice President for Open Learning Sanjay Sarma and Research Advisory Board member William Bonvillian studied the growth of the digital learning sector. They focused on tools that can be quickly scaled up and delivered, often at lower cost than traditional programs. Much of workforce education must be “hands-on,” so online elements work best when blended with in-person guidance and work on equipment.39 The COVID-19 crisis accelerated the development of this field as millions of students and teachers shifted to remote learning for health and safety reasons. In this scramble to move online amid the pandemic, many working adults had to attend training sessions, conferences, and events through videoconferencing, further deepening the penetration of online modalities.

        Insofar as most of the tools for online education are less than a decade old, it is unsurprising that online education faces many challenges on its way to achieving its full potential. The completion rate for individual, stand-alone online courses is quite low, though that may not be a meaningful metric since a large share of online enrollment is likely low-cost window shopping.

        Of course, online education need not merely replicate traditional offerings. One innovative model offers groups of related courses with certificates that attest to work-related skills that can translate into job opportunities. As the workforce increasingly engages in lifelong learning, online skills provision is increasingly useful for upgrading skills and adding complementary know-how on top of an established background. YouTube, for example, offers an ever-expanding cornucopia of widely used “how-to” videos. Online learning will likely be even more important for workforce education than for traditional educational venues, though the move to online schooling during the COVID-19 pandemic may tip that balance.

        One result of the coronavirus-driven rush to online learning tools has been an acceleration in the study of what works best in this medium. Cognitive psychology and education studies provide extensive guidance on how to bring learning science into online education. One commonsense lesson is that video lectures that lack interactive content have limited learning value because students find it challenging to pay attention. A better approach is to intersperse lectures with participatory discussions and to restructure presentations into a series of “bite-size chunks,” each lasting about ten minutes or less. This is easier with prerecorded, asynchronous videos than with Zoom lectures.

        A second lesson is that creating “desirable difficulties,” where the learner has to struggle a bit with the material, enhances learning. Additional effective techniques include spreading out lessons, so that learning occurs and is reiterated over a period of weeks and months; and providing frequent low-stakes assessments and feedback, which increases engagement. These practices can be readily built into online programs.

        A revolution in educational content and delivery may well change how schooling and training are executed. A great deal of ongoing experimentation, a smattering of successes and failures, and much unrealized potential remain, as does a clear need for evaluation to determine what is effective. Future workforce education will build on the capabilities of emerging technologies, including AI-powered tutoring systems, virtual and augmented reality, “gamified” and simulated learning environments, and collaborative tools. These tools will become increasingly central to skills training provision, may be virtuously combined with new delivery modalities that expand access, and offer the potential for broader access, lower-cost delivery, and greater learner engagement at a time of growing need for workforce upskilling and lifelong learning.
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        Job Quality

      
      As documented in chapter 2, the US has not translated rising productivity into commensurate improvements in job opportunities and earnings for the majority of workers during the last four decades. The poor quality of jobs open to US workers lacking four-year college degrees or specialized credentials provides one of the starkest examples of this failure. Low-wage US workers earn substantially less than low-wage workers in almost all other wealthy industrialized countries. For example, the OECD estimates that they earn approximately 25 percent less than their Canadian counterparts.1 This substantial earnings difference is particularly striking in light of the many commonalities between the US and Canada, including legal and institutional environments, education systems, industrial structures, and deep trade integration. Notably, Canadians workers have access to universal, publicly provided health care.

      The divergence between the upward path of productivity growth and the near plateauing of median wage growth among US workers is not an inevitable consequence of technology, globalization, or market forces. Rather, a set of US-specific institutional and policy choices failed to blunt—and in some cases magnified—the consequences of technological and globalization pressures on the US labor market. To contend effectively with these challenges requires institutional and policy reforms that realign labor market opportunities with the rising productivity and societal wealth that the US has reaped from decades of innovation and investments in human and physical capital. These reforms include crafting and enforcing fair labor standards, setting well-calibrated federal minimum wage policies, extending the scope and flexibility of the unemployment insurance system, and transforming the US employer-based health insurance provision into a system with portable benefits.

      The US also needs to reevaluate its devotion to pure shareholder capitalism—which has arguably helped fuel the drive to curtail wages and benefits for low-wage workers. While shareholder capitalism can plausibly be credited with some of the productive dynamism of the US economy, it needs to be balanced with greater emphasis on creating a system that bolsters the skills and compensation of all workers.

      Fixing the job quality problem won’t be easy. The breakdown in upward mobility and diminished protections for workers occurred gradually over many years and won’t be fixed overnight. But some necessary steps are clear. Here we address policy changes needed in three important areas that could have long-term impact on job quality in the country: (1) reforming unemployment insurance, (2) establishing meaningful minimum wage regulations, and (3) restoring workers as stakeholders in collective bargaining and corporate decision-making. Other steps are needed of course, including finding a way to provide health coverage to workers independent of their employment status, though this is a topic we don’t address in depth in this book. Relatedly, some have advocated for a universal basic income (UBI) to provide low-income people greater economic security. While initial evidence in developed countries suggests that a guaranteed income can improve people’s general economic well-being,2 our focus in this book is on policies that make work better. UBI will generally not fulfill that purpose in industrialized countries, though it has other benefits (and costs) that merit close study.

      
        Unemployment Insurance: How Did We Get Where We Are Today?

        Unemployment insurance (UI) is America’s first line of defense against the financial toll of job loss for workers who become involuntarily unemployed. The COVID-19 crisis has spotlighted the weaknesses of the UI system, which was established by the Social Security Act of 1935 and operates as a complex partnership between state and federal authorities.

        The program was originally intended to offer only modest benefits over a limited period of time. But as funds accumulated from the payroll taxes set aside to fund the system, there was a move in the 1950s to set benefits across the US that were consistent and more generous—approximately half of a worker’s prior wage (up to a set maximum) for at least twenty-six weeks. That structure largely held for several decades. But starting in the early 1980s, the wage replacement rates began falling as antitax sentiments grew and public finances deteriorated in many states.

        The University of Maryland’s Professor Katharine Abraham, working with Task Force Advisory Board member Susan Houseman and Christopher O’Leary, of the W. E. Upjohn Institute for Employment Research, took a close look at the system.3 Their work highlights overdue modifications needed in the rules determining who is covered by the system and what it takes to qualify for benefits among those who are nominally covered. The US UI system excludes the self-employed, for instance. That category traditionally encompasses people who own their own businesses and employ others. However, increasingly it includes many relatively low-paid service workers, including maids, babysitters, and gig workers whose work is mediated by online platforms or mobile apps. “Changes in technology and other factors are likely to contribute to growing rates of self-employment in the coming years, and many of these workers are likely to be exposed to considerable income fluctuation risk,” write the researchers.

        The reality is that companies have some discretion in how they classify their workers. As noted by Abraham, Houseman, and O’Leary, there’s little chance that a classification decision will be challenged by regulators, and some worry that many firms err on the side of labeling workers as independent contractors in order to avoid having them qualify for jobless benefits. One example is large farms, which often label their workers contractors.

        Workers lost a major battle in this fight in the 2020 election, when California voters backed a ballot proposal funded by DoorDash, Uber, and Lyft that dictated that their drivers continue to be classified as independent contractors. It was the most expensive ballot contest in state history, and its impact was almost immediately felt in a range of industries. Major supermarkets, for instance, swiftly announced they would lay off their delivery drivers and replace them with app-based delivery services.

        Even when employed in UI-covered jobs, low-wage and part-time workers may have trouble qualifying for benefits. As of the beginning of 2019, workers in five states—Arizona, Indiana, Michigan, Ohio, and South Carolina—who work twenty hours a week at the state’s minimum wage for six months wouldn’t accumulate enough earnings to qualify. In twenty-three other states, working twenty hours a week for three months at the state’s minimum wage wouldn’t be enough, even if the workers met other eligibility requirements.

        These rules mean that the UI system fails to insure some of the lowest-paid workers in the most precarious jobs, even though these workers are employed in traditional direct-hire jobs that in theory are covered. The growth of scheduling algorithms in retail, hospitality, and other service industries contributes to the problem as workers in these industries face fluctuating hours and schedules that can make it especially hard to accrue the earnings history they need to qualify for benefits.

        Within this restrictive system, some states have implemented policies that have the effect of further limiting enrollment. Florida, for example, moved to an online system in 2011 that was available only in English and required applicants to complete a forty-five-question online skills assessment. Some of these requirements were later changed after legal challenges, but the filing process remains difficult.

        One indicator that the UI system has failed to keep pace with the changing structure of jobs is the declining share of the unemployed who receive benefits. That share has generally trended downward over the last four decades, rising only when the economy strengthens sufficiently to bring workers into full-time, direct-hire employment. Since 2011, the share of unemployed receiving UI benefits has remained below 30 percent. The percentage of unemployed workers who received regular state unemployment benefits had previously fluctuated over time, but only once before, in the mid-1980s, did it drop below that level. The rate rose to 40 percent during the 2008–2009 recession but then plunged and hasn’t recovered.

        This decline was driven by particularly sharp cutbacks in a handful of states: In just eight states, most in the Southeast, the share of unemployed workers receiving jobless benefits has fallen to between 10 percent and 15 percent. At the other end of the spectrum are eight, mostly northeastern states, where the rate at which unemployed workers receive benefits remains above 40 percent—including Massachusetts and New Jersey, which have rates well over 50 percent. “Instead of viewing unemployment insurance as a program to support productive job search and improve the efficiency of job matches, the policy posture in some states is that unemployment insurance is simply a business cost to be minimized,” Abraham and co-authors note.

        One reason for this decline can be traced to the recession of 2008–2009, when soaring joblessness led many states to deplete their trust funds—the money set aside in good times to help states get through recessions. Rather than seek to rebuild those trust funds during the recent recovery, some states responded by reducing the generosity of benefits or the maximum duration they could be received.

        The declining fraction of workers who are successful in accessing the system is in part a reflection of changes in the economy. Researchers have found a positive correlation between the rate at which workers receive unemployment insurance and the rate of unionization.4 “One possible reason is that unions may provide valuable information about the UI application process to members who are laid off. Declining rates of unionization may well have contributed to the decline in the recipiency rate,” Abraham and her colleagues note. Other factors often cited are the growth of “nonstandard” work arrangements and the polarization of the job market, which expands the share of precarious jobs where workers may not qualify for UI benefits.

        These facts point to the compelling need to modernize and reinforce this crucial piece of the social safety net for workers. As the current COVID-19 crisis underscores, the causes of involuntary job loss are numerous, with technological displacement being only one of them. To its credit, the federal government enabled expanded jobless benefits in the spring of 2020 as part of its stimulus efforts in response to the COVID-19 crisis.

        Abraham and colleagues propose four sensible modifications to the unemployment insurance system to make the program more accessible and equitable: (1) allowing workers to count their most recent earnings toward eligibility determination, (2) establishing UI eligibility based on hours rather than earnings (which currently makes it harder for low-wage workers to obtain UI), (3) dropping the requirement that the unemployed seek full-time work, and (4) reforming partial unemployment insurance benefits to better protect workers who lose a substantial fraction of their work hours or earnings without losing their jobs.

        Alongside modernizing the unemployment insurance system, the US must carefully consider how independent contractors are classified to assure that they are truly independent. The US effectively applies two distinct sets of laws and regulations to employment: one guarantees UI, workers’ compensation, and some mandatory benefits to traditional full-time direct-hire employees; the other provides few protections to “independent” worker categories, including contractors, domestic workers, gig workers, and, in many cases, part-time workers. The distinction between these two employment categories has arguably grown more ambiguous over time, while the incentive for employers to reclassify employees as independent workers has only increased. There is no ready solution to this problem, but it is clear that employment policy and regulation requires innovation to keep pace with the changing structure of work.

      
      
        Establishing Meaningful Minimum Wage Regulations

        A key lever affecting the quality of jobs available to low-paid workers is the level of the minimum wage, which is the lowest hourly wage that can legally be paid to most US workers.5 During times of tight labor markets, as in the expansion just before the COVID-19 pandemic, employers were forced to bump up salaries, even when they weren’t required to do so by state or federal law, just to acquire and hold the workers they needed. Employers often complained that their low-wage workers would jump to different employers for small wage differences, creating costly turnover as they were forced to constantly hire and train new workers. In reality, it is a healthy manifestation of competition when employers in a tight labor market raise pay to attract and retain workers.

        Until recently there was little pressure to raise wages from state or federal authorities. Keeping a low minimum wage has been viewed by many state officials as key to luring employers to open new operations in their jurisdictions. Meanwhile, periodic increases in the federal minimum wage to counteract the effect of inflation have been regularly stymied by strong ideological and business opposition. While many free market conservatives believe there is no role for a minimum wage in a competitive market, businesses are more inclined to argue that the federal government should not be setting a national minimum wage. Rather, they argue that this role is best left to states since a suitable minimum wage in a poorer and lower-cost-of-living state like Mississippi, for instance, might be well below that in wealthy Massachusetts or New York. There is merit to this argument: federal minimum wage regulation should set a national wage floor that states and localities can build on—as occurs regularly.

        Between 1979 and 2016, there were 138 prominent state minimum wage changes.6 Logically, states with high wage levels and high costs of living, such as New York, Massachusetts, Washington, and California, tend to set higher minimum wage levels than other states. Seattle, for example, was the first US city to mandate a $15 per hour minimum wage in 2014. The move sparked widespread consternation among businesses, which argued it would encourage companies to move outside city limits to avoid the cost. The higher wage was phased in over time—allowing smaller businesses several years to reach the $15 minimum—and 2021 is the first year all employers will be covered by the mandate. Meanwhile, Florida voters approved raising that state’s minimum wage to $15 per hour in a series of steps over six years. Over 60 percent of voters approved the necessary amendment to Florida’s constitution.

        Prior to the 1990s, most states did not set their own minimum wages but instead left this responsibility to the federal minimum wage. The reason that states have stepped in to raise minimum wages over the last three decades is easy to discern from figure 5.1: the real value of the federal minimum wage has fallen nearly continuously—with only brief course corrections—since 1980. In those decades, ideological opposition and business lobbying have kept the minimum wage’s nominal value largely fixed while inflation has inexorably eroded its real value. In 2020, the real value of the US federal minimum was essentially equal to its real value in 1950—seven decades earlier—and approximately 35 percent below its real value in 1979.
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          Figure 5.1

          US Federal Minimum Hourly Wage, 1979–2020. Source: US Bureau of Labor Statistics and Federal Reserve Bank of St Louis (fred.stlouis.org). The real minimum wage was calculated using the Consumer Price Index, Urban Consumers: All Items in US City Average, December 2019 = 100.

        
        The best available evidence indicates that well-calibrated minimum wages exert modest to undetectable adverse effects on employment while reducing household poverty. They are particularly effective at bolstering the earnings of minority workers, who are overrepresented at the lower tail of the US wage distribution. The erosion of the US federal minimum wage, itself a deliberate policy decision, has magnified US earnings inequality, retarded the earnings growth of low-paid US workers, and likely further weakened the hand of labor unions in negotiating on behalf of their members. While states have an important role in calibrating minimum wages upward from the federal minimum to match their specific circumstances, the federal government aids low-wage workers and clears political roadblocks by setting a floor that every state must abide by.

        There is room for minimum wage increases that do not disrupt employment and instead create positive regional ripple effects that can enhance wages for low-paid workers. Restoring the real value of the federal minimum wage to a reasonable percentage of the current national median wage would benefit workers substantially at little net economic cost.7 Indexing this value to the median wage to counteract the erosive effect of inflation would further compound the benefits. First, it would halt the cycle of gradually eroding real minimum wage levels, which is harmful to low-wage workers. Second, relative to a status quo in which minimum wage levels tend to jump discontinuously, often in response to popular ballot initiatives, an indexed minimum wage would reduce businesses’ uncertainty about the wage constraints they are likely to face going forward. As noted above, localities should retain the ability to set higher statutes, as they do currently.

        The fact that well-chosen minimum wage regulations boost worker earnings while having minimal adverse effects on hiring does not imply that these policies are a “free lunch.” Rather, well-calibrated minimum wage regulations function as a way to redistribute income—on a pretax basis—out of the pocket of employers and consumers and into the paychecks of low-paid workers. Research confirms that minimum wage hikes tend to reduce firms’ profitability and, by raising their costs of doing business, spur them to raise prices. These higher costs can have meaningful consequences. In Germany, a substantial national minimum wage hike in 2015 caused inefficient firms to shrink while enabling more efficient firms to grow at their expense. This policy change was beneficial to workers, who received a pay increase, and to larger firms, which gained market share, but it squeezed out the smaller firms that were insufficiently productive to cover higher labor costs. This, as well as the presumably higher costs of goods that are passed on to consumers, serves as a reminder that policy choices necessarily require trade-offs.8

        Alongside the minimum wage, numerous factors affect the quality of jobs available to workers on the lower rungs of the job market. These include the availability of sick pay, family medical leave, and maternity pay, none of which is required to be paid by US employers.9 They also include the expectation of a stable number of weekly paid hours, stable schedule, or advance notice of work schedules, which are again nonmandatory and often not provided. Further critical job attributes include safe working conditions, financial compensation in the case of on-the-job injury or death, and access to health insurance, something which, unique among wealthy industrialized countries, the US primarily provides through employers, and generally not to low-wage workers. In almost all these respects, the US ranks poorly among wealthy industrialized countries in providing stable, secure employment to workers occupying the lower rungs of the labor market.10

        A leading example of the precarious conditions facing low-paid US workers is found in the US health care system. While health care as a whole is viewed as a sector with good opportunities for those with limited education or training, the picture is far darker for those who don’t work directly for health care systems. US Bureau of Labor Statistics (BLS) data find that in 2019, the median pay of health and personal care aides was $25,280 ($12.15 per hour), while those of certified nursing assistants was only slightly better at $29,640 ($14.25 per hour): $20,025. “Home care aides are seen as unskilled companions, or glorified babysitters, with little education and little potential,” notes Paul Osterman, who adds that these workers are disproportionately female and immigrants or racial minorities.11 While these might appear to be isolated examples, these two occupations alone accounted for more than five million US workers in 2019—that is, approximately one in twenty-five jobs—and are projected to add another 1.25 million workers over the subsequent decade.12

        Health and personal care workers and certified nursing assistants are constrained by state “scope of practice” rules that prevent them from administering medications or assisting with many routine medical procedures. With changes to scope of practice rules, these workers could be authorized and trained to perform services such as observation of health conditions and wound treatment. This would open the way for these jobs to earn more and gain the status that would come from being viewed as integral to the larger delivery of health care to the elderly and disabled, a group whose numbers are expected to double over the next twenty-five years. Yet some employers and analysts interviewed by Osterman dismiss this possibility, since they view the motivation and ability of these workers to learn these new skills as too limited. Perhaps more important, certified nurses resist allowing lesser trained health care providers to perform many of the tasks they perform for fear of impinging on their wage and salary levels.

      
      
        Workers as Stakeholders

        Americans’ greater anxiety about the adverse impact of automation relative to that of their counterparts in other advanced nations is arguably one of the social costs of the US shareholder primacy model.13 Workers rightly perceive that they are not guaranteed to share in the fruits of new advancements. The US is unique among market economies in venerating pure shareholder capitalism—the notion that the sole purpose of firms is to maximize shareholder value. Shareholder capitalism dictates that employees should be valued like all other intangible assets—that is, compensated at market prices and scrapped if their value to the firm falls below their cost to the firm. Within this paradigm, the personal, social, and public costs of layoffs and plant closings should not play a critical role in decision-making. While shareholder capitalism can plausibly be credited with some of the productive dynamism of the US economy, pure shareholder capitalism is due for reevaluation.

        Increasingly, US businesses are engaging in that reevaluation. In August 2019, the Business Roundtable—a group made up of the CEOs of many of the US’s largest corporations—issued a new “Statement on the Purpose of a Corporation,” signed by 181 CEOs, committing to lead their companies for the benefit of all stakeholders—customers, employees, suppliers, communities, and shareholders. It’s the first time since 1997 that the organization’s principles did not state that corporations exist principally to serve shareholders. Jamie Dimon, chairman and CEO of JPMorgan Chase & Co. and chairman of the group, said at the time: “The American Dream is alive, but fraying.”14

        Bold statements are easy to make. It remains to be seen whether they are followed by meaningful change in boardrooms. There are prominent examples of large companies raising base pay levels above statutory minimum wage levels, such as Walmart and Amazon. When these firms raise their starting wages, competing firms operating in the same labor markets also improve their wage and benefit offers.15 However, we should be skeptical that firms will raise pay simply because they recognize “workers as stakeholders.” This is a costly action, and if higher pay is not matched by higher productivity, it’s unclear whether managers can justify these steps to their boards or shareholders.16 In general, creating better jobs for workers requires firms to pay higher wages and use labor more effectively. Absent the latter, firms may find that providing higher pay is unprofitable or even infeasible. As two of America’s largest employers of low-paid labor, both Amazon and Walmart had come under considerable public criticism for their employment practices prior to raising their base pay. Public pressure strengthens the business case for higher pay (i.e., to avert negative publicity), but it’s unlikely to work for the vast majority of firms that are less visible and less profitable than Amazon and Walmart. There is clearly a role for policy in creating incentives that make these steps attractive (or unavoidable) for employers.17

        Labor unions that negotiate directly with employers over pay and working conditions provide a traditional alternative to either legislatively enacted regulations or public pressure campaigns. Union representation is another case in which US workers have fared more poorly compared to those in other many other advanced industrial countries. While union coverage has declined in many countries, the US rate of coverage is well below other OECD countries, as shown in figure 5.2. In the past, labor unions played a key role in counterbalancing management by representing worker interests. Indeed, there was a time in the post–World War II era when unions were arguably too strong, limiting flexibility, raising costs, and blunting incentives for technological improvements.18

        The negotiating power of unions has declined along with their membership. Simultaneously, support for unions among the general public has actually grown in recent years, with a sharp upswing after the recession of 2008–2009. According to Gallup, which has tracked public perceptions of unions since 1940, 65 percent of Americans now say they “approve” of unions. That’s the highest level since 2000.19

        It is not just the general public that holds a favorable view of labor unions. Survey evidence reveals that US workers feel inadequately represented in the workplace and desire more influence over working conditions, security, training, and job design, among other job attributes. Task Force member Thomas Kochan and colleagues at the MIT Sloan School of Management and Columbia University found that a majority of Americans feel they have less influence than they ought to have over a range of workplace issues, including compensation, job security, promotions, respect, and harassment, and over the way new technology is applied to their jobs and in their work organizations more broadly. They define this as a “voice gap.” Between one-third and one-half of workers say they also see this gap in other job-related issues, including their employers’ values, training, discrimination, the quality of their organization’s products or services, and how workplace problems are resolved. The same survey found that worker interest in joining a union has gone up in recent years. Currently, about half of non-unionized workers say they would join a union if given the chance, compared to about one-third who said the same in the 1970s and 1990s. In a follow-up national survey, the authors used an experimental survey design to determine what forms of representation workers prefer. Collective bargaining at the firm or industry level, advising management about employment practices, and worker representation on corporate boards of directors were all cited as important.20
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          Figure 5.2

          Share of Workers Covered by Collective Bargaining in OECD Countries, 1979–2017. Source: OECD Stat: Collective Bargaining Coverage. ICTWSS database version 6.0 (June 2019).

        
        The economic rationale for labor unions is subtle but compelling. In perfectly competitive labor markets—the kind found frequently in undergraduate economics textbooks—workers are paid their “marginal product,” meaning their net contribution to economic value. Simultaneously, stringent competition drives firm profits to zero. It would be unsustainable in this stylized setting either for workers to command higher wages (since they are already paid their full contribution to economic output) or for firms to share their profits with workers, since there are no profits. There is therefore, in economic theory, no scope for collective bargaining to improve on the free market outcome in this ideal setting.

        In reality, labor markets are imperfect in numerous dimensions. They are less than perfectly competitive, meaning that workers may be paid less than their contribution to output while firms may make substantial profits. Alongside these asymmetries of bargaining power, there may be asymmetries of information between firms and workers that allow firms to exploit employees (e.g., blinding them to health and safety hazards) or inhibit employees from voicing their productive ideas and well-founded concerns. Finally, firms may face incentives to make decisions that are profit-maximizing for shareholders but damaging to workers and communities—shuttering plants for the sake of modest private gains with large accompanying social costs, placing workers at unnecessary health and safety risks, or forcing workers to accept exploitative working conditions (e.g., wage theft or willful violations of the law). These deviations from textbook competitive labor market conditions, which many policymakers and economists would agree are commonplace if not universal, create an opportunity for organizations to bargain in good faith on the behalf of workers to negotiate equitable wages and sharing of profits, to reduce information asymmetries that potentially harm workers or firms or both, and to cause firms to recognize and account for some of the social consequences of corporate decisions that are not accounted for by profit and loss statements.

        Consistent with this reason, there’s strong evidence that unions boost the economic fortunes of their members. As noted by MIT graduate student Gabriel Nahmias, being a union member is estimated to increase American workers’ wages by fifteen to twenty percentage points, while union members are more likely to have such benefits as paid family and medical leave and union shops are associated with narrower racial wage gaps.21 Research has recognized that the decline of union representation is one of the causes of the failure of wages to rise in tandem with productivity, as they did from the end of World War II through most of the 1970s. Black workers are also overrepresented in labor unions and hence, as with minimum wage, are particularly disadvantaged by the fall in union wage bargaining.22 Not surprisingly, employers are less enthusiastic about unions than are the workers that unions represent. While there is no definitive evidence as to whether unions hinder or augment employer productivity, there is little question that they constrain managerial flexibility (which is never popular with managers) and, if successful, redirect some share of would-be firms’ profits into higher worker pay and benefits.

        Workers’ quest for representation is legitimate—indeed, it is unquestioned in most industrialized countries. Finding a way to improve their representation will require innovation, however. While rebuilding representation can help ensure the gains from technology and other sources of productivity growth flow to improve pay and working conditions, there is likely no one ideal (or widely agreed) model or mechanism for rebuilding worker representation in the workplace.

        A challenging but important place for innovation is to implement reforms to the National Labor Relations Act of 1935 (NLRA). The framework provided by the NLRA governing how businesses interact with their workers is unduly restrictive and limits opportunities for cooperative bargaining between worker and employer representatives. In contrast to countries like Germany that mandate worker representation on some company boards and provide work councils that represent workers more broadly, the NLRA makes work councils illegal at nonunion businesses in the US through its ban on company-dominated unions. It is silent on the question of whether workers can serve on corporate boards. The law also excludes agricultural and domestic workers—a legacy of racist attitudes during the New Deal, when southern members of Congress successfully sought to exclude Black workers from new government-mandated protections and benefits. (Blacks made up the overwhelming majority of agricultural and domestic workers in the South at the time.) Despite this history, and distinct from other New Deal legislation that also excluded Black citizens from social protections, the NLRA has not been substantially amended in the eighty-five years since its passage, except by the Taft-Hartley Act in 1947, which weakened the NLRA by restricting some union activities and powers.

        Some unions are pushing ahead with significant innovations. For example, UNITE HERE, the union that represents hospitality employees in the hotel, casino, and food service industries, provides an unusual case of negotiations specifically designed to deal with the introduction of new technology. Beginning in 2018, UNITE HERE negotiated agreements with all of the union’s major employers for advance notice of up to six months prior to introducing new technology, the right to negotiate about technology with the employer, and the provision of retraining, severance pay, and first consideration for new positions for workers laid off as a result of the new technology. Efforts like this have done little, however, to protect workers from a more basic problem: lack of job security. The massive downturn in travel and leisure amid the pandemic, for instance, sparked massive layoffs.

        There is a surge of experimentation with approaches for giving workers a greater voice at work. The Fight for $15 movement has had success in pressing large corporations, including Amazon and Walmart, to raise starting wages even though there are no unions at those companies to coordinate these efforts. The tactics of these groups are often aimed at drawing the attention of consumers to poor working conditions or low pay at large companies. At the beginning of 2021, workers at Google announced they had formed a union (in secret) representing four-hundred-plus engineers and other workers, a rarity at companies with predominantly white-collar workers. Unlike a traditional union, they are a “minority union” representing a small fraction of the company’s 260,000 full-time workers and contractors that will not be negotiating for a contract but rather will be a force for change on key issues related to the workplace.

        MIT’s Nahmias, who studied how the labor movement is experimenting with new forms of collective action, notes that some groups blocked from traditional labor protections have used “secondary labor actions” to pressure employers where they are vulnerable. These groups have developed their own incentives to recruit and maintain members and “have interwoven strategies to help well-intentioned employers to be fair, while sanction[ing] those who refuse to, mixing comprehensive campaigns with strike actions.”23 One of the best-known examples is the United Farm Workers (UFW). Agricultural workers are specifically excluded from protections by the NLRA, but the UFW has found ways to organize tens of thousands of workers—even though it is unable to impose mandatory union dues. The UFW has regularly used secondary boycotts to force large farm businesses to negotiate with them. For example, in 1966 the UAW coordinated a boycott of stores that sold liquor made by farms where UFW workers were striking. Under the NLRA, it’s illegal for workers to target the customers of their employers—so this is an example of a group using organizing tools they otherwise would be denied.

        Farmworker associations continue to use secondary boycotts. The Coalition of Immokalee Workers, which advocates for farm workers in Florida, has successfully pressured retail companies that sell their produce to pay a few cents per pound to support improvements in farmworkers’ wages and benefits.

        Many of these new forms of organizing take on broader social issues and don’t seek to replicate the model of traditional unions. The National Domestic Workers Alliance (NDWA), founded in 2007, doesn’t work to negotiate collective bargaining agreements with employers. Rather it focuses on providing services to its members and advocating for worker rights. The group has seventy-five affiliated organizations and chapters and more than 250,000 members. The NDWA worked along with other organizations to get New York to pass the first state Domestic Worker Bill of Rights in 2010. “Overall, as of October 2020, NDWA has won new rights for domestic workers in nine states and two cities,” writes Nahmias. Domestic workers often have multiple employers—which makes it difficult for them to negotiate the terms of their various jobs. The NDWA provides them with tools that help them draft agreements.

        The Freelancers Union is an example of groups that also charge no dues and do not negotiate with employers for collective bargaining agreements. Instead, the union negotiates on behalf of its members for better prices on health, dental, and liability insurance. Much like the UFW and NDWA, the Freelancers Union also advocates for laws that benefit its members. For instance, the group was instrumental in passing a New York City law that protects members from clients who refuse to pay for services by mandating contracts, setting required payment terms, and establishing penalties.

        Jobs with Justice is a national organization with branches in communities that work on education, research, communication, political action, and projects that promote worker rights. Working Washington is a state-level organization that advocates for workers in that state, including advocating for higher minimum wages and paid sick leave.

        To date, none of these models of representation has reached national scale, gained power equivalent to what unions achieved in their heyday through collective bargaining, matched the financial resources associated with major unions, or developed a sustainable business model. Many of them rely on some form of foundation support to cover their costs.

        While these alternative models of representation are undergoing rapid evolution, labor law needs to be updated to allow them to flourish as they compete with alternatives. Modernizing labor law is especially important at a time when new technologies and other structural innovations—such as reclassifying more workers as contractors and the rise of app-based businesses such as ridesharing—have made the definition of an “employer” ambiguous.

        It is clear that the US needs multiple forms of worker voice and representation that can be tailored to better match the features and needs of different industries, occupational groups, and employment relationships.24 In keeping with the overall approach of this book to build on existing features of the US labor market system, we conclude that strengthening worker bargaining power requires both strengthening existing labor law and reforming it to be more effective in encompassing the technological and economic changes transforming the workplace and the culture of work. As one example, domestic workers in the US fall outside the scope of the NLRA. But the NLRA’s general provisions would be of little use to them even if coverage were available since those provisions are designed to facilitate bargaining between a single employer and its many employees. In domestic work arrangements, however, the relationship is reversed: each domestic worker serves multiple households, so there are many more employers than employees.25 Analogous issues extend to gig economy work, to independent contracting, to temporary help agency employment, and more broadly to any group of workers that is too dispersed to collectively bargain using conventional means.

      
      
        Conclusion

        As in other countries, a growing share of US employment is in traditionally low-paid service jobs: cleaning and groundskeeping, food service, security, entertainment and recreation, and home health assistance. Relative to other high-income countries, however, US workers in these occupations receive extremely low pay and very rarely have access to employer-provided health insurance, family or medical leave, or vacation time. Adjusting for purchasing power, the OECD estimates that low-wage Americans workers are paid 26 percent less than Canadians in similar occupations. It’s unlikely that American workers are 26 percent less productive, however. Rather, the combination of low statutory minimum wages, minimal worker representation, and a strong bias toward shareholder primacy in policymaking and corporate governance mean that adequate pay, a modicum of economic security, and access to basic social benefits are not assured for workers on the bottom rungs of the US labor market.
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        Institutions for Innovation

      
      A central lesson from the Task Force’s studies of both the economics of the labor market and the current state of technology is how much of new job growth is concentrated in entirely new occupations and industries. Recall that most of today’s jobs didn’t exist in 1940, and that employment growth in industries like warehousing and distribution is driven by e-commerce, an internet-enabled innovation. The economy depends on new job creation to replenish jobs lost to automation and productivity improvements; the largest and most reliable source of those new jobs are new industries spurred by new technology. To understand how new industries emerge, and how to continue to encourage that emergence, it’s important to understand the role of the federal government in investing in new technologies.

      
        The Role of the Federal Government in R&D

        In the US, much of that new technology emerges from projects supported by the federal government. Contemporary analysis often focuses on the period since 1940 (see below), but from the earliest days of the republic, the federal government has been an intimate, patient supporter of technology development that created new industries. In the nineteenth century, graduates of the US Military Academy at West Point, America’s first engineering school, took the lead in building the nation’s railroads and securing national commercial infrastructure. Federal investments in surveying and exploration laid the groundwork for westward expansion, shaped the routes for clipper ships, and suggested paths for transatlantic cables. The Army and Navy bureaus of ordnance and federal armories created interchangeable parts production, seeded the machine tool industry that manufactured guns for the Civil War, and laid the groundwork for the post–Civil War industrial revolutions of typewriters, bicycles, and the mass production of automobiles. The Census Bureau’s need for tabulating equipment spurred the innovations of Herman Hollerith that led to the creation of IBM.

        Between the world wars, the National Advisory Committee on Aeronautics (NACA), the predecessor to NASA, provided crucial test facilities, data, and skilled personnel to bolster an entirely new industry that was a bulwark of US military and economic power, and a massive source of employment.1

        Beginning in 1940, this support became more focused, systematic, and innovative. Vannevar Bush, an engineer and inventor who was dean of MIT’s School of Engineering in the 1930s, received President Roosevelt’s support to create the National Defense Research Committee (NDRC) and its successor the Office of Scientific Research and Development (OSRD), which successfully enlisted scientists and engineers in academia and industry to solve problems for the war effort. Not only did these efforts, such as radar and the Manhattan Project, materially contribute to the war effort, but they drew the map for postwar industry and technology, from miniaturized electronics to penicillin.

        Bush’s famous 1945 report to the president, Science, the Endless Frontier, articulated the vision for how fundamental science could contribute to the economic well-being of the nation through the establishment of the National Science Foundation (NSF). Equally important, however, were the more direct heirs of the OSRD: the Office of Naval Research and then, after Sputnik, DARPA and a host of new federally funded centers such as MIT’s Lincoln Lab, national laboratories under the Atomic Energy Commission (later the Department of Energy), R&D efforts internal to the military services, and the creation of NASA out of NACA in 1958. Some of these efforts sponsored technology development geared toward specific agency missions, some funded fundamental research in-house or at universities, and some created large projects for national missions, such as the Apollo program or the Human Genome Project. Even when projects failed to meet their technical goals or technologies languished in a “valley of death” between laboratory and industry, they often created infrastructure, educated technical talent, and seeded ideas and breakthroughs that created the industries of today.

        Consider the crucial area of microelectronics: from 1950 to 1970 the federal government funded nearly half of the R&D in the semiconductor industry. The Apollo moon program alone purchased more than half of the integrated circuits produced in the US for several years in the 1960s, giving both commercial boost and technical legitimacy to an unproven technology that went on to transform the economy. Not by coincidence, the microprocessor was invented the year after the Apollo 11 moon landing and found its way into numerous consumer and industrial products.

        Equally profound was the federal role in the creation and growth of today’s IT, which remains a crucial driver of economic growth and employment a century after its birth. DARPA’s Information Processing Technology Office supported the core networking technology and early demonstration network (ARPANET), which became the internet. The agency funded fundamental research in autonomous vehicles, which became the basis for today’s autonomous cars, and convened and funded the Grand Challenge competitions that directly created the industry. DARPA-funded research is the basis for today’s AI systems, as well as for much of the computer graphics that became the gaming and simulation industries, to name but two examples. Google itself began with a grant from the NSF, and much of the internal components of the iPhone were originally developed with DOD and DOE research funds. Oracle Corporation began with Army-developed database technology.2

        Similar evidence emerges from the health care and pharmaceutical industries, from new drugs to magnetic resonance imaging machines. The Human Genome Project, funded by the DOE and the National Institutes of Health, not only achieved breakthroughs in genomics but seeded an entire industry of genomic technologies. NIH-funded research underlay every single one of the 210 new drugs approved between 2010 and 2016. Some research indicates the returns on NIH funding to value for private firms on the stock market as three to one, not to mention the employment it generates and the impacts on public health.3 It would be impossible to mount the rapid response to vaccine development for COVID-19 without a national biomedical research infrastructure built up over many years with federal funding.

        Evidence is strong that federal R&D also leads to broad employment benefits. Consider the economic success of regions around major US research universities. In 1980 the Bayh-Dole Act enabled universities to grant exclusive licenses to intellectual property developed with federal dollars, which enhanced their ability to commercialize the technologies developed within their walls. Evidence suggests that these and related policies strongly enhanced the commercial impact of federal R&D dollars, including outside the R&D sector.4

        Successful federal R&D has been a mix of mission-directed (to solve specific problems, particularly in the military) and fundamental (exploring basic phenomena). Sometimes the government has organized large, mission-directed projects, at other times it has made influential procurements to simply buy what it needed. A recent study found that a third of patent applications for the past century derived from federally funded work, a number that was greater than half in certain industries.5

        Of course, the federal research record is not perfect. It has had its share of duplication and inefficiency; some government agencies have grown bloated and slow; overall the system failed to address the competitive crisis of the 1980s. Over the years, efforts to tilt the focus more toward commercial development, manufacturing, and regional development have had both successes and failures. Nonetheless, the distributed and overlapping nature of the US federal R&D system is one of its strengths—innovators and good ideas have multiple chances to find support and encouragement. The R&D infrastructure is spread across a broad landscape and has contributed significantly to achieving national goals.

        This R&D was not necessarily directed toward industrial applications or job creation, although these benefits have been well documented for a long time. Nonetheless, by focusing on fundamental understanding, fostering experiments, training generations of young innovators, and providing institutional support, federal R&D investments have proved instrumental in both solving national problems and contributing to economic growth—not to mention achieving considerable scientific progress.

        Private capital and corporate R&D play crucial roles in bringing new technologies to market, but neither has the consistency or the patience to cultivate the fundamentally new over multiple decades. Indeed, recent research has shown that the majority of the most important new products invented between 1970 to 2006, as identified by R&D Magazine’s annual innovation awards, received federal funding at some point during their development from invention to commercialization.6

        Research by MIT graduate student Daniel Traficonte documents the many advantages and disadvantages to the US R&D system and the important back and forth that has developed between the government and industry in creating a system that generates positive outcomes for society as well as the parties engaged in R&D such as private companies and universities.7 The positive benefits to society have been estimated to be three to four times as large as the private returns, which bolsters support for additional public R&D investment.8

        However, as outlined in chapter 2, if the typical worker in the US barely sees or experiences the benefits of increased productivity—generated in part by increases in innovation—we cannot expect to see substantial public support for increased R&D spending. The “great divergence” that began four decades ago and continues today becomes a critical part of the problem that needs to be addressed if we are to adequately invest in the country’s innovation capacity for the future.

      
      
        Productivity, Innovation, and Declining Federal Investment in R&D

        The country’s innovation capacity is impressive and has led to innumerable important innovations, due in no small part to the investments by the federal government, as outlined above. But these investments have declined in recent years, raising concerns about the country’s ability to continue to sustain its innovation capacity and maintain this crucial national competitive advantage.

        The decline in federal research expenditures partly explains the country’s lackluster productivity growth rates in the past decade, as outlined in research led by Task Force member Erik Brynjolfsson.9 The decline is doubly costly because public and private R&D funding are complements: when the government increases its R&D investments, private sector innovation follows; and when the government scales back, the private sector innovates less.10

        Nobel laureate and Task Force Advisory Board member Robert M. Solow showed decades ago that productivity growth throughout the twentieth century stemmed from technological progress: improvements in tools, techniques, and organizational practices that allowed businesses, households, and government to accomplish more and better work.11 Many of these technological advances depended in turn on R&D. US public investment in innovation has lagged even as that of other technologically advanced nations has advanced.

        US R&D spending overall has declined from 69 percent of the world’s R&D spending in 1960 to only 28 percent in 2018.12 Of course, we would expect this number to decline as other nations have grown wealthier, more educated, and more technologically intensive. But relative to the investments of other leading countries, US investments in R&D have been in decline for at least the past decade.13 When both public and private R&D investments are combined, Germany invested 2.9 percent of GDP in R&D 2015, versus 2.7 percent in the US and 2.1 percent in China; China in turn is expected to overtake the US and Germany in the years ahead. Japan and South Korea have also surpassed the US with expenditures exceeding 3 percent and 4 percent of GDP, respectively. In addition, even while total US R&D expenditure as a share of GDP has held relatively steady over the last three decades (though has not grown), the public investment share of R&D has fallen steeply over three decades, from approximately 40 percent in 1985 to approximately 25 percent (one quarter) in 2015 (see figure 6.1).

        Public R&D expenditure tends to focus on basic science and technologies that may be decades from reaching commercial potential, whereas private R&D expenditure tends to focus on technologies that are closer to market. Accordingly, the adverse effect of declining public R&D effort on innovation is unlikely to be fully offset by the rise in private R&D, even if total expenditures as a share of GDP remain relatively constant.

        
          [image: ]

          Figure 6.1

          US Spending on R&D as a Share of GDP, by Source of Funds, 1953–2015. Source: Data from National Science Board, Science and Engineering Indicators 2018. NSB-2018-1, NSF, Alexandria, VA, figure 4.3 (https://www.nsf.gov/statistics/indicators). Original data were drawn from the National Science Foundation, National Center for Science and Engineering Statistics, “National Patterns of R&D Resources” (annual series).

        
        As research by Task Force member Yasheng Huang and graduate student Meicen Sun argues, the Chinese whole-of-government approach to fostering innovation and achieving scale provides an alternative model of all-in innovation.14 This model is reminiscent of the mega-project approach that the US has favored at various times, including the Manhattan Project, the Apollo program, and the Human Genome Project, but here applied to industrial policy. The whole-of-government approach, however, requires significant political and economic commitment in the US, something that does not come easily to the federal government’s highly fragmented and decentralized R&D system.

      
      
        Directions for US Innovation Policy and Institutions

        Owing to concerns about rising foreign competition, lagging productivity, and growing inequality, leaders across government, business, and academia are putting forth policy recommendations for ways to reinvigorate US innovation policy and support a more robust industrial policy, a term that has recently come back into favor. The recent bipartisan legislation proposal, the Endless Frontier Act, harking back to Vannevar Bush’s 1945 proposal, is an example of both the ambition and sense of urgency that exist about the country’s innovation trajectory. While we don’t detail the specifics of these proposals, we highlight below several broad directions we believe the US should take where creativity in our innovation policies and institutions will help create and shape the work of the future.

        
          Increasing and Directing Federal Research Spending toward Workers and Societal Challenges

          Federal R&D priorities, in and of themselves, are part of shaping the work of the future. By identifying the technologically enabled health of the future US labor market as a national problem worthy of study and solution by a variety of innovators and researchers, the federal government signals that this is a priority and puts dollars to work for the typical worker.

          Already the NSF has a program titled Future of Work at the Human-Technology Frontier as one of its ten big ideas for future investments. The principles of that program offer a template for a broader set of investments, including understanding and advancing human-technology partnerships and promoting technologies to augment human performance. A further step, not yet taken, would be to establish national research goals to enhance human capabilities and support equitable labor markets through research areas such as human-centered AI, collaborative robotics, and the science of learning and education.

          Simultaneously, federal research spending should be increased and directed toward areas that may be neglected by the private sector. Because of the long payoff horizons and benefits that are hard to monetize, the private sector faces weak incentives to invest in longer-term, fundamental research or to support research that would address the social impacts of technologies. Public investments should focus on technologies and their application that are needed to solve our most pressing national problems, including climate change and human health.

          Task Force member John Van Reenen makes the case in his brief for the Hamilton Project15 for a Grand Innovation Fund to support “grand challenges,” somewhat like the whole-of-government efforts such as the Apollo moon-shot program or the Human Genome Project. As Van Reenen outlines, the weight of the evidence suggests that industrial policy can have positive impacts on the economy. With the slowdown of growth in the US and the relative success of countries like China with their industrial policies, it is worth a new commitment to “grand challenges” this century. The recent success of Operation Warp Speed in delivering a vaccine for COVID-19 in under a year is an example of what can be achieved when federal R&D dollars and effort are focused on national challenges.

          More broadly, the federal government needs to invest in “tough tech,”16 breakthrough technologies that require more time to mature and often significantly more capital at multiple points in the development cycle. These require patient investment, particularly when it comes to demonstrating viability at scale that requires a level of risk tolerance that is generally unattractive to private sector investors17. Examples of such technologies include advanced manufacturing of material and chemicals, next-generation semiconductors, clean energy production and storage, quantum computing, and synthetic biology. Many of these technologies involve a hardware component and unique manufacturing processes, which take more time and funds to develop compared with purely software-based products, where the marginal cost of production approaches zero (though not the first-copy costs). By establishing global expertise and commercialization in new, emerging technologies early on, the US not only benefits economically and invests in its national security, but its inventors, scientists, and policymakers are able to shape the direction of innovation to reflect our values and priorities, including augmenting workers.

          Finally, the aftermath of COVID-19 calls for renewed commitments to improve productivity in our small and medium-sized enterprises (SMEs) that face increasing competition from abroad. SMEs represent the majority of our business establishments and are an important part of supply chains, critical to national security, innovation capacity and employment. Supply chain industries are a large and distinct category of the economy, accounting for 43 percent of US private employment in 2015, as research spearheaded by Task Force Advisory Board member Karen Mills has shown. It includes not just manufacturers but also services such as engineering, software, and logistics, industries that have some of the highest wages and intensity of STEM jobs in the US economy.18

          Ensuring that SME suppliers can compete and innovate in these promising industries will be crucial to creating more of the high-wage, high-technology jobs of the future. As MIT researchers found, many manufacturing suppliers are not making significant investments in new, productivity-enhancing technologies—there are too few robots, not too many.19 To increase productivity among SMEs, we need a renewed commitment to technology investment and upgrading. This could be achieved through federal and state partnerships to subsidize the investment in new equipment or provide guaranteed demand over a period of time for key products, whether defense-related or—as a consequence of what the global pandemic has exposed—in the production of critical health care products.

        
        
          Expand the Geography of Innovation

          Economic inequality has a geographic dimension that has been exacerbated over the past several decades. Regions in the US were converging economically up until the 1980s, but a steady divergence has occurred since then, creating increasing economic disparities between regions as well as within regions, as underscored by the work of author and Task Force co-chair David Autor. Much of this disparity correlates with education levels as well as with population density. Highly-educated, dense cities thrive while nonmetropolitan areas decline. Even within these thriving cities, however, the fortunes of workers without four-year college degrees have stagnated, meaning that regional prosperity doesn’t guarantee shared prosperity. Researchers have documented the long lasting economic consequences of regional decline for individuals and indeed, multiple generations, and have suggested several strategies to reverse these trends, or at least slow the decline.20

          Just as federal R&D investments create positive spillovers effects for the commercial development of new technologies and industries, they also create positive spillovers geographically for those areas that are recipients of these federal dollars. One can hardly calculate the spillovers that come to the Boston region from close to $2 billion per year in federal R&D funding of biotech researchers over the past decade.

          Many of the centers of innovation in the US have benefited from increasing returns on their innovation capacity. That is to say, innovation begets more innovation. Silicon Valley’s innovation capacity has not leveled off but rather has taken off over the years. Cities that have a high percentage of jobs in innovative industries tend to attract more of these jobs over time.21 Top innovative cities and regions have become more concentrated, while at the same time more places have become innovation hubs, such as Atlanta, Denver, and Salt Lake City. These trends do not bode well for reducing the concentration of prosperity or the increased income inequality in the country.

          To better spread economic opportunity and innovation capacity, researchers and policymakers recommend a geographically informed R&D strategy by the federal government that would bring the employment and economic development benefits of R&D to lagging regions. In recent work, MIT researchers Jonathan Gruber and Simon Johnson outline a strategy in which several regions with some of the essential assets for developing innovation capacity (e.g., a solid percentage of four-year college degree holders, presence of industry) would receive significant federal R&D investments over several years.22 Experiments with this strategy, as well as others that perhaps work at a smaller scale (such as the industry cluster level) are worthy of investment and could provide important economic benefits to certain places, along with valuable lessons in how to help reverse regional economic decline.

        
        
          Use of Tax Policy to Encourage Investment in Labor

          Much of the discussion in this book has revolved around whether humans or computers will be cooperating or competing for the jobs of the future. But in one economic arena machines have held a clear advantage over their human counterparts for decades: taxation.

          A Task Force brief by MIT professors Daron Acemoglu and Andrea Manera, working with Boston University’s Pascual Restrepo, laid out the case in stark percentage terms: “While labor has been taxed at an average rate of about 25 percent for the past four decades, things like equipment, software, and buildings that are classified as capital are taxed at a lower rate—and this rate has fallen steadily in recent years.”23 The average tax rate on software and equipment was just 15 percent in the 1990s and has now dipped to about 5 percent. This differential means that for every dollar workers get in their paychecks, their employer has to pay an additional 25 cents in taxes. For companies, investing that same dollar in capital at a lower rate of taxation, is a much better deal if it can be used effectively to expand output.24 The issue has grown more urgent as new technologies have made it easier and cheaper to automate jobs across the economy, from warehouses and factories to hospitals and insurance companies. To redress this extreme imbalance, the US should rebalance how it taxes capital and labor to eliminate this built-in bias in favor of capital.

          Such a rethink of traditional tax policy is timely, as is shown by earlier research by Acemoglu and Restrepo.25 The traditional argument for using tax incentives to encourage companies to invest in technology was that, while it might reduce demand for labor, it would also fuel advances in productivity that would create a virtuous cycle of wealth creation that ultimately led to more jobs. This is one reason why investments in technology tend not to reduce the number of jobs available in net. A factory that invests in a new machine might need fewer workers to produce its products, but the advance in productivity that the new machine made possible would frequently stir demand for more products and services, and hence create more jobs.

          But this work argues that such policies can encourage companies to invest to reduce their demand for labor without creating that corresponding bump in productivity. Acemoglu and Restrepo have dubbed these “so-so technologies.” One example is self-checkout machines at retail stores. The machines reduce the need for cashiers but do little to enhance productivity. Indeed, since an average shopper is probably less skilled at running a checkout than a trained clerk, it likely slows the process. Not that the US should invest less in productive machinery, but let’s eliminate cases where automation is being used to replace workers merely because the tax system subsidizes machines.

          It is extremely difficult to shape a tax policy that can pick out which technologies will lead to so-so results. It’s even difficult to craft policies that distinguish between capital and labor, as clever tax accountants can readily find ways to blur their boundaries. Companies often look for ways to reclassify returns on labor as returns on capital if it allows them to gain a better tax treatment. Hence another strong argument for leveling the tax treatment of labor and capital is that, because the tax system has trouble telling them apart, taxing labor and capital at starkly different rates simply encourages gaming that reduces tax revenue (while enriching the gamers).

          One direct step to create a more balanced system would be cut back on depreciation allowances granted to companies. These tax breaks allow companies to almost immediately deduct what they spend on capital investments from their tax bill—deductions that should have occurred over the lifetime of the capital investment. These rapid depreciation allowances were intended to be short-term tools to boost the economy at times of recession. But depreciation allowances have grown much more generous and longer-lasting in recent decades, and companies have lobbied heavily to extend and enhance them.

          Another way companies game the tax system is to reclassify themselves as S-corporations in place of conventional C-corporations. Recent work shows that S-corporations are able to more effectively reclassify labor income as capital income, which allows them to enjoy lower effective tax rates.26 Reducing this asymmetry by placing stricter controls on S-corporations while harmonizing capital and labor taxation would help to address distortion. “These policy actions would broaden the capital income base,” write Acemoglu, Manera, and Restrepo, “and that might be enough to bring capital and labor income taxes in line with each other.”27

          The government also offers tax credits for R&D spending to encourage investments in new technologies. These should be maintained given their strong record of success. A close look at the literature found that 1 percent drop in the after-tax price of R&D leads to at least a 1 percent increase in R&D, a rate of return only slightly lower than direct federal funding for research.28 While keeping the R&D credits in place, the system could be improved by enacting an employer training tax credit. Like the R&D tax credit, this training credit would implicitly have the government share in the cost of employer investments in worker training. Like all tax breaks, this one would need to be tightly regulated to prevent abuses. We would strongly recommend that such a tax break apply only to training that is certified to lead to externally recognized credentials.

          It is well known that US has a strong national innovation system, fueled by federal R&D investments, to develop fundamental science and new technologies that has led to scientific leadership and new industries. Less recognized, however, is the crucial link between those new industries as complements to the inevitable loss of jobs that results from productivity enhancing technologies. New industries grew out of a flourishing innovation ecosystem that created new companies and new applications, alongside older industries that increased mechanization and automation as they matured. Yet we have let those important R&D investments lag and potentially wither at a large scale, with corresponding effects on the labor market. Through increased and targeted R&D investments, as well as a tax policy that keeps workers and social challenges at the forefront, the country’s innovation system can be put to work for a broader number of people and regions than it has in recent decades.
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        Conclusions and Policy Directions

      
      Technological advances are not driving us toward a jobless future. Over the next two decades, industrialized countries will have more job openings than workers to fill them, and robotics and automation will play an increasingly crucial role in closing these gaps. We will ultimately require more technological advances to address humanity’s most pressing problems, including climate change, disease, poverty, and inadequate education.

      Yet advancing robotics, automation, and as yet unforeseen technologies will not necessarily benefit all workers. These technologies, in concert with economic incentives, policy choices, and institutional forces, will alter the set of jobs available, the quality of the jobs, and the skills they demand. Continuous change challenges us to continually balance innovation, growth and equity.

      Most of today’s jobs hadn’t even been invented in 1940. Inventing new ways of accomplishing existing work, new business models, and entirely new industries drives rising productivity and new jobs. Innovation brings new occupations to life, generates demands for new forms of expertise, and creates opportunities for rewarding work. What human work will look like a century from now is unknown, but most jobs of tomorrow will be distinct from those today, and will owe their existence to the innovations sprouting from scientific and technological progress.

      The economic history of the twentieth century shows that a healthy labor market can serve as the foundation for shared prosperity. Well-designed institutions foster opportunity, buttress economic security, and spur democratic participation. The US must commit to rebuilding this foundation in the twenty-first century. It needs to strengthen and build these institutions, launch new investments, and forge policies that ensure that work remains a central, rewarded, esteemed, and economically viable avenue for most adults to prosper.

      Three essential pillars support building this more equitable and sustainable economy:

      
        Invest and Innovate in Skills and Training

        Technological innovation will require workers to have both strong foundational skills and specialized training. Yet the Task Force’s research finds that only about half of US workers receive some kind of training from their employers in a given year, and this skews toward higher-educated and nonminority workers. The current US system for training workforce entrants, the currently employed, and displaced workers is fragmented and uneven in quality. It does, however, provide flexibility, which allows workers to move in and out of the system at different points in their careers. Numerous exemplary public, private, and not-for-profit training initiatives exist throughout the country, though some are less successful and most have not been evaluated. Those training models that have been proven successful based on rigorous evaluation should be scaled up to serve many more workers. New technologies, including online instruction, AI-based guided learning systems, and virtual reality tools, offer innovative ways to make training more accessible, affordable, and engaging for students, workers, and job seekers at all stages of the life cycle. To expand and improve pathways to better jobs:

        
          	•	Foster private sector investment in training, particularly to accelerate upward mobility among lower-wage and less-educated workers, a category in which minority workers are overrepresented. Enact carefully tailored tax code provisions (see above) or matching fund programs to encourage employer-provided training that leads to recognized, verifiable credentials.

          	•	Significantly increase federal funding for training programs that can lead to middle-class jobs for workers without four-year degrees. Support should be offered on a competitive basis to community colleges and labor market intermediaries that can demonstrate they are working closely with employers, providing support services to participants (i.e., coaching, advising, child care, and transportation), and investing in innovative training programs that include work-based learning—elements shown to be keys to success. Encourage the formation of regional compacts formed by employers, governments, community colleges, and community groups that come together with shared commitments to build skill development systems that meet employer needs.

          	•	Support policies that raise degree completion rates at community colleges. Policies should include funding and incentives to redesign the curriculum to integrate (rather than sequence) remedial education and vocational training, create shorter courses that provide usable credentials on the path to a degree, and provide more financial support over shorter intervals to allow adults to focus on studies rather than work while enrolled.

          	•	Require, and fully fund, rigorous evaluations of training programs to gauge efficacy in achieving employment and earnings outcomes.

          	•	Invest in demonstration programs that test innovative ideas for retraining and reemploying dislocated adult workers, a challenge where policy and programs have thus far had limited success.

          	•	Improve labor market information to support workers seeking jobs and jobs seeking workers. Invest in the modernization of traditional “one-stop” centers for unemployed workers while also creating online databases that provide real-time information about job opportunities. Continue to develop ways for workers to easily access to their own data on skills, competencies, and credentials, bearing in mind that job search assistance is a complement to, rather than a substitute for, effective education and training programs.

          	•	Invest in developing and field testing innovative methods and tools for delivering training. Evidence also suggests that online training works best when paired with in-person offerings. Support instructional models that include hands-on learning, potentially using augmented and virtual reality.

        

      
      
        Improve Job Quality

        As in other countries, a growing share of US employment for workers without four-year college degrees is found in traditionally low-paid service jobs: food service, cleaning and groundskeeping, security, entertainment and recreation, and home health assistance. US workers in these occupations fare worse than in other high-income countries, receiving extremely low pay, irregular schedules, and little or no employment security. They rarely have access to employer-provided health insurance, paid family or medical leave, or vacation time. Adjusting for purchasing power, low-paid Americans are paid 26 percent less than low-paid Canadians. This needn’t be the case. The following steps will help to ensure that low-paid jobs provide a modicum of economic security and access to social benefits:

        
          	•	Restore the real value of the federal minimum wage to at least 40 percent of the national median wage, and index this value to inflation. Localities should be able to set higher levels, as they do currently. Minimum wages are particularly effective at bolstering the earnings of minority workers who are overrepresented at the lower tail of the US wage distribution. The best available economic evidence indicates that well-calibrated minimum wages exert only modest to undetectable adverse effects on employment, but they do reduce household poverty.

          	•	Modernize unemployment insurance (UI) benefits and extend them to workers who have not been traditionally covered:
            
              	•	Allow workers to count their most recent earnings toward determining eligibility: At the start of 2019, thirty-seven states allowed workers who did not qualify for benefits using the standard approach to use earnings during a more recent period to establish benefit eligibility. This policy should be adopted nationally.

              	•	Determine UI eligibility based on hours rather than earnings: At present, low-wage workers must work more hours than high-wage workers to qualify for UI. Already in place in the state of Washington, all states should be required to enable workers to qualify for unemployment benefits by having worked a minimum number of hours rather than having made a minimum level of earnings.

              	•	Drop the requirement that the unemployed seek full-time work: Whether because of family responsibilities or the nature of their jobs, many workers hold part-time positions. Any unemployed worker who searches for part-time work of twenty hours or more per week and who otherwise qualifies for unemployment insurance benefits should be allowed to collect benefits.

              	•	Reform partial UI benefits: States should be required to reevaluate their partial unemployment benefit formulas to better protect workers who lose a substantial fraction of their work hours, including when hours are lost because the worker has lost a second job. In most states, a low-wage worker whose earnings are cut in half would currently receive no benefits.

            

          

          	•	Strengthen and adapt labor laws and better enforce them. As private sector labor unions have dwindled, rank-and-file workers have lost the capacity to bargain for wage growth to match productivity growth. Innovation is badly needed in worker representation, but the provisions of US labor law retard the development of alternative approaches. In contrast to the situation in countries like Germany, for example, it is illegal in the US for workers to create work councils at nonunion businesses, and it is unclear whether workers can legally serve on corporate boards.
            Key sectors of the workforce, specifically domestic workers and agricultural workers, are excluded from collective bargaining, a legacy of racial politics during the New Deal. The National Labor Relations Act, which has only been amended once in the eighty-five years since its passage (and in that case, to weaken it), requires modernization. The US needs to enable new institutions for collective bargaining to form without undermining the strength of current unions. Action is needed on three fronts:

          
            
              	•	Open up labor law to allow innovation in new forms of representation in workplace and corporate decision-making and governance.

              	•	Build legal protections that allow workers to organize without risk of retaliation in nontraditional realms, such as such as domestic and home-care worker, farm work, and independent contracting.

              	•	Strengthen the law and more vigorously enforce protections and processes for workers to gain access to collective bargaining.

            

          

        

      
      
        Expand and Shape Innovation

        Innovation is key to creating jobs and wealth, and to meeting rising competitive challenges from abroad. The US needs to commit to an innovation agenda that is targeted toward creating social benefits and augmenting rather than replacing workers.

        Today, too few of the benefits of innovation-driven growth are flowing to workers. We should steer innovation for the benefit of all stakeholders. Federal policy has clearly been shown to be valuable in seeding innovation, generating economic growth, building areas of educational and research excellence, and spurring new work creation. But publicly directed US innovative effort is slackening, measured either relative to historical levels of public R&D investment or in comparison to effort in other countries, such as Germany and China.

        The tax laws that shape corporate investment in workers and machines also need rebalancing. Tax law changes enacted over the last four decades have increasingly skewed the US tax code toward subsidizing machinery purchases rather than investing in workers. Tax policy offers firms an incentive to automate tasks that, absent the distortions of the tax code, they would accomplish with workers. The US should bring its tax code back into balance to align incentives for innovation in skills development, capital formation, and R&D investment. Below is a list of our specific recommendations.

        
          	•	Increase federal R&D spending and direct it toward areas neglected by the private sector. The private sector faces weak incentives to invest in long-term, fundamental research and to pursue innovations that address the social implications of technologies. Public investments should focus on technologies and applications to solve our most pressing national problems, including climate change, human health, and poverty alleviation.

          	•	Set national research goals to enhance human capabilities and support equitable labor markets through such research areas as human-centered AI, collaborative robotics, and the science of learning and education.

          	•	Offer targeted assistance to SMEs to increase productivity through the adoption of new technologies. Explore ways that federal programs or departments (e.g., DOD, NIST) could assist in technology upgrading in particular in manufacturing SMEs, possibly through the Manufacturing Extension Partnership and the Manufacturing USA Network.

          	•	Expand the geography of innovation in the US. Innovation is increasingly concentrated geographically. Yet the country has significant assets in its universities, entrepreneurs, and workers that are dispersed throughout the country. With relatively modest amounts of funds and building on existing assets, the US innovation agenda should look to spread the benefits of innovation to a broader set of workers and regions.

          	•	Rebalance taxes on capital and labor by altering the ways the tax code currently unduly favors investments in capital. Eliminate accelerated depreciation allowances, which exacerbate this imbalance.

          	•	Apply the corporate income tax equally to all corporations, including S-corporations. The differential tax treatment of C and S corporations leads to extensive tax arbitrage that relabels labor income as tax-favored capital income. Expanding the tax base is always the most efficient way of raising tax revenue.

          	•	While maintaining the federal R&D tax credit, enact an employer training tax credit, akin to the R&D tax credit, that applies exclusively to training investments in workers that lead to externally recognized certifications.

        

        Too many Americans fear that technological progress will make the country wealthier while threatening their livelihoods.

        The remarkable history of American innovation was powered not by fear or fatalism, but by a profound sense of possibility. Those possibilities remain. We see no tradeoff between improving economic security for workers and embracing ongoing technological change and innovation; arguably, accomplishing the latter requires ensuring the former. Achieving both goals will require both technological and institutional innovation.
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