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Introduction

“we definitely oversample the poor,” explains Erin Dalton, deputy director 
of the Data Analysis Department in Allegheny County, Pennsylvania. “All of 
the data systems we have are biased. We still think this data can be helpful in 
protecting kids.”1 Erin is describing the Children, Youth, and Families (CYF) 
office’s Allegheny Family Screening Tool (AFST). This machine learning al-
gorithm mines a database to predict the risk of a child suffering abuse or ne-
glect, producing a score from 1 (lowest risk) to 20 (highest risk). When CYF 
receives a call reporting possible abuse, a caseworker notes down the details 
and performs a screening on AFST. If the risk is deemed high enough, a social 
worker is sent to the child’s home. The stakes are high. One in four children 
experience some form of abuse or neglect in their lifetime. Almost two thousand 
die across the country every year.2

Allegheny County wanted to use its impressive, integrated database to reduce 
the number of cases of violent maltreatment that were reported but mistakenly 
ignored and to tackle stubborn racial disparities in child welfare provision. 
Over several years, with exemplary care and consideration, the county engaged 
some of the world’s best computer scientists, brought in local stakeholders and 
community leaders, and commissioned regular technical and ethical reviews. 
And yet AFST still seemed to replicate patterns of racial and economic in
equality, disproportionately subjecting poorer, African American families to 
unwanted and often unnecessary supervision. In Allegheny County, 38 percent 
of all calls to the maltreatment hotline concern Black children, double the 
expected rate based on their population. Eight in every 1,000 Black children 
have been placed outside their home, compared to 1.7 in every 1,000 white 
children. As one mother explains, frequent visits from investigating authorities 
can be frustrating: “ ‘Why are you so angry?’ ” they ask me, ‘Because I am tired 
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of you being here! Leave me alone. I’m trying to get you to go away. We want 
you to go away.’ ”3

As more of our physical world is converted into numerical data, and more of 
our behavior is measured, recorded, and predicted, institutions will have strong 
incentives to widen the range of decisions supported or supplanted by predictive 
tools, imperceptibly narrowing the spheres in which judgment, empathy, and 
creativity are exercised and encouraged. As AFST has been fed more data, the 
“accuracy” with which it predicts “bad outcomes” has steadily increased. “Get-
ting them to trust,” explains Erin Dalton, “that a computer screen is telling them 
something real is a process.” Caseworkers are now given less scope to exercise 
professional judgment and ignore AFST’s risk predictions.4

In the real world, the design and use of predictive tools like AFST is often 
messier, more confused, and much less glamorous than the utopian or dysto-
pian visions of AI in movies or novels. Officials find themselves frustrated by 
poor-quality data and the need to direct technical choices they do not fully 
understand. Computer scientists feel confused by vague rules and laws and 
are acutely aware that building predictive tools involves moral and political 
choices they are not equipped to make. Citizens subject to their predictions 
feel disempowered by predictive tools, unable to understand or influence their 
inner logic. Although you cannot always “teach people how you want to be 
treated,” as Pamela Simmons explains of child welfare services, “sometimes 
you can change their opinion.” As she points out, “there’s the opportunity to 
fix it with a person,” whereas with AFST, you “can’t fix that number.”5

Three important gaps often fuel these feelings of frustration, confusion, and 
disempowerment. There is an experience gap between those who build predic-
tive tools and those who use them to make decisions: computer scientists 
rarely know what it is like to make decisions as a social worker or police officer, 
as a judge or parole board, as a content moderator or campaign manager. The 
accountability gap between those in positions of responsibility and those who 
actually design predictive tools leaves those with responsibility unable or un-
willing to justify design choices to the citizens whose lives they shape. Finally, 
a language gap makes it harder to bridge the experience and accountability 
gaps: those in positions of responsibility, whether a CEO who wants to make 
hiring more efficient or a local government leader who wants to further the 
cause of racial justice, rarely understand the language of computer science in 
which choices that implicate values and interests are articulated.

These gaps matter because our lives are increasingly structured by the mo-
ments in which people in institutions make choices about how to design and 
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use predictive tools. The lives of families in Allegheny County have been 
shaped by the moment when computer scientists responded to the county’s 
request for proposals, and then by the moment when they sat with county 
leaders and CYF staff to make choices about AFST’s design. The lives of crimi-
nal defendants across the country have been shaped by the moments when 
local officials decided whether to purchase tools that predict the likelihood 
that they will reoffend, then by the moment when those officials decided how 
those tools should be used to inform decisions. The lives of citizens who com-
municate on Facebook and access information on Google have been shaped 
by the moments when engineers and policy teams sat down to translate the 
requirements of the First Amendment or civil rights law into choices about 
the design of the machine learning systems used in ranking and content mod-
eration. As predictive tools become ever more ubiquitous, the pursuit of jus-
tice and democracy will depend in part on how we bridge these gaps of experi-
ence, accountability, and language.

I have spent my career bridging these gaps, translating between computer 
scientists and those in positions of responsibility in technology companies, 
governments, and academia. Too often, choices about the design of predictive 
tools are driven by common misunderstandings about the fundamental terms 
of computer science, as well as by only a vague understanding of what existing 
laws and values mean for data analytics that often obscures deeper and more 
intractable political disagreements that ought to be surfaced and debated. If 
the effects of the widespread use of predictive tools on our society, economy, 
and democracy depend on how we design and deploy them, we must pursue 
a vision for technology regulation that goes beyond theorizing the “ethics of 
AI” and wrestles with fundamental moral and political questions about how 
technology regulation supports the flourishing of democracy. That is what this 
book aims to do.

The starting point is establishing a clearer understanding of predictive tools 
themselves. We need to get under the hood of prediction. I do this by explor-
ing one kind of predictive tool: machine learning. Machine learning is a col-
lection of techniques and methods for using patterns in data to make predic-
tions: for instance, what kinds of allegations of child abuse turn out to be 
serious, what kinds of people tend to reoffend, or what kinds of advertise-
ments people tend to click on. Wherever institutions can use predictions to 
inform decisions, or reframe decisions as exercises in prediction, machine 
learning can be a powerful tool. But the effects of machine learning depend on 
choices about the design of machine learning models and the uses of their 
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predictions to make decisions. Child welfare agencies can use machine learn-
ing in ways that unintentionally reinforce poverty and racial injustice, or they 
can use it to empower experienced staff and promote social equality. Internet 
platforms can use machine learning either to drive short-term engagement and 
fragment public debate or to encourage shared understanding and experiment 
with innovative forms of collective decision-making.

Unlike other works on the subject, this book does not assume that the chal-
lenges posed by machine learning are new just because the technology is. It 
articulates a different starting point, a fundamental truth buried in the lan-
guage of statistics and computer science: machine learning is political. Choices 
about how to use data to generate predictions and how to use predictions to 
make decisions involve trade-offs that prioritize some interests and values over 
others. And because machine learning increases the scale and speed at which 
decisions can be made, the stakes of these choices are often immense, shaping 
the lives of millions and even billions of people at breakneck speed.6

Machine learning shifts the point at which humans control decisions. It en-
ables people to make not just individual decisions but choices about how deci-
sion procedures are structured. When machine learning is used to rank appli-
cants for a job and invite the top 50 percent for interviews, humans exercise 
control not in deciding which individual candidates to interview, but in design-
ing the model—selecting the criteria it will use to rank candidates and the pro-
portion it will invite to be interviewed. It is not call screeners’ decisions about 
individual allegations of abuse and neglect that shape the lives of millions of 
families across Allegheny County, but choices about how AFST is designed and 
how call screeners are instructed to use it to make decisions.7

By forcing institutions to make intentional choices about how they design 
decision procedures, machine learning often surfaces disagreements about 
previously implicit or ignored values, goals, and priorities. In Allegheny 
County, the process of building and integrating AFST encouraged a debate 
about how call screeners should make decisions. Caseworkers felt that deci-
sions should be based on the severity of the allegation, whether it was that a 
child had been left to play in the street unwatched or had been physically 
abused, whereas supervisors tended to think that one-off incidents could be 
misleading and were often misunderstood by those who made referral calls. 
They preferred to focus on patterns in administrative data that could be used 
to generate predictions of individual risk. CYF’s managers realized that they 
wanted call screeners to approach their decisions differently, to focus less on 
the severity of the allegation in the referral and more on the risk to the people 
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involved. As Erin Dalton explains: “It’s hard to change the mind-set of the 
screeners. . . . ​It’s a very strong, dug-in culture. They want to focus on the im-
mediate allegation, not the child’s future risk a year or two down the line. They 
call it clinical decision-making. I call it someone’s opinion.”8

Similar debates revolve around many of the cases we explore. Whether in 
the provision of child welfare services, the criminal justice system, or policing, 
or in the ranking of content on Facebook and Google, designing and integrat-
ing machine learning models forces institutions to reflect on the goals of their 
decision-making systems and the role that prediction should play in them. As 
more and more decisions are made using prediction, we must engage in public 
arguments about what different institutions are for, what responsibilities they 
have, and how decision-making systems should reflect those purposes and 
responsibilities. This book offers a framework to guide that endeavor. I use the 
tools of political theory to sharpen our reasoning about what makes machine 
learning political and what its political character means for regulating the in-
stitutions that use it.

By starting with the political character of machine learning, I hope to sketch 
a systematic political theory of machine learning and to move debates about 
AI and technology regulation beyond theorizing the ethics of AI toward asking 
questions about the flourishing of democracy itself. Approaching machine 
learning through the lens of political theory casts new light on the question of 
how democracies should govern political choices made outside the sphere of 
representative politics. Who should decide if statistical tools that replicate 
racial inequalities in child welfare provision or gender inequalities in online 
advertising can be justified? According to what criteria? As part of what pro
cess? How should Google justify ranking systems that control access to infor-
mation? Who should determine whether that justification is satisfactory? 
Should Facebook unilaterally decide how to use machine learning to moderate 
public debate? If not, who should, and how? By following the threads of ma-
chine learning models used in different kinds of organizations, we wrestle with 
fundamental questions about the pursuit of a flourishing democracy in diverse 
societies that have yet to be satisfactorily answered.

Above all, my aim is to explore how to make democracy work in the coming 
age of machine learning. Our future will be determined not by the nature of 
machine learning itself—machine learning models simply do what we tell 
them to do—but by our commitment to regulation that ensures that machine 
learning strengthens the foundations of democracy. Our societies have be-
come too unequal and lack an appreciation of the political goals of laws and 
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regulations designed to confront entrenched divisions of race, gender, class, 
and geography. Fear of the uncertainties involved in empowering citizens in 
processes of participatory decision-making has drained public institutions and 
public spaces of power and agency. How we govern machine learning could 
exacerbate these ills, but it could also start to address them. By making visible 
how and why machine learning concentrates power in courts, police depart-
ments, child welfare services, and internet platforms, I want to open our imagi-
nations to alternative futures in which we govern institutions that design and 
use machine learning to support, rather than undermine, the flourishing of 
democracy.

The Structure of the Argument

This book is structured in two halves. Each half follows a similar structure but 
explores machine learning systems used in two different contexts: I examine 
the political character of machine learning, critique existing proposals for gov-
erning institutions that design and use it, and outline my own constructive 
alternative. In both halves, I argue that existing proposals restrict our capacity 
to wrestle with the connections between political values and choices in ma-
chine learning, and that to govern machine learning to support the flourishing 
of democracy we must establish structures of political oversight that deliber-
ately keep alive the possibility of revision and experimentation.

The first half of the book explores the machine learning systems used to 
distribute social benefits and burdens, such as in decisions about child protec-
tion, loan applications, bail and parole, policing, and digital advertising. In 
chapter 1, I describe the specific choices involved in designing and integrating 
machine learning models into decision-making systems, focusing on how 
AFST is designed and used in CYF’s decisions about investigating allegations 
of abuse and neglect. I show that the choices involved in machine learning 
require trade-offs about who wins and who loses, and about which values are 
respected and which are not. When patterns of social inequality are encoded 
in data, machine learning can amplify and compound inequalities of power 
across races, genders, geographies, and socioeconomic classes. Because pre-
dictions are cloaked in a veneer of scientific authority, these inequalities can 
come to seem inexorable, even natural, the result of structures we cannot con-
trol rather than social processes we can change. We must develop structures 
of governance that ensure the design and use of machine learning by institu-
tions to advance equality rather than entrench inequality.
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Common responses to this problem are to impose mathematical formaliza-
tions of fairness, which I explore in chapter 2, or to apply the law and concept 
of discrimination, the subject of chapter 3. Underpinning both responses is the 
idea that if characteristics like race and gender are not morally relevant to the 
distribution of benefits and burdens, decision-making systems should be blind 
to those characteristics. Despite its superficial appeal, this idea can lead us to 
avoid political arguments about when and why people should be treated differ-
ently to address structural disadvantages that are corrosive of equal citizenship. 
In chapter 4, I propose a structure for governing decision-making that, ani-
mated by the ideal of political equality, invites us to confront rather than ignore 
questions about the moral relevance of difference and disadvantage.

The second half of the book explores the machine learning systems used to 
distribute ideas and information. In chapter 5, I look at the design of ranking 
systems that use machine learning to order the vast quantities of content or 
websites that show each time you load Facebook or searches on Google. 
Because people are more likely to engage with content ranked higher in their 
newsfeed or search results, ranking systems influence the outcomes they are 
meant to predict: you engage with content that Facebook predicts you are 
likely to engage with because that content is displayed at the top of your news-
feed, and you read websites that Google predicts you are likely to read because 
those websites are displayed at the top of your search results. Building these 
ranking systems involves choices about the goals that should guide the design 
of the public sphere and the civic information architecture.

In chapter 6, I argue that Facebook’s and Google’s machine learning systems 
have become part of the infrastructure of the digital public sphere, shaping 
how citizens engage with one another, access information, organize to drive 
change, and make collective decisions. Their unilateral control over these rank-
ing systems involves a distinctive kind of infrastructural power. Unlike rail-
roads or electricity cables, Facebook’s newsfeed and Google’s search results 
not only enable people to do what they want to do but shape what people want 
to do. Ranking systems mold people in their image, commandeering people’s 
attention and shaping their capacity to exercise collective self-government. We 
must develop structures of governance within which corporations design in-
frastructural ranking systems that create a healthy public sphere and civic in-
formation architecture.

The common response to the infrastructural power of Facebook and Google 
is to invoke competition and privacy law. I argue that the goals of protecting 
competition and privacy are of instrumental, not intrinsic, importance: they 
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matter because and insofar as they support the flourishing of democracy. We 
should instead begin by analyzing the distinctive kind of power that Face-
book and Google exercise when they build ranking systems powered by 
machine learning. I propose that structures of participatory decision-making 
should be built into every stage of Facebook’s and Google’s design of ma-
chine learning systems, allowing for deliberate experimentation and social 
learning about how best to support the flourishing of democracy in the de-
sign of infrastructural ranking systems. I call this the democratic utilities 
approach.

The two halves of the book connect two debates in political philosophy, 
law, and computer science that are too often considered separately: fairness 
and discrimination in machine learning and competition policy and privacy 
law in the regulation of Facebook and Google. Those interested only in debates 
about fairness and discrimination in machine learning can read chapters 1 
through 4, and those interested only in debates about regulating Facebook and 
Google can read chapters 5 through 8, but anyone interested in how democ-
racy can flourish in the age of AI should read both.

My motivating question connects these two debates: If our aim is to secure 
the flourishing of democracy, how should we govern the power to predict? 
Because machine learning is political, the pursuit of superficially neutral, tech-
nocratic goals will embed particular values and interests in the decision-
making systems of some of our most fundamental institutions. The regulatory 
structures that we build must enable deliberate experimentation and revision 
that encourage us to wrestle with the connections between fundamental po
litical values and choices in machine learning, rather than prevent us from 
doing so, for it is those connections that will determine the kind of future we 
build using machine learning. As the legal scholar Salomé Viljoen argues, ma-
chine learning raises “core questions [of ] democratic governance: how to 
grant people a say in the social processes of their own formation, how to bal-
ance fair recognition with special concern for certain minority interests, what 
level of civic life achieves the appropriate level of pooled interest, how to not 
only recognise that data production produces winners and losers, but also 
develop institutional responses to these effects.”9

A book about the politics of machine learning therefore becomes an argu-
ment about making democracy work in a society of immense complexity. To 
ensure that we pay unwavering attention to the political choices buried in 
technical systems, we must avoid forms of political oversight that constrict 
our capacity to discuss and make decisions together about value-laden 
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choices and instead embed forms of participatory decision-making every step 
of the way: in designing machine learning models, in setting standards and 
goals, and in governing the institutions that set those standards and goals. My 
proposals for reforming civil rights and equality law and for regulating Face-
book and Google are not meant to be definitive statements about regulatory 
policy, but rather prior arguments about how to structure the institutions and 
processes we develop to regulate machine learning given its unavoidably po
litical character. My goal is to show how democracies should regulate the 
power to predict if the overarching aim is to secure and promote the flourish-
ing of democracy itself.

A political theory of machine learning illuminates how to think about uses 
and abuses of prediction from the standpoint of democracy. Attempts to gov-
ern the power to predict through technocratic regulations that aspire to exer-
cise state power with neutrality, such as by conceiving of the state as the arbiter 
of fair decision-making, or by conceiving of the state as the protector of eco-
nomic competition and personal privacy, will make the governance of predic-
tion a matter not for public argument but for expert decree.

Only by wrestling with the political character of machine learning can we 
engage with the political and morally contestable character of debates about 
how to use prediction to advance equality and create a healthy public sphere 
and civic information architecture. There is no way to design predictive tools 
that can get around these moral and political debates; in other words, there is 
no technological solution to how we should govern the power of prediction. 
Instead of asking questions about the implications of technology for democ-
racy, as if we were passive agents who need protection from the inexorable 
forces of technology and the institutions that build it, this book asks what a 
flourishing democracy demands of technology regulation.

My Approach

When I started reading philosophy and political theory, I often wished that 
scholars would explain how their experience has shaped their arguments. It 
seemed obvious that political theory was shaped by experience and emotion 
as well as by analytic rigor, so why not be reflective and open about it? My work 
in an unusual combination of spheres is central to the argument and approach 
of this book, so I want to explain, briefly, where I am coming from.

I started thinking about how to regulate data mining while working in the 
UK Parliament. In 2016, Parliament was scrutinizing the Investigatory Powers 



10  I n t r o du c t i o n

(IP) Bill, the United Kingdom’s legislative framework for governing how the 
intelligence agencies collect and process personal data. Alongside Sir Keir 
Starmer MP, Tom Watson MP, and Andy Burnham MP, I was working to en-
sure that judges as well as politicians signed off on requests by intelligence 
agencies for data collection and analysis. The more I spoke to people in intel-
ligence agencies the more I saw the enormous gulf between what was happen-
ing in practice—mass data collection and processing, with limited oversight 
or evidence about how effective it was—and the public debate about the leg-
islation. It became clear that identifying and articulating political questions 
about how data are used to make decisions required understanding predictive 
tools themselves.10

After I moved to the United States for my PhD, I quickly enrolled in an 
introductory machine learning class. Much of what I read went over my head, 
but a basic training in statistics was enough to help me appreciate the moral 
and political stakes of debates in computer science about the design of ma-
chine learning models. And yet, when I looked around, almost everyone writ-
ing about it was either a computer scientist or a lawyer. Few political theorists 
were seriously engaging with questions about what prediction is, how predic-
tive tools should be designed, or how institutions that build and use them 
should be governed. So I set about reading all the computer science I could.

Soon after, I began working at Facebook. There I was a founding member 
of what became the Responsible AI (RAI) team, which needed people with 
multidisciplinary backgrounds that included ethics and political theory. Over 
four years at Facebook, I worked with the teams that built many of Facebook’s 
major machine learning systems, including the newsfeed ranking system and 
the advertising delivery system. The second half of the book uses this experi-
ence to explore what makes Facebook’s and Google’s machine learning sys-
tems political and the concrete choices that Facebook and Google make in 
designing them.11

These experiences convinced me of three things. First, the salient moral and 
political questions about prediction depend on choices made by computer 
scientists in designing predictive tools. Second, those choices are shaped by 
the institutional context in which they are made: the policies and culture of a 
company or public body, the temperament of those who lead it, and the pro
cesses established to run it. Third, this institutional context is itself shaped by 
law and regulation. Any compelling and principled account of how to regulate 
institutions that use predictive tools must start by reckoning with how they 
work in practice and are built.
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This combination of experience in politics and policy, AI teams in big tech-
nology companies, and scholarly training in political theory motivates the 
argument of this book. If I had lacked any one of these experiences, I doubt I 
would have thought in quite the same way about the connections between the 
design of predictive tools, institutional context, and law. To the extent that my 
approach is illuminating, it is because I have been fortunate enough to see 
through the eyes of those who build predictive tools, those who lead the com-
panies that build them, and those who are responsible for regulating them.

By using these experiences to imagine what things would look like if politi
cal theorists were steering debates about technology regulation, I hope to 
generate new questions for political theorists, computer scientists, and 
lawyers. For political theorists and philosophers, my goal is to offer a clear 
sense of the central moral and political questions about prediction and a 
strong argument about how to answer them. For computer scientists, my goal 
is to pose new questions for technical research based on a sharp sense of how 
technical concepts connect to familiar political ideals. And because my goal is 
to reframe concepts that underpin current legal approaches to the governance 
of technology, I should acknowledge to lawyers that many of the legal and 
policy implications of my argument are often orthogonal to, and sometimes 
at odds with, existing fields of discrimination, competition, and privacy law. 
Future work will develop more finely tuned policy interventions.12

My approach to this subject is also the result of my background. Although 
this book is a work of political theory and philosophy, it is also intended as a 
work of political strategy. My life is devoted to the practice and study of poli-
tics, and proposals for political reform succeed when the right coalitions can 
be built around them. At several junctures, my goal is not to advance a defini-
tive argument about a particular law or concept, but to clarify the stakes and 
pitfalls of particular strategies for reform by interrogating the concepts and 
arguments that underpin them. I hope to show what the world might look like 
if we pursue this or that path, and how each path might affect the flourishing 
of democracy.

Technology regulation is an opportunity, but one we could easily miss. 
Grasping that opportunity will require computer scientists, political theorists, 
and lawyers to collaborate to ensure that powerful institutions are explicit 
about the values and interests they build into their decision-making processes. 
That will require that politicians and policymakers confront the ambiguities 
and limits of some fundamental concepts, laws, and institutions that govern 
public bodies and private companies. By showing how technology regulation 
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and democratic reform are connected, my aim is to offer a compelling ap-
proach to one of the great challenges of our time: governing organizations that 
use data to make decisions—whether police forces or child welfare services, 
Facebook or Google—in a way that responds to some of the challenges our 
democracies are facing. Regulating technology and reenergizing democracy 
are entirely connected. Thinking hard about how we regulate technology 
sharpens some of what feels anemic and constricted about our democracies. 
And conversely, technology regulation is an opportunity to reimagine and 
reanimate democracy in the twenty-first century. Above all, I hope this book 
offers some compelling ideas about how we might grasp that opportunity with 
both hands.
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1
The Politics of Machine Learning I

No idea is more provocative in controversies about technology and society 
than the notion that technical things have political qualities. At issue is the 
claim that the machines . . . ​can embody specific forms of authority.1

—l a ngdon w in ner , “do a rtifacts h av e politics?” (1980)

allegheny is a medium-sized Pennsylvania county of about 1.2 million 
people; Pittsburgh is the county seat. The county has a history of working-class 
revolt, beginning with the Whiskey Rebellion of 1791, and it was home to the 
world’s first billion-dollar corporation, J. P. Morgan and Andrew Carnegie’s 
U.S. Steel. In 1997, Marc Cherna was hired to run Allegheny County’s Children, 
Youth, and Families (CYF) office, which, as he put it, was “a national disgrace”: 
CYF was processing just 60 adoptions a year, leaving 1,600 children waiting 
for adoption. Cherna recommended creating a single Department of Human 
Services (DHS) that would merge several services and house a centralized 
administrative database. Built in 1999, the database now holds more than a 
billion records, an average of 800 for each person in the county.2

CYF wanted to use these data to improve its decision-making. Too many 
dangerous cases were being missed, and the stark racial disparities found in 
cases were deemed worthy of further investigation. When officers receive a 
call reporting possible abuse, the “callers [often] don’t know that much” about 
the people involved in the allegation, explains Erin Dalton, leaving call screen-
ers with limited information to assess the risk to the child. Prejudice and bias 
can creep in as callers make unsupported assumptions about Black parents or 
the neighborhoods in which they live. CYF hoped that, by using data about 
each person’s “history” from the administrative database, call screeners could 
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make “more informed recommendation[s]” to better protect vulnerable 
children.3

After it decided to build a predictive tool, CYF did everything it could to 
structure a fair and transparent process for designing and adopting this tool, 
offering an exemplary lesson in bridging the gaps of experience, accountability, 
and language. The office empowered call screeners to explain to computer 
scientists designing the tool how they weighed different factors when making 
decisions. CYF also commissioned academics to develop transparent explana-
tions of the tool, completed an ethical review of the entire decision-making 
system, and worked closely with community stakeholders.

None of these measures could address underlying racial inequalities in 
child welfare provision. Across the United States, child protection authori-
ties are disproportionately likely to investigate Black families and dispropor-
tionately likely to remove Black children from their homes. When Cherna 
joined DHS in 1997, Black children and youths made up 70 percent of those 
in foster care, but only 11 percent of the county’s children and youth popula-
tion. These disparities remain stubbornly high. In 2016 Black children and 
youths made up 48 percent of those in foster care, but 18 percent of the 
county’s population. CYF found that its predictive tool simply reproduces 
these disparities and, when it is used to make real-world decisions, com-
pounds them.4

This finding prompted CYF to reflect on how decisions were made to 
investigate allegations of abuse and neglect and on the goals of child protec-
tion itself. Caseworkers felt that decisions should be based on the severity 
of the allegations, whereas supervisors felt that, because one-off incidents 
are often misunderstood by those who observe them, it would be better to 
estimate the risk of individuals involved in allegations using past administra-
tive data. Although they appear purely technical, choices involved in ma-
chine learning, by prioritizing the interests of some social groups over others 
and protecting some fundamental values while violating others, raise fun-
damental questions about the purpose of decision-making. Machine learn-
ing is political.5

This chapter uses the Allegheny Family Screening Tool (AFST) to explore 
what machine learning is and why it matters. I begin by examining the appeal 
of machine learning’s two promises of fairness and efficiency, which incentiv-
ize institutions to use prediction in decision-making. I then explore what ma-
chine learning is and describe the discrete choices involved in designing and 
using machine learning models. I then argue that machine learning is irreduc-
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ibly and unavoidably political. Machine learning is a process embedded within 
institutions that involves the exercise of power in ways that benefit some in-
terests over others and prioritize some values over others. Data mining can 
map, and machine learning can reflect, the multiple dimensions of inequality 
with unmatched precision. This exploration of the political character of ma-
chine learning sets the foundations for the rest of the book.

The Promise of Machine Learning

Decisions are hinges that connect the past to the future, a point of indetermi-
nacy where, for a brief moment, the future hangs in the balance. We especially 
experience that indeterminacy when we make big decisions: the stomach flut-
ter when deciding whether to marry someone, or the pang of anxiety when 
deciding whether to quit a job and move to a different town. Even minor 
decisions—deciding to fix that persistent warning light in the car, or deciding 
not to have that extra beer—shape the connection between the past and the 
future. The capacity to make unexpected decisions in full knowledge of the 
past, without allowing those decisions to be determined by it, is part of what 
makes us human.6

Machine learning holds two fundamental promises for decision-making: 
the promise of efficiency and the promise of fairness. The consulting company 
McKinsey & Company estimates the global value of the efficiency gains of-
fered by machine learning to be worth as much as $6 trillion. McKinsey ex-
plores using machine learning for “predictive maintenance, where deep learn-
ing’s ability to analyze large amounts of high-dimensional data from audio and 
images can effectively detect anomalies in factory assembly lines or aircraft 
engines”; or in logistics, to “optimize routing of delivery traffic, improving fuel 
efficiency and reducing delivery times”; or in retail, where “combining cus-
tomer demographic and past transaction data with social media monitoring 
can help generate individualized product recommendations.”7

Machine learning offers efficiency gains in the public sector too. Machine 
learning can help government bodies be “more efficient” in “terms of public 
sector resources and shaping how services [are] delivered,” and it can even 
“play a role in addressing large-scale societal challenges, such as climate change 
or the pressures of an aging population,” which often require the processing of 
large volumes of information. Machine learning could also “improv[e] how 
services work, sav[e] time, and offer meaningful choice in an environment of 
‘information overload.’ ”8
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The great obstacle to these efficiency gains is the slow and uneven pace at 
which machine learning is adopted in practice. Just 21 percent of the businesses 
that McKinsey surveyed had embedded machine learning in “several parts of 
the business,” and just 3 percent had integrated it “across their full enterprise 
workflows.” There is a growing gap between companies that build their own 
predictive tools, often large firms in financial services or the technology sector, 
and the typically smaller firms in education, construction, and professional 
services that purchase off-the-shelf tools. This gap is fast becoming a signifi-
cant driver of economic inequality.9

The second promise of machine learning is fairer decision-making. In a 
town hall debate in Boston, Massachusetts, Andrew McAfee, a professor at the 
Massachusetts Institute of Technology (MIT), argued that an app that uses 
machine learning to grade students’ exams is a fairer way to assign grades than 
a teacher grading individual exams. “If you think teachers are grading the one-
hundredth exam with the same attention as they graded the first,” argued 
McAfee, “I have hard news for you. . . . ​And if you think that if you gave teach-
ers the exact same exam five years in a row and they would give you the same 
grade on it, I have really hard news for you.” He argued that, instead of having 
teachers assign grades, subject to irrelevant factors like tiredness, the kind of 
day they have had, or how much they like a student, machine learning would 
remove human biases and make decisions with perfect consistency. “Let me 
assure the students in this room,” he concluded, “if you want to be evaluated 
fairly and objectively, you desperately want that app.”10

Consistency connects the efficiency and fairness promises of machine 
learning. Whereas people treat cases differently for all kinds of irrelevant rea-
sons, machine learning models generate predictions with complete consis-
tency, treating cases differently only if they are in fact statistically different for 
some prediction task. And according to one common view, consistency is 
what makes decision-making fair. The United Kingdom’s Royal Society, for 
instance, argues that, as well as being “more accurate,” machine learning can 
“be more objective than human[s],” helping to “avoid cases of human error,” 
like issues that “arise where decision-makers are tired or emotional.”11 Or as 
Erin Dalton explains about AFST, “Humans just aren’t good at this. They have 
their own biases. And so having a tool like this that can help to provide that 
kind of information to really talented staff really does just change every
thing.”12 Machine learning promises decision-making that is not only more 
efficient, but fairer too.
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What Is Machine Learning?

Many decisions we make are based on regularities or patterns. I wear my rain-
coat because there are dark and ominous clouds (it will probably rain). The 
United States has just declared war on Iran, so I head to the store to stock up 
on gas (the price of oil will probably go up). Most of those who make decisions 
about a child’s safety, releasing a defendant on bail, issuing a mortgage, or hir-
ing someone—or even about whether to call an election or go to war—do so 
in one way or another based on an assessment of probabilities, regularities, 
and patterns.

Machine learning automates the process of discovering patterns and regu-
larities by training a model to make predictions about an outcome of interest 
based on structures and patterns in data sets. An algorithm learns from data in 
which combinations of statistically related attributes serve as reliable predic-
tors of an outcome of interest. Where people are concerned, the aim “is to 
provide a rational basis upon which to distinguish between individuals and to 
reliably confer to the individual the qualities possessed by those who seem 
statistically similar.”13

I use the term “machine learning” in this book deliberately in order to 
distinguish my focus on predictive tools from the somewhat slippery, mythi-
cal term “artificial intelligence.” AI is better thought of as a scientific field 
rather than as a single technology that aims to build smart machines to 
achieve particular goals. Machine learning is better thought of, not as a single 
technology, but as a set of techniques and methods for prediction.14 Thinking 
in terms of techniques and methods draws attention to the human choices 
involved in designing and using predictive tools. As the computer scientist 
Cynthia Dwork explains, while many “foster an illusion” that algorithmic “de-
cisions” are “neutral, organic, and even automatically rendered without human 
intervention—reality is a far messier mix of technical and human curating” 
because data and algorithms reflect choices: “about data, connections, infer-
ences, interpretations, and thresholds.”15

How predictive tools work depends on how we design and use them. Ma-
chine learning is a set of techniques developed by humans that address prob
lems defined by humans, and training is done on data sets that are assembled 
by humans and reflect the structures, opportunities, and disadvantages of a 
very human world. This way of thinking about predictive tools helps make 
visible discrete human choices that shape how machine learning models work. 
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As Janine, one mother in Allegheny County, put it: “A computer is only what 
a person puts into it.” Our moral, legal, and political analysis should focus on 
these human choices—which are the focus of much of this book.16

We can separate two kinds of choices involved in machine learning. First is 
a set of choices about the design of a machine learning model, or how data will 
be used to make predictions: the outcome the model will learn to predict, the 
data the model will learn from, the features the model will use to predict the 
outcome, and the training algorithm that will be used to generate the model. 
The second is a set of choices about the deployment of a machine learning 
model, or how predictions will be used to make decisions: whether the model 
will be used to support or supplant human decisions and what actions will 
result from those decisions.

Predictions

target variable

The first choice in machine learning is the outcome that a model will learn to 
predict. An analyst (the person who builds a model) usually has something they 
want to know about, called the “outcome of interest.” This can be simple, such 
as which emails are spam, or more complex, such as whether candidates for a 
job would be good employees. The analyst must define a precise proxy for that 
outcome of interest that can be quantified, measured, and predicted—the “tar-
get variable.” The art of machine learning lies in turning vague problems in the 
real world into specific questions about the value of a target variable.17

figure 1.1. Building a decision-making procedure that uses machine learning
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Consider an easy case: building a model to detect spam. Suppose we define 
“spam,” the outcome of interest, as “unwanted email.” We need a target variable 
that serves as a reasonable proxy for unwanted email, something measurable that 
a model can be trained to predict. The easiest approach would be to use emails 
labeled as spam to train a model to predict whether new emails have features 
similar to those already labeled as spam. This is a proxy for the true outcome of 
interest, which is whether new emails are in fact spam. As definitions of unwanted 
email change or advertisers develop crafty new ways to make spammy emails look 
like regular emails, the proxy too must be changed and updated.18

Translating a vague problem into a target variable is often complex. Banks 
must decide whether an individual is sufficiently creditworthy to be offered a 
loan and what interest rate to attach to that loan. Creditworthiness is not an 
objective concept that captures something out there in the world, but a con-
cept defined by banks, regulators, and the credit industry that changes with 
financial conditions and varying appetites for risk. As such, financial institu-
tions exercise considerable discretion in defining the target variable used to 
predict creditworthiness. The choice of exactly what target variable is pre-
dicted by credit default models, and how those predictions are used in loan 
decisions, will shape who gets what loans.

Defining target variables always involves judgment. Consider how employ-
ers might use machine learning in hiring. An employer might define a good 
employee as someone who makes the most sales, produces the most in the 
least amount of time, stays in their job the longest, or contributes most to a 
team’s work ethic. Predicting each of these outcomes implies a view about 
questions of value: the qualities of a good employee, and whether the purpose 
of employment is to generate revenue, increase production, decrease staff 
turnover, or boost a firm’s morale. All are plausible candidates. Also implied is 
a prioritization among different interests. If an employer defines the target 
variable as the predicted length of time a candidate will be in the position, this 
could produce a model that tends to rank men above women, because, on aver-
age, men tend to stay in a position longer than women do.19 An employer’s use 
of the Myers-Briggs (MBTI) test to predict personality types could also im-
pact genders unequally, since MBTI personality types are distributed unevenly 
across genders.20

Defining the target variable is often the most significant choice in machine 
learning. It can have profound effects on those subject to a model’s predictions. 
Consider the AFST. The Child Abuse Prevention and Treatment Act, signed 
into law by President Richard Nixon in 1974, gives states the authority to 
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define abuse and neglect, above a certain minimum definition. There is no way 
to directly measure abuse and neglect, so AFST uses several proxies.21

The original version of AFST used two models that predicted different tar-
get variables. The first predicted the likelihood that an allegation of abuse and 
neglect deemed not to require further investigation (screened out) would be 
re-referred within two years—the probability of re-referral being conditional 
on being screened out. The second predicted the likelihood that an allegation 
of abuse and neglect deemed to require further investigation (screened in) 
would lead to a child being removed from their home and placed in foster care 
within two years—the probability of placement being conditional on being 
screened in. The original AFST system displayed the highest of the two risk 
scores.22

The problem with the first target variable is that it built in discrimination. 
CYF’s own research, in finding that Black families are disproportionately likely 
to be called in by other residents, identified referral calls as the major source 
of racial discrimination in the county’s child protection system. The model 
defined “maltreatment” in terms of an activity that CYF knew to be racially 
biased. As Erin Dalton explains, “We don’t have a perfect target variable. We 
don’t think there are perfect proxies for harm.”23

It is worth dwelling on why the risk of a child being placed in foster care is 
a better target variable than the risk of re-referral. Placement is an event that 
CYF directly observes: CYF always knows when a child has been placed in 
care. Placement is also a better proxy for abuse and neglect, because CYF 
removes children from their homes only in the most serious cases. More-
over, decisions about placement are made by different people than those mak-
ing decisions about call screening. As Alexandra Chouldechova, the computer 
scientist who helped evaluate AFST, explains: “By predicting an outcome that 
cannot be directly determined by the staff, we reduce the risk of getting 
trapped in a feedback loop” in which workers “effect the outcome predicted 
by the model”—for instance, by gathering incriminating evidence about cases 
the model labels as high-risk. Allegheny County eventually removed the re-
referral prediction model from AFST.24

training data

Since machine learning is about using data to make predictions, how we un-
derstand machine learning depends on how we understand data. Data are 
often assumed to represent something objective, as if each data point repre-
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sents a fact: where someone lives, how much they earn, or which welfare pro-
grams they use.25

Yet data reflect not fixed representations of reality, but human choices about 
what to measure and how. Data are provisional information whose provenance, 
presentation, and context require further scrutiny. As the philosopher of statis-
tics Ian Hacking writes, “Society became statistical [through] the enumeration 
of people and their habits. . . . ​The systematic collection of data about people 
has affected not only the ways in which we conceive of a society, but also the 
ways in which we describe our neighbour. It has profoundly transformed what 
we choose to do, who we try to be, and what we think of ourselves.”26

Data reveal patterns about populations. States and corporations measure 
people not primarily because they want to know about each individual, but 
because they want to understand the behavior of social groups, societies, and 
countries. The more data an institution has, the more sophisticated the pat-
terns they can detect and the more effectively they can use those patterns to 
predict, mold, and control. The power of the world’s largest tech companies 
depends not on more sophisticated machine learning techniques, but on the 
volume of data they have and the speed and efficiency with which they can 
gather more. Google is good at detecting spam because it can assemble a data 
set of billions of labeled examples. The power of machine learning often de-
pends on the volume of training data.27

The second step in machine learning is to assemble these training data. 
Choices about the target variable determine what a model learns to predict, 
and choices about training data determine what a model learns from. As with 
defining a target variable, assembling and interpreting data sets requires the 
exercise of judgment.

Consider the use of predictive tools in the Covid-19 crisis. As soon as the 
virus hit, scientists began to build models to predict how many could die. The 
range of predictions was enormous, from 200,000 to 2.2 million in the United 
States, and from 20,000 to 510,000 in the United Kingdom. Despite the often 
misleading reporting of these numbers, the range reflected an openness about 
the limits of what scientists understood about the disease and its spread. Imag-
ine a simple version of a model predicting how many could die from Covid-
19 in a country in which deaths are treated as a function of the number of those 
vulnerable multiplied by the infection rate multiplied by the fatality rate. Each 
of these variables incorporates a dizzying range of uncertainties.28

Take the fatality rate, calculated by dividing the total number of cases by the 
total number of deaths. Gathering data on these numbers is far from simple. At 
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the start of the pandemic, most countries were vastly underestimating their 
total number of cases. In the United States and the United Kingdom, where test-
ing was constrained, the number of reported cases was anywhere from three to 
sixty times fewer than the number of actual cases. Then there were the false 
positives and false negatives produced by Covid-19 tests. A false positive rate of 
4 percent might sound low, but for every one million tests, that could be forty 
thousand mistakes. Estimating the number of deaths is even more complex. 
Again, the problem was not just about partial data but about inherent uncer-
tainties in the data-gathering processes. What it meant for a death to be “caused” 
by Covid-19 was not clear: Should the death of someone in a hospital who had 
been dying from terminal cancer and tested positive count? Because hospitals 
were among the first places to get tests, such deaths were among the first cases 
counted as Covid-19 deaths. But what about my grandma? She died in a care 
home in Bury, United Kingdom, in April 2020 aged ninety-four. She had a 
cough and difficulty breathing, yet because there were no tests available at the 
time, hers was not recorded as a Covid-19 death.29

Data represent not facts but judgments. The more you explore data sets, the 
clearer the judgments involved in constructing them become. One simple 
input, the death rate, requires countless choices about measuring the infection 
rate and deciding whose deaths count as Covid-19 deaths. Predictions can 
obscure the choices involved in assembling data.

Choices about what to measure—and what not to measure—are inextri-
cably bound up with structures of power. Those least likely to produce data 
trails are often those most excluded by society, as institutions have less interest 
in gathering data about those who cannot engage in the formal economy. This 
results in “the non-random, systemic omission of people who live on big data’s 
margins.”30 For instance, Street Bump is an ingenious app built in Boston that 
uses the accelerometers in smartphones to detect potholes. This can help cut 
the costs of keeping roads safe. Potholes are most effectively reported, how-
ever, in areas where most people have smartphones, that is, in generally 
wealthier neighborhoods that already have fewer potholes. Relying on the app 
would cause authorities to reduce services to already underserved, poorer 
communities. The widespread assumption that data accurately represent a 
population is more often wrong than right.31

AFST is also an example of partial data. In its original form, one-quarter of 
the variables in AFST’s training data set were measures of poverty, while an-
other quarter tracked the juvenile justice system. As a result, AFST was trained 
on data that disproportionately represented low-income, African American 
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households and excluded the kind of data produced by wealthier, white fami-
lies, such as private health insurance. “We really hope to get private insurance 
data. We’d love to have it,” explains Erin Dalton. The over- or underrepresen
tation of a social group in data distorts the predictions of a model trained on 
that data.32

As well as being unrepresentative or biased, data can also capture historic 
or current prejudice. Three decades ago, St George’s Hospital in London de-
veloped an algorithm that sorted applicants to its medical school using historic 
admissions decisions. Those admissions decisions had systematically disfa-
vored women and minorities with equally impressive credentials. The editors 
of the British Medical Journal observed that “the program was not introducing 
new bias but merely reflecting that already in the system.”33 This is an impor
tant point. Machine learning systems reflect historic inequalities. If “prior deci-
sions affected by some form of prejudice serve as examples of correctly ren-
dered determinations, data mining will necessarily infer rules that exhibit the 
same prejudice.”34 The issue here is not about inaccurate data, but about data 
that accurately reflect an unjust world. Outcomes produced by machine learn-
ing models often reveal underlying social inequalities.

Latanya Sweeney discovered an illustration of data reflecting not historic but 
current prejudice. Google was more likely to show ads that looked like arrest 
records when a user searched for a Black-sounding name. This happened not 
because the companies paying for these ads intended to target Black people, 
but because Google’s “quality score,” which it used to rank advertisers’ bids, had 
learned which ads got the most clicks from viewers. Because people searching 
for Black-sounding names more often clicked on arrest records ads than those 
searching for white-sounding names, Google was more likely to return arrest 
records ads in searches for Black-sounding names. Google’s results reflected 
users’ prejudices, but in doing so it unintentionally solidified them.35

features

The third choice involved in machine learning is selecting the features to in-
clude in a model, sometimes called “attributes.”36 Data never wholly reflect the 
complexity of a single person, as it “is often impossible to collect all the attri-
butes of a subject or take all the environmental factors into account within a 
model.”37 Businesses and governments often rely on crude and imperfect prox-
ies. For instance, the car insurance rates of Black families often drop signifi-
cantly when they move from inner-city neighborhoods to the suburbs, not 
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because anything has necessarily changed about their objective risk (the car 
might even have been parked in a valet garage), but because insurance com-
panies use reductive features like zip code as proxies for risk. Car insurance 
rates are also determined as much by the risk of others like you as by your own 
individual risk. If you happen to be a safer driver than the average young man, 
or have better eyesight than the average old-age pensioner, then tough luck. 
Even vast numbers of attributes produce a reductive representation of each 
person.38

Machine learning can avoid some of the worst effects of using coarse, reduc-
tive features. Compare the features that a human and a machine learning 
model might use in hiring. When looking at a person’s educational back-
ground, humans often focus on the reputation of colleges, even though a col-
lege’s reputation may say little about the applicant. Applicants from low-
income or ethnic minority backgrounds are systematically disfavored if these 
groups graduate from prestigious colleges at disproportionately low rates. 
Machine learning can distinguish more granular features that might better 
predict the target variable—for instance, applicants’ grades in courses relevant 
to the job, regardless of where they went to college. Similarly, in a display of 
so-called rational racism, humans often use protected attributes because the 
information they want is hard to obtain. Given racial disparities in conviction 
rates, employers may consider race where they do not have access to criminal 
records, even though race is a poor predictor of an individual’s criminal record. 
By learning more sophisticated statistical relationships between features, ma-
chine learning can help address rational racism.39

Whether or not protected attributes like race are included in a model often 
makes little difference in machine learning.40 The features that a model uses 
to sort people in relation to a target variable—to predict whether a child is at 
risk of abuse or whether a job applicant will be a good employee—often also 
sort individuals according to membership in a particular class. Cynthia Dwork 
calls this “redundant encoding”—when other variables encode information 
about the members of protected classes.41 Many criteria “genuinely relevant 
[to] making rational and well-informed decisions” also “serve as reliable prox-
ies for class membership.”42 For this reason, machine learning can often “dis-
cover patterns of lower performances, skills, or capacities protected-by-law 
groups.”43 Correlations between protected attributes and features like income 
or conviction rates often reflect patterns of systemic inequality.

These are not examples of machine learning gone wrong because of biased 
or unrepresentative data, but cases in which data accurately reflected social 
inequalities and patterns of disadvantage. Organizations may use legitimate 
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criteria—referral calls for Allegheny County or job tenure for employers—but 
find that those criteria are distributed unevenly between advantaged and dis-
advantaged groups. If a particular attribute is distributed unevenly across a 
population, more precise machine learning will simply reflect that distribution 
more accurately. Data mining can map, and machine learning can reflect, the 
multiple dimensions of inequality with unmatched precision. Powerful predic-
tive tools illustrate the multiple ways in which our chances in life are shaped 
by the structure of our social world.

model

The final choice in machine learning is the selection of the model, which in-
volves what may be unfamiliar terms like “logistic regression models,” “decision 
trees,” “K nearest neighbour (kNN) classifiers,” “random forest models,” and 
“gradient boosting algorithms,” like XGBoost. To decide which model to select, 
an analyst will often randomly split a data set into three components: a training 
set used to fit the models; a validation set used to decide which model to deploy; 
and a test set to assess the capacity of the trained model to generalize.44

In applied machine learning, model selection often involves trade-offs be-
tween complexity, accuracy, and error rates. The original versions of both 
AFST models used logistic regression fitted to weighted features. The com-
puter scientists who updated the system decided to change the AFST’s model, 
however, because, while more complex random forest and XGBoost algo-
rithms produced slightly more accurate models, simpler LASSOO and logistic 
regression approaches were easier to implement and easier to debug. In high-
stakes settings such as child protection, models that are easier to manage, 
maintain, and interpret may often be preferable.45

Decisions

The effects of predictions depend on how they are used to make decisions. The 
effects of decisions depend on what kind of actions they produce.46

predictions to decisions

The first choice in deploying a model is deciding how to use predictions to 
make decisions. A model can be used to supplant human decisions, such as 
when a model ranks job applicants and automatically invites the top half for 
interviews. Or a model can be used to support human decisions, such as when 
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a model’s ranking of applicants is presented to a person who decides whom to 
invite to interview. Delegating a decision to a model, often called “automa-
tion,” is itself a choice for which an institution can be held accountable.

Clarity about the goals of decision-making must be achieved before making 
choices about using predictions in decisions. The DHS in Allegheny County 
had three goals in introducing AFST. First, DHS wanted to use its administra-
tive database to improve the accuracy of decisions. Before AFST, 52 percent 
of call-in reports from 2010 to 2016 were judged not to require further investi-
gation (screened out). Of those, 52 percent were re-referred for a new allega-
tion within two years, suggesting that those cases might have benefited from 
further investigation. Machine learning models often perform much better 
than people at narrow prediction tasks.47

Second, DHS wanted to make decision-making more consistent. Call 
screeners weighed different information in different ways: some focused on the 
history of a mother’s interaction with the welfare system, while others placed 
more weight on a father’s criminal record. When the county analyzed cases that 
resulted in significant harm to the child—known as “critical incidents”—it 
found that multiple referrals had been made in cases that were not deemed to 
require further investigation. While some of these decisions were defensible in 
isolation, had call screeners looked at the broader pattern, they would have seen 
a clear picture of risk. As Chouldechova explains: “The primary aim of intro-
ducing a prediction model is to supplement the often limited information re-
ceived during the call with a risk assessment that takes into account a broader 
set of information available in the integrated system.”48

Third, DHS aimed to promote equity. People can be unreliable and unfair 
in how they make decisions—for instance, by placing disproportionate em-
phasis on recent cases in which a child was seriously harmed, or by treating a 
family’s address in a high-crime neighborhood as a proxy for parental risk. It 
can be hard to evaluate what drives particular human decisions, as people im-
pose a retrospective rationality on decisions that involved memory, stories, 
and emotion.

Because of the stakes of the decision, CYF decided not to use AFST to 
“replace human decision-making” but to “inform, train, and improve the deci-
sions made by . . . ​staff.” To do so, CYF had to decide how to present AFST’s 
predictions to caseworkers. The agency decided to present AFST’s predictions 
as discrete risk scores ranging from 1 to 20, using a color coding system that 
begins with green for a score of 1, then gets warmer through shades of yellow and 
finally red, like a thermometer. These colors convey as much information as the 
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numbers: green means “nothing to see here,” while red means “WARNING!” 
After AFST was deployed, the number of screened-in calls that were investigated 
increased by 22 percent.49

Even the choice to present AFST’s predictions as discrete risk scores in-
volved judgments about how call screeners should understand risk. Each 
number on the AFST scale represents a ventile of the estimated probability 
distribution, that is, there is a 5 percent chance a case will fall within this cat-
egory. Because the probability distribution is logistic, risk scores presented to 
call screeners do not represent linear increases in the underlying risk of place-
ment. The difference between placement risk for scores of 18 and 20 might be 
significantly greater than the difference in placement risk for scores of 2 and 4, 
or 12 and 14. The difference between placement risk might be greater for two 
scores of 19 than for scores of 6 and 10. AFST’s scores should not be treated as 
linear estimates of underlying risk, and yet it is not clear if this has been clearly 
conveyed to call screeners.50

Prediction can change how humans make decisions, subtly displacing the 
exercise of judgment, empathy, and contextual knowledge. As the writer and 
antipoverty campaigner Virginia Eubanks, who first explored the AFST case, 
writes, AFST “is supposed to support human decision-making,” and yet, in 
practice, the algorithm seems to be “training the intake workers.”51 CYF used 
to require calls with a risk score of 18 or higher (the riskiest 15 percent) to be 
automatically flagged for further investigation, subject to manager override. 
Now CYF requires that calls with a score of 16 or higher (the riskiest 25 percent) 
be automatically flagged, and managers must provide a clear justification for 
any override. What’s more, call screeners are now shown only the require-
ments for automatic screen-in or screen-out for cases with the lowest and high-
est risk scores, not their underlying scores. Once a machine learning model 
has been deployed, there are strong incentives to widen the scope of predic-
tion and narrow the scope for the exercise of human judgment.52

decisions to actions

Machine learning invites reflection on the connection between decisions and 
actions. Whereas the link between human decisions and actions is obvious—
you fix the warning light after you decide to fix the warning light, and you stop 
drinking beer after you decide to stop drinking beer—the actions that result 
from decisions informed by prediction are often less obvious and more con-
testable. In AFST, a call screener uses risk predictions to decide whether to 
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screen in a call, unless the predicted risk is above 16, when caseworkers are 
automatically sent to investigate. If the call screener decides that further inves-
tigation is required, caseworkers are sent to the child’s home to investigate. 
Depending on what the investigation reveals, families might be required to 
accept regular visits from child protection services, or a child might be placed 
in foster care.

The Politics of Machine Learning

It is now commonplace to assert that technologies are never neutral. But rarely 
do scholars or policymakers explore what that means, or more precisely, why 
choices about the design of technology involve moral and political judgment. 
Two notable exceptions that have profoundly influenced this book are Cathy 
O’Neil’s Weapons of Math Destruction and Safiya Noble’s Algorithms of Oppres-
sion. Both of these books recognize that choices about the design and use of 
predictive tools benefit some people but harm others, that they bake in some 
values but foreclose others. As O’Neil puts it, “Models, despite their reputa-
tion for impartiality, reflect goals and ideology. . . . ​Our own values and desires 
influence our choices, from the data we choose to collect to the questions we 
ask. Models are opinions embedded in mathematics.”53

Interests and Values

There are two senses in which choices in machine learning are political. First, 
they almost always prioritize the interests of some social groups over others. 
Consider AFST’s choices that reproduced racial disparities in child welfare 
provision. First was the choice of target variable. Because Black families are 
disproportionately likely to be referred for reasons not relevant to the under
lying risk of abuse and neglect, AFST built in racial bias when it chose to 
predict the risk of re-referral. Second was the choice of data to include in the 
training set. Using solely DHS’s administrative data, poorer Black families 
were disproportionately likely to be flagged for investigation, whereas includ-
ing data that captured information about wealthier families, such as private 
insurance, or excluding data from the juvenile justice system might have re-
duced racial disparities. As long as race conditions the opportunities that 
people are afforded and data sets reflect the outcomes of systemic racism, 
choosing how to assemble and use training data in machine learning will be 
unavoidably political.54



T h e  P o l i t i c s  o f  M a c h i n e  L e a r n i n g  I   29

Second, choices about the design of machine learning models are political 
because they build in some values but foreclose others. In AFST, designing 
and integrating the predictive tool prompted CYF to reflect on how decisions 
about investigating allegations of abuse and neglect should be made. Two 
competing theories were unearthed. Caseworkers felt that decisions should 
be based on the severity of the allegation, whether a child was left unattended 
for a while or was physically abused. Supervisors felt that one-off incidents 
could be misleading and were often misunderstood by those who made refer-
ral calls, preferring to use administrative data to estimate the risk to children 
of the people involved in an allegation. By focusing on rare but egregious cases 
that may not be captured by averages, the first approach prioritizes the preven-
tion of the worst kinds of harm. Whereas by focusing on statistical patterns, 
the second kind focuses on preventing harm to the maximum number of 
children. Although both approaches are defensible, they imply different views 
of the purposes of child protection and the values that should guide decisions 
to investigate allegations of abuse and neglect.55

In an unequal and unjust world, there is no way to avoid prioritizing some 
interests and values over others in the design of machine learning models. CYF 
hoped AFST would enable better measurement and understanding of racial 
disparities. “I see a lot of variability,” notes Erin Dalton, speaking of call screen-
ers’ decisions. “I would not go so far as to say that [AFST] can correct dispro-
portionality, but we can at least observe it more clearly.” Yet even with the best 
of intentions, predictive tools replicate patterns of inequality encoded in data, 
subjecting disadvantaged groups to the unalterable judgment of predictive 
systems. The costs can be all too human. As one father described the experi-
ence of being investigated: “I didn’t think it was fair, but I wasn’t going to fight 
it. I thought maybe if I fought it they would actually come and take her. . . . ​
That’s the first thing you think: CYF takes your kids away. It’s a very sick feeling 
in the stomach, especially with the police there. I’ll never forget it.”56

Raising the Stakes

As Cathy O’Neil and Safiya Noble argue, machine learning also increases 
the scale and speed at which predictions can be used to make decisions. 
Machine learning raises the stakes of how we structure decision-making; at 
the same time, because machine learning is a technical process executed by 
computer scientists, it can obscure underlying moral and political choices. 
Machine learning both amplifies and obscures the power of the institutions 
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that design and use it. The danger is that the predictions generated by ma-
chine learning models all too quickly come to feel inevitable, natural, be-
yond our power to control.

control at scale

Because machine learning models make predictions in the same way across 
time, space, and cases, choices about the design of models fix a certain way of 
making predictions on an enormous scale. Machine learning models leave no 
room for discretion or chance or variation; they make predictions in the same 
way on a much, much bigger scale than has ever previously been possible. Even 
models used in relatively small geographic areas impose consistency on a 
much bigger scale than human decision-makers could, raising the stakes of 
choices about how they are designed.

How individual call screeners make decisions can change over time. Imag-
ine that a call screener goes home over the weekend and reads a series of books 
about the history of racism in the US welfare system that change her mind 
about how to weight the factors involved in screening decisions. After return-
ing to work on Monday, she vows to make decisions differently and encour-
ages colleagues to do the same. Such a change cannot happen with predictive 
tools. The way AFST generates risk predictions is fixed until humans retrain 
the model with new data or change the target variable it predicts. Whatever 
prejudice the model embeds is frozen in place, affecting the lives of the 1.2 
million residents of Allegheny County. Choices about the design of machine 
learning models are best compared not to individual human decisions, but to 
choices about the rules, policies, and even the laws that shape how institutions 
make decisions on a significant scale.

Many of the examples we explore operate on a much bigger scale than 
AFST. We examine the models used to predict the risk that someone will reof-
fend across the United States and the models used by Facebook and Google 
to moderate content and distribute information that shapes what billions of 
people across the globe read, see, and hear. By changing the design of Face-
book’s machine learning models, Mark Zuckerberg can change, with the stroke 
of a pen, the content that people across the globe see every day. Machine learn-
ing makes that scale possible. If the choices involved in machine learning are 
political, the scale at which machine learning enables decisions to be made 
raises the stakes of those choices.
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control at speed

Machine learning also enables decisions to be made at immense speed. When 
Facebook’s content moderation or advertising system benefits some social 
groups over others, or prioritizes some values over others, the speed at which 
the system operates enables it to make millions of decisions every second, 
further raising the stakes of how those systems are designed and deployed. The 
same is true of AFST. A call screener can evaluate a limited set of information 
about a limited number of cases, but AFST can perform hundreds or thou-
sands of screenings every minute, limited only by the power of Allegheny 
County’s computers.

In many examples we explore, the speed of machine learning becomes even 
more problematic because predictions influence the outcomes they are meant 
to predict, creating a kind of feedback loop between predictions, decisions, 
and actions. Consider AFST. Training AFST on data that disproportionately 
capture information about poorer, African American families makes it more 
likely that AFST will flag these families as high risk and subject them to more 
frequent investigation by authorities. As a result, children from poorer, African 
American families are placed in foster care at disproportionately high rates, 
which further increase racial disparities in the measured risk of placement. 
These data are then fed back into AFST, and the loop begins again. Taking 
actions based on predictions that reflect patterns of inequality can produce 
self-reinforcing loops of injustice.57

the obfuscation of control

The predictions of machine learning models can quickly come to feel natural 
or inevitable, obscuring the political character of the human choices that went 
into their design. As O’Neil puts it, the result of algorithms like AFST is “that 
we criminalize poverty, believing all the while that our tools are not only sci-
entific but fair.”58

The politics of machine learning is often buried in the technical details of 
the choices made in the process of machine learning: deciding what the model 
will predict, assembling the training data, deciding which features to include, 
and selecting the model. While machine learning encourages more explicit 
reasoning about trade-offs in the design of decision procedures, it forces that 
reasoning to be articulated in technical, quantitative terms. To those not trained 
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in translation between the quantitative and the qualitative, recognizing the im-
plications of technical choices for interests and values can be extremely difficult. 
Machine learning “is political in the sense that [it helps] to make the world 
appear in certain ways rather than others. . . . ​Realities are never given but 
brought into being and actualised in and through” the design and deployment 
of machine learning models.59 How machine learning models are designed and 
used not only “produces winners and losers,” but “define[s] who wins and who 
loses” and “determine[s] the stakes of winning and losing.”60

Data reflect the structure of our social world. How we choose to use data 
to make predictions—the design of machine learning models—and to use 
predictions to make decisions—the deployment of machine learning 
models—has an unavoidably political character. By appearing inexorable and 
immutable, predictions can obscure the uncertainties, as well as the moral and 
political judgments, involved in generating data. By enabling an institution to 
exert greater control over how predictions are generated and used on a bigger 
scale and more quickly than ever before, while hiding that control behind a 
veil of scientific authority, machine learning both amplifies the power of the 
institutions that use it and obscures in whose favor that power is exercised and 
the values on which it is based. Because it may be the most powerful predictive 
tool humanity has yet invented, machine learning is an excellent case study for 
interrogating the power of prediction, which it takes to a clarifying extreme. 
Machine learning has become sufficiently powerful that questions about how 
we should govern predictive tools have become central to the flourishing of 
democracy itself.

The fundamental starting point of this book is that predictive tools are po
litical. Unearthing the politics of particular predictive tools requires consider-
able patience and a willingness to traverse disciplinary and institutional 
boundaries. The rest of this book explores questions about how democracies 
should govern the political choices involved in designing and using predictive 
tools. If predictions could be made from data produced in a world free from 
injustice, then perhaps we could avoid those questions. But that is not our 
world.61

Performative Prediction

The concept of performative prediction is a useful case study in the political 
character of machine learning because it illustrates the connections between 
predictions, decisions, and actions. Moritz Hardt, a computer scientist at Cor-
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nell, defines “performative prediction” as what happens when predictions 
“influence” or “trigger actions that influence the outcome” they aim to predict, 
such that a model’s “prediction causes a change in the distribution of the target 
variable.”62 Although this idea has been well studied in other contexts, it is 
relatively new to computer science. We return to it often here.

Imagine a bank using machine learning to predict the probability that loan 
applicants will default on their loan. The actions the bank takes on the basis of 
these predictions shape the effects of those actions. Suppose the bank finds 
that African Americans have higher average rates of loan default. If the interest 
rate that the bank attaches to loans depends on loan default predictions, such 
that it assigns higher interest rates to individuals with a higher probability of 
default, this higher rate could increase the proportion of those individuals who 
do in fact default. This effect would produce another self-reinforcing loop, 
because it would increase racial disparities in default rates, further increasing 
the average interest rate assigned to African Americans; that higher rate, in 
turn, would increase the proportion who do in fact default. As Hardt writes: 
“In a self-fulfilling prophecy, the high interest rate further increases the cus-
tomer’s default risk.”63 Actions taken based on a model’s predictions (the inter-
est rates attached to loans) can cause outcomes that confirm those predictions 
(an increasing rate of loan default and default risk).

Understanding performative prediction depends on information that is 
often hard to obtain, reminding us of the importance of the judgments and 
uncertainties that underpin data. For instance, in a bid to advance racial jus-
tice, suppose the bank pledges to grant an equal proportion of loans to African 
Americans and white Americans. If a lower proportion of African Americans 
are in fact unable to repay their loans, this approach would grant loans more 
generously to African Americans than an unconstrained, optimally accurate 
model would, effectively offering loans to people who cannot afford to repay 
them and thus increasing racial disparities in the average default rate. Whereas 
if the bank’s data systematically underestimate the ability of African Americans 
to repay, granting them an equal proportion of loans makes the bank more 
generous in granting loans to African Americans who can in fact repay, im-
proving their long-run welfare. The moral and political implications of using 
predictions to make decisions depend on a fine-grained understanding of the 
institutional realities in which predictive tools are built and used.64

Performative prediction is extremely common in the real world, and one 
of the most powerful mechanisms by which machine learning can entrench 
existing social inequalities. When predictions are used to make decisions and 
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actions are taken on the basis of those decisions, predictions themselves can 
affect the distribution of the outcome being predicted in the population. If 
predictions are generated from data that reflect patterns of disadvantage, pre-
dictions can shape the world in their image, projecting the injustices of the 
past into the future. As O’Neil argues, “Big Data processes codify the past. 
They do not invent the future. Doing that requires moral imagination, and 
that’s something only humans can provide. We have to explicitly embed bet-
ter values into our algorithms, creating Big Data models that follow our ethi-
cal lead.”65

As we explore many cases of performative prediction, let me end with an 
example that has nothing to do with machine learning. In situations of uncer-
tainty, people tend to use stereotypes to make decisions. In structuring 
people’s incentives, these stereotypes can encourage behavior that confirms 
the stereotype, fueling a process similar to performative prediction. In rob-
bery, when offenders use visual clues to decide which victims are likely to re-
sist, offenders have an incentive to select victims who hold negative stereo
types about them: “[Whites] got this stereotype, this myth that a black person 
with a gun or knife is like Idi Amin or Hussein. And [a] person [who believes] 
that will do anything [you say].”66

As a graduate student in Chicago in the 1960s, Brent Staples, later an editor 
at the New York Times, noticed that white stereotypes created an incentive for 
him to behave in ways that confirmed that stereotype. “I became an expert in 
the language of fear,” he explains. “Couples locked arms and reached for each 
other’s hand when they saw me. Some crossed to the other side of the street.” 
Initially, he would reassure them by whistling Vivaldi’s “Four Seasons” and 
watch “the tension drain from people’s bodies. . . . ​A few even smiled as they 
passed me in the dark.”67

“One night,” however, Staples “stooped beneath the branches and came up 
on the other side, just as a couple was stepping from their car into their town 
house. The woman pulled her purse close with one hand and reached for her 
husband with the other. The two of them stood frozen. . . . ​I felt a surge of 
power. . . . ​If I’d been younger, I’d have robbed them, and it would have been 
easy. All I’d have to do was stand silently before them until they surrendered 
their money.”68 Stereotypes about Black male violence function as performative 
predictors, shaping the incentives and self-understandings of Black men them-
selves in ways that encourage them to engage in behavior that confirms the 
stereotype. Blacks are twenty times more likely to rob whites than whites are 
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Blacks, and because arrest rates are higher for robbery than for other crimes 
of theft, a disproportionate number of Black men end up in prison.69

There is nothing determinative about performative prediction. It depends 
on the actions taken on the basis of predictions. After all, Brent Staples chose 
not to rob that couple. But “by conflating forecasting the future with replicat-
ing the past,” the risk is that predictive tools make it easy to rationalize “con-
tinuing structural inequality.”70
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2
Fairness

A good laboratory, like a good bank or a corporation or government, has to 
run like a computer. Almost everything is done flawlessly, by the book, and all 
the numbers add up to the predicted sums. The days go by. And then, if it is a 
lucky day, and a lucky laboratory, somebody makes a mistake . . . ​then the 
action can begin . . . ​1

—l e w is thom a s, t h e m edus a a n d t h e sna i l  (1979)

an article in 2016 made predictive tools central to debates about race and 
criminal justice reform. ProPublica, the investigative newsroom, found persis
tent racial disparities in the error rates of a risk prediction tool used in the crimi-
nal justice system across the United States. The piece began with two stories. 
Brisha Borden was on her way to pick up her god-sister from school in Fort 
Lauderdale, Florida, when she saw a blue bicycle and a silver scooter. She and 
her friend tried to ride them down the street, but as they realized the bike and 
scooter were too small, a woman ran out yelling, “Hey, that’s my kid’s stuff.” They 
dropped the stuff and walked away, but a neighbor had already called the police. 
Borden was arrested and charged with petty theft. She was eighteen.

Vernon Prater, who was forty-one, was arrested and charged with shoplift-
ing tools from a Home Depot store. Prater had already been convicted of 
armed robbery and attempted armed robbery and had served five years in 
prison, whereas Borden had a much less serious record of juvenile misdemean-
ors. When the two were admitted to jail, the risk prediction tool labeled Bor-
den as high risk and Prater as low risk. Both predictions turned out to be 
wrong. Two years later, Borden had not been charged with any new crimes, 
while Prater was serving an eight-year prison sentence for stealing thousands 



Fa i r n e s s   37

of dollars of electronics from a warehouse. Borden’s prediction was what com-
puter scientists call a false positive: an incorrect prediction of high risk. Prat-
er’s was a false negative: an incorrect prediction of low risk. Borden was Black. 
Prater was white.2

Computer scientists have taken different views about the risk prediction 
tool, fueling a subfield of computer science that explores different mathemati-
cal definitions of fairness. This chapter describes four of these definitions of 
mathematical fairness across social groups, each of which aspires to embody 
Aristotle’s principle of equal treatment: that similarly situated people should 
be treated similarly and differently situated people differently. I show that the 
mathematical impossibility of simultaneously achieving fairness according 
to more than one of these definitions makes the trade-offs involved in using 
data to make predictions in an unequal world inevitable. Given these inescap-
able trade-offs, I argue that mathematical definitions of group fairness make 
two mistakes.

First, mathematical definitions apply equal treatment to the wrong thing. The 
imperative to treat people as equals applies to human decisions, not machine 
predictions. Our decision-making goals often do not translate straightforwardly 
into the design of predictive tools. The moral irrelevance of some characteristics 
to human decisions does not require forcing those characteristics to be statisti-
cally irrelevant to machine predictions; in fact, imposing mathematical defini-
tions of group fairness may sometimes fail to treat people as equals. Group fair-
ness in machine learning is generally orthogonal to, and sometimes actively 
undermines, equal treatment in human decision-making.

Second, mathematical definitions of group fairness bake a particular inter-
pretation of equal treatment into machine learning models, placing that inter-
pretation beyond the reach of public scrutiny and political contest. Aristotle 
believed that the meaning of equal treatment cannot be deduced from first 
principles and that disagreements about similarity and difference are central 
to debates about justice and equality. Living together in political societies re-
quires us to justify our judgments about who is similar and to whom in par
ticular cases. By building into machine learning models the assumption that 
protected characteristics are not justifiable bases on which to treat people dif-
ferently, group fairness definitions can block public discussion about the moral 
relevance of difference. Debates about group fairness definitions should not 
distract from the more important question of what responsibilities institutions 
should have to address structural inequalities by using protected characteris-
tics to treat differently those who are differently situated.3
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The regulatory strategy for which this chapter argues is simple. If regula-
tors insist on imposing constraints on predictive tools, they should institu-
tionalize Cynthia Dwork’s individual fairness approach. Instead of attempt-
ing to impose a universal definition of equal treatment, Dwork’s approach 
forces institutions to define precisely who a predictive tool treats similarly 
to whom, isolating political judgments about the interpretation and applica-
tion of equal treatment. Because the critical virtue of Dwork’s approach is 
that it addresses how computer science is institutionalized in the real world, 
it has been widely overlooked in debates about fair machine learning. Its 
strength is not that it has the right fairness definition, but that it does not 
attempt to find one.

Generally, however, law and policy should focus on how predictions are 
used to make decisions, not on how data are used to make predictions. If we 
wish to advance social equality, we should be wary of reaching for mathemati-
cal definitions of group fairness because they embed contestable interpreta-
tions of ethical principles into the design of predictive tools, often harming the 
groups they are meant to help. Instead, we should generally build uncon-
strained, well-calibrated machine learning models but use their predictions to 
make decisions in ways that resemble affirmative action—for instance, by ap-
plying different decision thresholds across social groups. Machine learning 
models are predictive tools; humans are decision-makers. When machine 
learning models unearth social inequalities, fair machine learning is not a solu-
tion to the underlying problem—it is a tool to help us diagnose it.4

Defining Fairness

The risk prediction tool that ProPublica analyzed is called COMPAS (Correc-
tional Offender Management Profiling for Alternative Sanctions). When de-
fendants are booked into jail in Broward County, Florida, where Brisha Borden 
and Vernon Prater were arrested, they are asked to respond to a COMPAS 
questionnaire with 137 questions, including “Was one of your parents ever sent 
to jail or prison?,” “How many of your friends/acquaintances are taking drugs 
illegally?,” and “How often did you get into fights at school?” Arrestees are also 
asked to agree or disagree with the statements “A hungry person has the right 
to steal” and “If people make me angry or I lose my temper, I can be danger-
ous.” Answers are fed into the COMPAS model, which generates an individual 
risk score that is reported in three buckets: “low risk” (1 to 4), “medium risk” 
(5 to 7), and “high risk” (8 to 10).
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COMPAS combines information about past crimes with respondents’ an-
swers to predict individual risk across multiple categories of “criminogenic 
needs,” including substance abuse, stability of residence, social isolation, and 
criminal personality. This chapter focuses on one target variable: recidivism 
risk, which is the risk that someone will commit a crime—“a finger printable 
arrest involving a charge and a filing for any uniform crime reporting code”—
within two years of release.5 COMPAS predicts the risk of both general recidi-
vism, which refers to all crimes, and violent recidivism, which refers only to vio-
lent crimes. Judges use these recidivism prediction models to decide whether 
to release a defendant on bail, and parole boards use them to decide whether to 
release a prisoner on parole.6

ProPublica accused COMPAS of racism: “There’s software used across 
the country to predict future criminals. And it’s biased against blacks,” read the 
subheading on the article. ProPublica found that COMPAS’s error rates—the 
rate at which the model got it wrong—were unequal across racial groups. 
COMPAS’s predictions were more likely to incorrectly label African Ameri-
cans as high risk and more likely to incorrectly label white Americans as low 
risk. “In the criminal justice context,” said Julia Angwin, coauthor of the Pro-
Publica article, “false findings can have far-reaching effects on the lives of the 
people charged with crimes.”7

Understanding this claim, and the research it prompted, requires exploring 
the mathematical definitions of fairness that computer scientists have devel-
oped. I describe four definitions of what it means for a predictive tool to be 
fair across social groups. Each aspires to apply the ancient principle of equal 
treatment to machine learning: to treat those who are similar similarly and 
those who are different differently.8

Four Fairness Definitions

False Positives and False Negatives

Let me introduce some simple notation. Let Y denote the target variable to be 
predicted; let A denote a protected attribute which can take on two values, 0 
or 1, female or male, black or white; let X denote other observed individual 
attributes like income, zip code, or height, or more complex derived variables 
like the films people tend to watch or advertisements they tend to click on; 
and let U denote unobserved individual attributes, such as weight or marriage 
status, intelligence or communication skills. A model is trained using the 
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observed variables (A and X) to predict the target variable (Y). The predicted 
target variable, the outcome of the model, is Ŷ , whereas the actual variable 
would be Y.9

When computer scientists examine a machine learning model, the first 
thing they look for is accuracy, that is, the probability of correctly predicting 
the target variable, or P(Y = Ŷ). There are other ways of evaluating a machine 
learning model. Assume that the model is designed to classify each case as 
either 1 (positive) or 0 (negative), often called a “binary classifier.” This clas-
sifier would predict, in recidivism, whether or not an individual will commit 
a crime within two years of release; in placement, whether or not a child for 
whom a referral call is made will be placed in foster care within two years; in 
default, whether or not someone will default on their loan within ten years; or 
in job tenure, whether or not a candidate will remain in the position for five 
years. There are four possible relationships between the predictor Ŷ  (the pre-
diction about whether the individual will recidivate, the child will be placed 
in foster care, the person will default, or the candidate will remain in the posi-
tion) and the target variable Y (whether the individual does in fact recidivate, 
the child is in fact placed in foster care, the person does default on their loan, 
or the candidate does remain in the position).10

What each of these terms means in the real world depends on the target 
variable that a model predicts. Let’s use loan default prediction as an example. 
A model’s true positive rate is the frequency with which a classifier correctly 
predicts a positive outcome, such as someone predicted to default actually 
defaulting. Its true negative rate is the opposite: someone predicted to not 
default actually not defaulting. Whereas the “true” rates (positive and nega-
tive) are about how often the model gets it right—how often Ŷ =Y —the 
“false” rates (positive and negative) are about how often a model gets it wrong. 
The false positive rate is the frequency with which a classifier incorrectly pre-
dicts a positive outcome, such as predicting that someone will default when 
they do not in fact default. The false negative rate is the frequency with which 

table 2.1.

<cols>1:33.33,2:33.34,3:33.34</cols>Predictor Ŷ Target Variable Y Term

Ŷ =1 Y = 1 True positive
Ŷ = 0 Y = 0 True negative
Ŷ =1 Y = 0 False positive
Ŷ = 0 Y = 1 False negative
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a classifier incorrectly predicts a negative outcome, such as predicting that 
someone will default when they do not in fact default. For COMPAS, a false 
positive is an incorrect prediction that someone will recidivate within two 
years of release and a false negative is an incorrect prediction that someone 
will not recidivate within two years of release.

These measures can be used to evaluate the fairness of a machine learning 
model in different ways. One is to require equality in the true positive rate 
(TPR):

TPR:P(Ŷ =1|Y =1, A = 0)= P(Ŷ =1|Y =1, A =1)

Under this requirement in hiring, we would have to hire an equal propor-
tion of well-qualified individuals from protected and nonprotected groups. 
Often called “equality of opportunity,” this measure of fairness is thought to 
respect the principle of equal treatment because it acknowledges that knowing 
whether a person is a member of a protected group provides no information 
about their probability of getting the job.11 We could also focus on the rate at 
which a classifier makes mistakes by requiring equality in the false positive rate 
(FPR) and the false negative rate (FNR):12

FPR:P(Ŷ =1|Y = 0, A = 0)= P(Ŷ =1|Y = 0, A =1)
FNR:P(Ŷ = 0|Y =1, A = 0)= P(Ŷ =1|Y =1, A =1)

This is the first definition of group fairness that computer scientists developed: 
equal FPR and FNR. This definition is thought to respect the principle of 
equal treatment because protected traits cannot be used to predict the prob-
ability that the model will get it wrong (that Ŷ =1 when Y = 0, or that Y = 0 
when Ŷ =1). Knowing someone’s race or gender provides no information 
about the probability that the model will make a mistake about them.

The effects of equalizing error rates depend on what a model predicts. 
Often when using machine learning to assess individual risk, the positive label 
denotes a prediction of high risk—for instance, that someone will recidivate 
or default on their loan, or in AFST, that a child will be placed in care within 
two years of an allegation of abuse and neglect.13

At first glance, FPR and FNR appear to capture a straightforward intuition. 
In criminal law, because a positive classification entails the severe consequence 
of conviction, wrote the jurist William Blackstone, “it is better that ten guilty 
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persons escape, than that one innocent suffers.” Because false positives are 
much (ten times) worse than false negatives, an extremely high “beyond rea-
sonable doubt” standard should be set for juries to convict defendants. FPR 
simply holds that rates of false conviction should be the same for everyone, 
including members of different racial groups. The requirement is violated when 
Black people are disproportionately likely to be incorrectly convicted, as if a 
lower evidentiary standard were applied to Black people than to white people.14

This was similar to the accusation that ProPublica leveled at COMPAS. 
ProPublica found that COMPAS’s false positive rate was 45 percent for black 
defendants and 23 percent for white defendants and that its false negative rate 
was 48 percent for white defendants and 28 percent for black defendants. In 
other words, COMPAS was three times more likely to classify as high risk 
Black defendants who did not go on to commit crimes than white defendants, 
and three times more likely to classify as low risk white defendants who did 
go on to commit crimes than Black defendants. Because the model got it 
wrong in harmful ways more often for Black people than for white people and 
got it wrong in beneficial ways more often for white people than for Black 
people, ProPublica argued, COMPAS was racist.15

calibration

The company that designed COMPAS, Northpointe, issued a robust rebuttal. 
Northpointe accepted ProPublica’s finding that COMPAS produced uneven 
false positive and false negative rates, but argued that ProPublica had the 
wrong definition of a machine learning model’s fairness. Northpointe main-
tained that it was more important for a model’s risk predictions to mean the 
same thing for Black and white people, otherwise known as “subgroup 
calibration.”16

Subgroup calibration is the second definition of fairness I explore. It is argu-
ably the most fundamental concept for evaluating fairness in machine learning 
because it guarantees that a model’s predictions will mean the same thing for 
different social groups. Northpointe’s argument was that judges and parole 
boards could treat people equally only if the predictions they used to make 
decisions meant the same thing for different races.

Subgroup calibration is best understood via a simpler idea called positive 
(and negative) predictive values, which hold that the likelihood of someone 
having a characteristic when a classifier predicts they will have it (or not having 
it when it predicts they will not) should be equal across protected groups. In 
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subgroup calibration, this idea is applied to probability estimates. In loan de-
fault predictions, subgroup calibration requires that, among those predicted 
to have a 10 percent chance of default on a loan, white and Black people will 
in fact default at similar rates. In hiring predictions, among candidates pre-
dicted to have a 50 percent chance of remaining in a position for five years, it 
requires that women and men will in fact remain in the position for five years 
at similar rates. Put more technically, conditional on the risk estimates pro-
duced by a predictor, outcomes should be independent of protected attributes. 
Written formally, subgroup calibration in the positive and negative rate 
requires:17

P(Y =1|Ŷ =1, A = 0)= P(Y =1|Ŷ =1, A =1)
P(Y = 0|Ŷ = 0, A = 0)= P(Y = 0|Ŷ = 0, A =1)

A well-calibrated model is generally a good thing in machine learning, but 
it is especially important when people use predictions to make high-stakes deci-
sions. Subgroup calibration ensures that a decision-maker can be confident 
about treating risk scores in the same way for different social groups. AFST is 
a good illustration of this. If call screeners are presented with scores that mean 
different things for different racial groups, it is hard to see how they can treat 
people as equals when using AFST to make decisions. In fact, AFST was found 
to be unevenly calibrated around the top two scores of 19 and 20. Screened-in 
referrals that received a score of 20 led to placement in 50 percent of cases in-
volving Black children and only 30 percent of cases involving white children. 
Because scores above 16 are automatically screened in, the uneven calibration 
across race of scores of 19 and 20 makes call-ins involving children from one 
racial group disproportionately likely to be automatically flagged for further 
investigation. Northpointe made a similar point. To treat Black and white 
people as equals requires that those who use COMPAS’s predictions are con-
fident that risk scores mean the same thing for Black and white people.18

anticl assification

The third fairness definition is anticlassification, which holds that a classifier 
must not explicitly consider the protected attribute A. Just as people should 
not offer someone a job or grant an applicant a bank loan on the basis of race 
or gender, because those characteristics are morally irrelevant to decisions 
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about employment or loan applications, machine learning models should not 
use protected attributes like race or gender to make predictions. Formally, any 
mapping Ŷ:XY  that excludes A will satisfy this definition of fairness. Some 
have suggested extending the definition to require the exclusion of variables 
closely correlated with A as well as the protected attribute itself. For instance, 
zip codes might be excluded from a model that predicts loan default probabil-
ity, because zip codes closely correlate with race and ethnicity.19

Anticlassification is ineffective because, in machine learning, excluding 
protected attributes often does not remove information about the individual 
members of sensitive groups. As Cynthia Dwork’s concept of redundant en-
codings illustrates, the set of attributes X, variables other than the members of 
a protected group, almost always contains information that correlates with 
information about A, the protected attribute. Most variables correlate with the 
members of protected groups, not because of statistical bias or unrepresenta-
tive data, but because patterns of inequality and disadvantage ensure that an 
individual’s race or gender correlates with all kinds of features statistically rel-
evant to prediction. The predictions of machine learning models generally 
reflect the uneven distribution of the outcomes they predict or the variables 
they use, even when protected attributes are removed from the training data 
and the model. Machine learning models reproduce social inequalities even 
when protected variables are removed.20

Anticlassification may also be counterproductive. The exclusion of pro-
tected attributes removes information relevant to accurate prediction, which 
can harm groups whose welfare it is supposed to promote. Suppose gender is 
excluded from a model that predicts the risk of violent recidivism. As women 
are less likely to commit violent crimes, the exclusion of gender removes in-
formation relevant to predicting violent crime—that is, models that exclude 
gender will generally overstate women’s risk of violent recidivism.21

demographic parit y

The fourth fairness definition, demographic parity, also captures the intuition 
that protected traits are morally irrelevant to the distribution of benefits and 
burdens. Demographic parity requires that the demographics of those receiv-
ing positive (or negative) classifications be equal across protected groups: an 
equal proportion of women and men should be hired, or an equal proportion 
of Black and white people should receive a loan.22
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Demographic parity has obvious appeal. By equalizing outcomes across 
protected and nonprotected groups, it captures the intuition that a person’s 
capabilities or talents are independent of their race or gender, and so people 
should have the same probability of qualifying for a benefit or avoiding a pen-
alty regardless of their race, gender, or other protected attribute. Whereas an-
ticlassification translates this into the crude requirement to exclude protected 
traits from decision-making, demographic parity holds that if protected at-
tributes are irrelevant to whether individuals deserve benefits or burdens, then 
benefits or burdens should be distributed evenly across protected groups.23

More formally, demographic parity is the requirement that a predictor Ŷ  
be statistically independent from the protected attribute A:

P(Ŷ |A = 0)= P(Ŷ |A =1)

This formulation can be relaxed slightly to capture the four-fifths rule in US 
discrimination law, which holds that if a protected group receives positive clas-
sifications at less than 80 percent of the rate of the nonprotected group, there 
is a rebuttable presumption of disparate impact.24

Like anticlassification, imposing demographic parity can do more harm 
than good. For instance, classifiers that satisfy demographic parity might have 
significant disparities in accuracy across groups. An employer could deliber-
ately hire men and women at the same rate, but hire men with excellent quali-
fications and women with poor qualifications, making it appear as if men are 
better at the job when, in fact, the employer has simply chosen a better-
qualified subset of men than women. This outcome could be unintentional. If 
a company has historically hired more men than women, it will have more data 
about men than about women, and thus a classifier trained on data about past 
performance might predict performance more accurately for men than for 
women.25

Demographic parity can also be unfair to individuals. Consider a bank that 
imposes demographic parity on a loan default prediction model by ensuring that 
the gap between the rates at which loans are granted to Black and white people 
is no more than 10 percent. Imagine two people applying for loans: a Black 
woman with a credit score of 65, a history of several loan defaults, and a signifi-
cant mortgage, and a white woman with a credit score of 81, no history of loan 
defaults, and no mortgage. Under the demographic parity requirement, the 
Black woman might be granted a loan and the white woman refused one despite 
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the white woman being more qualified. Imposing demographic parity requires 
that she be rejected because of her race, violating the principle that motivated 
demographic parity in the first place—that protected traits are morally irrelevant 
to the distribution of benefits and burdens. There are myriad such examples, 
writes Dwork, “in which [demographic] parity is maintained, but from the point 
of view of an individual, the outcome is blatantly unfair.”26

Is Fairness Impossible?

With these four definitions of group fairness in machine learning, we are now 
in a better position to understand the debate between ProPublica and North-
pointe. Northpointe argued that if COMPAS were to respect ProPublica’s 
definition of fairness and equalize error rates, the model would have to sacri-
fice a more important definition of fairness, subgroup calibration. But why 
can’t a model respect both fairness definitions? Why can’t a machine learning 
model be well calibrated and have equal error rates across subgroups?

Computer scientists derived a mathematical answer to the question. They 
found that when a target variable is unevenly distributed across two social 
groups, a model that predicts that target variable cannot have equal error rates 
and equal rates of successful prediction across those groups. A model can re
spect ProPublica’s definition of fairness and have equal error rates, but only if 
the model sacrifices equal calibration across groups. Or a model can respect 
Northpointe’s definition of fairness and be equally well calibrated, but only if 
the model has unequal error rates across groups. In technical terms, when the 
base rates of a target variable differ across social groups, a model that predicts 
that target variable cannot have equal error rates (be wrong equally often) and 
be equally well calibrated (have its predictions mean the same thing) across 
those social groups. It is impossible to simultaneously achieve both ProPubli-
ca’s and Northpointe’s definitions of fairness.27

Because this impossibility result is derived mathematically, it appears to 
reveal an unfortunate but inexorable fact about our world: we must choose 
between two intuitively appealing ways to understand fairness in machine 
learning. Many scholars have done just that, defending either ProPublica’s or 
Northpointe’s definitions against what they see as the misguided alternative. 
Nathan Srebro, a computer scientist at the University of Chicago, proposed a 
version of ProPublica’s definition of fairness, the “equal opportunity” defini-
tion outlined earlier, and described Northpointe’s definition as “optimal dis-
crimination” because it results in a higher proportion of Black defendants 
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being wrongly labeled as high risk.28 ProPublica dismissed Northpointe’s defi-
nition as “the characteristic that criminologists have used as the cornerstone 
for creating fair algorithms, which is that the formula must generate equally 
accurate forecasts for all racial groups.”29

Because this mathematical result has the veneer of inevitability, the assump-
tion underpinning it has received far too little attention, especially from social 
scientists. Mathematical assumptions often denote features of our world. In this 
case, a model cannot have equal error rates and be equally well calibrated across 
subgroups if—and this is the important “if ”—that model predicts an outcome 
that is unevenly distributed across subgroups, or in technical terms, if base rates 
of a target variable differ across subgroups. The uneven distribution of an out-
come across social groups has nothing to do with mathematics but is a social 
fact that reflects social patterns and processes encoded in data.

COMPAS offers a clear example. The outcome that COMPAS is trained 
to predict, recidivism, the risk that someone will commit a crime within two 
years of release, is distributed unevenly across Black and white Americans. 
Black Americans are more likely to be stopped and searched, more likely to 
be arrested when stopped, more likely to be charged and convicted, and then 
more likely to be given disproportionately harsher sentences. In Broward 
County, Florida, where Brisha Borden and Vernon Prater were arrested, 
21 percent of Black defendants are rearrested for violent offenses, compared 
to 12 percent of white defendants. In this case, because group membership 
(race) is correlated with the target variable (recidivism), the assumption of 
the impossibility theorem holds. This isn’t merely a coincidence. Because 
Blackness makes someone a target for unjustified differential treatment in the 
US criminal justice system, race influences the target variable. The impossibil-
ity result affirms that when membership in a protected group and the target 
variable are not independent, there are unavoidable trade-offs in the design 
of predictive tools.30

The impossibility result is about much more than math. Northpointe’s and 
ProPublica’s definitions of fairness cannot both be achieved because the 
underlying outcome that COMPAS sought to predict is distributed unevenly 
across Black and white people. This is a fact about society, not mathematics, 
and it requires engaging with a complex and checkered history of systemic 
racism in the US criminal justice system. Predicting an outcome whose distri-
bution is shaped by this history requires trade-offs because the inequalities 
and injustices of our world are encoded in data—in this case, because America 
has criminalized Blackness for as long as America has existed. The result 
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reveals not inexorable facts of mathematics or nature, but something about 
the trade-offs involved in prediction in the context of social inequality.31

Most of the cases we explore in this book involve outcomes that are distrib-
uted unevenly across protected social groups: placements of children in foster 
care, rates of loan default, how long people stay in their jobs, click rates on 
different kinds of Facebook and Google content. Because the base rates of 
these outcomes systematically differ across race and gender, it is not possible 
for a model that predicts these outcomes both to have equal error rates and to 
be equally well calibrated across race and gender. As Safiya Noble argues, we 
must be alert to the ways in which data record the consequences of inequality 
and injustice, and we must ask ourselves how decision-making systems that 
use data should be structured, what goals they should have, and how they 
should achieve them when patterns of concentrated disadvantage are encoded 
in data.32

Equal Treatment in Machine Learning

Mathematical definitions of group fairness make two mistakes in interpreting 
and applying the principle of equal treatment. First, they apply it to the wrong 
thing. Equal treatment is an ethical principle of human decision-making, not 
of machine predictions. Making decisions that treat people as equals may not 
require that predictive tools respect mathematical definitions of group fair-
ness, and predictive tools that respect those definitions may fail to treat people 
as equals. Second, because mathematical definitions of group fairness embed 
a particular interpretation of equal treatment in the design of predictive tools, 
group fairness definitions can block discussion about the moral relevance of 
difference and disadvantage.

Decisions, Not Predictions

Aristotle was the first to write down the principle that like cases should be 
treated similarly and unlike cases dissimilarly, and also to argue, more ambi-
tiously, that unlike cases should be treated “in proportion to their unlikeness.” 
A few hundred years earlier, Aesop’s fable told of a fox who invites a crane for 
dinner, then serves soup in a shallow dish. The fox overlooks a relevant differ-
ence that requires differential treatment: the crane has a long beak and needs 
a different vessel to drink from. The crane makes the point by inviting the fox 
for dinner and serving soup in a long, narrow jar.33
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Aristotle’s principle of equal treatment is an axiom of ethical behavior, a 
principle meant to guide humans’ decision-making. The first problem with 
mathematical formalizations of group fairness is that they apply Aristotle’s 
principle to machine predictions rather than to humans decisions. This may 
prove not just ineffective but harmful.

Suppose COMPAS were required to respect equal error rates. An enterpris-
ing police department might come up with a plan to ensure that it equalized 
error rates without sacrificing the accuracy of the model by increasing arrests 
and prosecutions for low-level drug crimes, knowing that most of those ar-
rested and charged for minor drug crimes were at low risk of violent recidivism 
and would be released to await trial. This plan would reduce racial disparities 
in false positive rates of the COMPAS violent recidivism prediction model 
because it would alter the risk distribution of Black people. And yet it would 
also inflict real harm on Black communities, increasing rates of arrest and pros-
ecution for minor charges. Satisfying narrow statistical constraints provides 
no guarantees about how data will be generated in the real world. In this case, 
reductions in racial disparities in error rates would not indicate a more racially 
just system.34

This is why Northpointe was right. The purpose of machine learning is to 
accurately predict a target variable, not to make decisions. ProPublica’s defini-
tion of fairness, equalized error rates, applies an intuition about human deci-
sions to machine predictions. When humans use predictions to make deci-
sions, it is more important that those predictions mean the same thing for 
different social groups than that they respect some mathematical definition of 
group fairness. This is true of both COMPAS, which generates risk predictions 
about recidivism that humans use to make decisions about bail and parole, and 
AFST, which generates risk predictions about abuse and neglect that humans 
use to make decisions about further investigation. As Jon Kleinberg explains: 
“A preference for fairness should not change the choice of estimator. Equity 
preferences can change how the estimated prediction function is used . . . ​but 
the estimated prediction function itself should not change.”35 The principle of 
equal treatment does not require that machine predictions not respect math-
ematical definitions of fairness, but that when machine predictions are used 
by humans to make decisions, those predictions should be well calibrated 
across different social groups.

Consider how COMPAS is used to make different kinds of decisions in the 
criminal justice system. After being convicted of stealing a push lawnmower and 
some tools, Paul Zilly was sentenced on February 15, 2014, in Barron County, 



50  c h a p t e r  2

Wisconsin. The prosecutor recommended a year in county jail and follow-up 
supervision, and Zilly’s lawyer agreed. But Judge James Babler overturned the 
deal. Babler had seen Zilly’s COMPAS scores, which predicted that he was at 
high risk of violent recidivism. Zilly protested that the score did not consider 
changes he had made to his life—“not that I am innocent, but I just believe 
people do change.” But it didn’t matter. “When I look at the risk assessment,” 
explained Judge Babler, “it is about as bad as it could be.” Judge Babler imposed 
a sentence of two years in state prison and three years of supervision.

Judges in Wisconsin are supposed to use risk scores only to decide whether 
defendants are eligible for probation, not to make sentencing decisions. Zilly’s 
lawyers decided to call as a witness the man who designed COMPAS, Michael 
Brennan Jr., who explained that he had not wanted COMPAS to be used in 
courts at all. “I wanted to stay away from the courts. But as time went on, I 
started realizing that so many decisions are made, you know, in the courts. So 
I gradually softened on whether [COMPAS] could be used in the courts.” Still, 
Brennan explained, “I don’t like the idea myself of COMPAS being the sole 
evidence a decision would be based upon.” After Brennan’s testimony, Judge 
Babler reduced Zilly’s sentence: “Had I not had the COMPAS, I believe it 
would be likely that I would have given one year, six months.” In Florida’s 
Broward County, where Brisha Borden and Vernon Prater were arrested, 
David Scharft, director of community programs in the county sheriff ’s office, 
maintained, “We don’t think the [COMPAS] factors have any bearing on a 
sentence.”36

By applying the principle of equal treatment to machine predictions rather 
than human decisions, group fairness definitions can do more harm than 
good. And yet their seductive promise of mathematically guaranteeing fairness 
makes humans’ incentives to defer to machine predictions even more potent. 
This is what happened to Paul Zilly. Even COMPAS’s designer did not want 
judges to use his tool to assign sentences. And yet they did.

Awareness of Difference

There is a second problem with group fairness definitions: they embed in ma-
chine learning models the idea that traits like race and gender are morally ir-
relevant to decision-making and so decision-making systems should be blind 
to these traits. This assumption can foreclose the very reflection that machine 
learning invites: how to interpret and apply the principle of equal treatment, 
and how to think about the moral relevance of difference and disadvantage.
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Aristotle understood that interpreting and applying the principle of equal 
treatment is part of what it means to live together in political society. In itself, 
the principle of equal treatment is abstract, a formal relationship that lacks 
substantive content. The principle must be given content by defining which 
cases are similar and which are different, and by considering what kinds of 
differences justify differential treatment. Deciding what differences are rele-
vant, and what kinds of differential treatment are justified by particular differ-
ences, requires wrestling with moral and political debates about the responsi-
bilities of different institutions to address persistent injustice. Instead of 
embracing the practice of citizens justifying judgments about similarity and 
difference to one another, group fairness definitions attempt to find a single, 
universal definition of who is similar to whom and then build that definition 
into the design of machine learning models.37

Consider the bank that uses default predictions to make decisions about 
loan applications, which we explored at the end of the last chapter. In a bid to 
reduce racial disparities, suppose the bank decides to grant loans at equal rates 
to Black and white people, knowing that doing so will result in rejections of 
some qualified white loan applicants and a temporary drop in profit. Because 
disparities in loan default risk are driven by unjust social processes like segre-
gation, redlining, and discrimination, the bank feels that race is morally rele-
vant to making decisions about who should receive a loan, and that, as an 
important social and economic institution, it has a responsibility to address 
those unjust social processes. A short-term intervention, in this view, will 
achieve long-run justice.38

In this case, instead of imposing any mathematical definition of fairness on 
its loan default prediction model, the bank should simply apply different risk 
thresholds for granting loans to Black and white people. By offering the seduc-
tive promise of a technological guarantee of fair decisions, imposing group 
fairness on the risk prediction model will foreclose public debate about 
whether race is morally relevant to the bank’s decisions about loan applica-
tions. Building assumptions about the moral irrelevance of protected traits 
into machine learning models avoids the need to debate how to interpret and 
apply the principle of equal treatment with sensitivity to social and institu-
tional context, which is exactly the debate that machine learning invites us to 
reckon with.39

Mathematical definitions of group fairness hinder, rather than support, de-
bates among citizens about how to interpret and apply the principle of equal 
treatment. They make it all too easy for institutions to promise that the fairness 
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of their decision-making systems is guaranteed by mathematics, while in prac-
tice those systems compound social inequality. By applying a principle meant 
for human decision-making to machine predictions, they mischaracterize the 
role it should play in political society as a question to which there is a correct 
answer, rather than as an ideal for citizens to debate. We need to design ma-
chine learning models to invite, rather than foreclose, the asking and answer-
ing of the fundamental question: How should institutions use data that encode 
patterns of inequality to make decisions that shape the future? Fair machine 
learning is a tool for identifying patterns of social inequality, not a solution to 
addressing them.

Individual Fairness and Bridging the Gaps

There is one final definition of fairness that addresses these critiques: Cynthia 
Dwork’s individual fairness approach. Individual fairness recognizes the need 
to interpret and apply equal treatment in a contextual way and to think insti-
tutionally about how to achieve this in practice. Individual fairness forces in-
stitutions to articulate how they define who is similar to whom in particular 
cases. This critical strength has been widely overlooked because it sits between 
the disciplines of computer science, law, and political theory, and between the 
spheres of academia, government, and business.

Group fairness definitions require that machine learning models respect 
certain statistical requirements across social groups. As we have seen, Dwork 
and her colleagues have demonstrated that these group fairness conditions pro-
vide no guarantees that machine learning models will be fair to individuals. In 
response, Dwork has proposed a different approach that guarantees fairness for 
individuals with respect to a particular classification task. For each classifier, a 
distance metric defines who should be considered similar to whom, and the dis-
tance metric is imposed as a constraint on the classifier. In technical terms, the 
distance metric defines any two individuals as alike if their combinations of 
relevant attributes are close to one another in the space defined by the metric. 
If the distance between two individuals in the task-specific distance metric is 
sufficiently small, individual fairness holds that they should receive the same 
classification. The distance metric guarantees that any two individuals who are 
similar with respect to a particular task will be classified similarly.40

Dwork’s formalization respects how Aristotle meant the principle of equal 
treatment to be applied. Precisely because Aristotle did not believe there was 
any universal way to interpret and apply the principle of equal treatment, dis-
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agreements about similarity and difference are central to debates about justice 
and the best political regime. We must justify judgments about who is similar 
to whom and who is different from whom in particular cases and debate the 
meaning we give to the principle of equal treatment.41

This formalization illuminates how to think about individual fairness. Indi-
vidual fairness encapsulates and applies the formal structure of Aristotle’s 
principle without trying to impose a particular interpretation across all cases. 
Because individual fairness, as an approach to fairness, is, in a sense, empty, 
practitioners have often dismissed it as too hard to implement in practice, since 
defining a distance metric requires interpreting and applying the principle of 
equal treatment. Yet this is a mistake. Just as Aristotle’s principle was supposed 
to draw attention to the need to justify how similarity is defined in particular 
contexts, so the emptiness of individual fairness highlights the need for clear 
definitions of who is similar to whom in particular classification tasks.42

If we think institutionally about fair machine learning, we see that the 
emptiness of individual fairness is its greatest strength. Individual fairness 
makes it easier to hold institutions to account for how they interpret Aristo-
tle’s principle in particular cases. By isolating judgments about who is similar 
to whom, individual fairness isolates the moral and political judgments re-
quired to reason about fairness in machine learning. Defining a distance met-
ric forces those who design and deploy machine learning models to specify 
who is similar to whom, preventing organizations from burying value-laden 
judgments in the model itself. Individual fairness thus makes it easier to hold 
organizations to account by requiring them to publish and justify their dis-
tance metric.

Individual fairness offers interesting possibilities for institutional innova-
tion. Several recent papers have described practical procedures for defining 
and training a distance metric. Christina Ilvento, a computer scientist and 
student of Dwork’s, has developed an approach that consults human fairness 
arbiters, who are assumed to be free from explicit biases and to possess domain 
knowledge, to train an appropriate distance metric. This is like learning a dis-
tance function from the judgments of a panel of ethical experts who examine 
the similarity of different pairs of individuals with respect to a particular clas-
sification task. Computer scientists and those experienced in making deci-
sions are invited to collaborate to define and apply equal treatment, applying 
the experience of those who understand the decision-making context in which 
a machine learning model will be used to the definition of equal treatment that 
is imposed on it.43
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Individual fairness may incentivize institutions to develop ways to explain 
and visually represent the judgments about similarity and difference embed-
ded in distance metrics. Imagine if Northpointe were required to impose a 
distance metric on COMPAS and explain exactly how and why they defined 
similarity and difference in their model. Or imagine if advertising companies 
were required to impose distance metrics on advertising delivery systems pow-
ered by machine learning and publish how and why those metrics define simi-
larity and difference in particular contexts.

Individual fairness is too often dismissed for being empty, for requiring a 
further answer to the question of who is similar to whom. That criticism 
misses the importance of institutionalizing the process of making and debat-
ing moral and political judgments about similarity and difference. Individual 
fairness is replete with institutional possibilities: companies could be required 
to assemble panels of domain experts, document the process by which they 
arrive at judgments to train a distance metric, and submit this information to 
a regulator and to the public. Or regulators in particular industries could them-
selves define distance metrics and require companies and government agen-
cies to impose them on their classifiers.

Individual fairness requires that judgments about how similarity is defined 
be made explicit, inviting an intentionality to interpreting and applying the 
principle of equal treatment. And that is a good thing. After all, we cannot 
define away the politics of machine learning and the questions it raises about 
the pursuit of justice in diverse democracies.
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3
Discrimination

Our Constitution is color-blind, and neither knows nor tolerates classes 
among citizens. In respect of civil rights, all citizens are equal before the law.1

—j ustice john m a r sh a ll h a r l a n (1896)

I have a dream that my four little children will one day live in a nation where 
they will not be judged by the color of their skin, but by the content of their 
character.2

—m a rtin lu th er k ing jr . (1963)

In order to get beyond racism, we must first take account of race. There is no 
other way. And in order to treat some persons equally, we must treat them 
differently. We cannot—we dare not—let the Equal Protection Clause 
perpetuate racial superiority.3

—j ustice h a r ry bl ack m u n (1986)

The war between disparate impact and equal protection will be waged sooner 
or later, and it behooves us to begin thinking about how—and on what 
terms—to make peace between them.4

—j ustice a ntonin sca li a (2009)

speaking of pr edictive policing, one resident of Crenshaw in Los 
Angeles explained that, “being African American Black, you . . . ​hear growing 
up, knowing this is happening . . . ​even if you don’t really know the term that 
they’re using.”5 The problem is that predictive policing makes the police “over-
patrol certain areas.” “If you’re only looking on Crenshaw and you only pulling 
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Black people over then it’s only gonna make it look like, you know, whoever 
you pulled over or whoever you searched or whoever you criminalized—that’s 
gonna be where you found something.” As another Los Angeles resident ex-
plained, predictive policing works “off stereotypes . . . ​past experiences . . . ​the 
history of a community’s crimes.”6

Predictive policing can easily become a case of performative prediction, the 
concept I described in chapter 1. Around the world, police forces like the Los 
Angeles Police Department (LAPD) use models trained on past crime data to 
predict the risk of future crime in different neighborhoods.7 Because law en-
forcement detects a small fraction of total crime, when these predictions are 
used to allocate police resources, crime is disproportionately recorded in neigh-
borhoods labeled as high risk. When these new data are fed back into the mod-
els, a giant, destructive feedback loop sets in. The police begin to treat residents 
of high-risk neighborhoods as more prone to crime, and those residents detect 
this unwarranted suspicion and begin to feel hostile toward the police. As Cathy 
O’Neil argues, in this “pernicious feedback loop . . . ​the policing itself spawns 
new data, which justifies more policing. And our prisons fill up with hundreds 
of thousands of people found guilty of victimless crimes. Most of them come 
from impoverished neighborhoods, and most are black or Hispanic.” Predictive 
tools project the imprint of injustice into the future.8

Laws that regulate decision-making are supposed to prevent such injustice. 
In areas like employment, housing, education, and criminal justice, antidis-
crimination and equality laws constrain how institutions are permitted to 
make decisions, prohibiting them from discriminating against protected 
groups and enabling individuals to bring claims if they have been discrimi-
nated against. How these laws are interpreted and applied over the coming 
decades will influence how organizations across our society design and deploy 
machine learning models.

“Discrimination” is just another word for “judgment.” The word comes 
from the Latin discriminare, to distinguish between or to separate. Machine 
learning is itself a kind of discrimination, a set of statistical techniques for 
learning reliable bases for discriminating between outcomes of interest. By 
reminding us that discrimination is not in itself bad, machine learning invites 
us to reflect on what discrimination is, when and why it is wrong, and how we 
should address it. As with mathematical definitions of fairness, I argue that 
uncritical reliance on the concept of discrimination may prevent institutions 
from using categories of disadvantage to empower disadvantaged groups. To 
distinguish unfair discrimination from statistical discrimination, we must 



D i s c r i m i n a t i o n   57

reach beyond prohibitions against discrimination and consider when and why 
to treat people differently to secure equal citizenship.9

By embracing the ambition to eliminate discrimination, we have caught 
ourselves in a bind. The logic of discrimination contains an appealing but de-
structive myth of blindness and neutrality that treats ignorance of difference 
as the engine of moral progress. This eliminates the need for history and 
context—for politics—in decision-making, stifling debates about what kinds 
of differences should justify differential treatment in institutional decision-
making. Too often, invocations of discrimination support a crude, universal 
imperative for blindness that enables those with power to avoid hard questions 
about the interpretation and significance of difference. We are in danger of 
losing the habit of deciding which values beyond efficiency should be re-
spected by institutions, whether private companies or government agencies, 
as they design decision procedures. Discrimination law risks becoming—and 
may already have become—a tool for entrenching injustice.

I focus on the United States because that is where the meaning of discrimi-
nation is most fiercely contested. (Interested readers can follow the footnotes 
for a similar argument about the United Kingdom, where the problems I con-
sider are often incorrectly dismissed as uniquely American.10) I argue that, as 
currently interpreted and applied, US discrimination law often fails to ensure 
that machine learning models are built to advance equality and may even block 
the kinds of design choices required to use machine learning to address pat-
terns of inequality. The idea of discrimination may not support the legal obli-
gations needed to prevent machine learning from compounding injustice and 
corroding relations of equality among citizens.11

I offer two responses, one in the domain of law, the other in the domain of 
politics. In law, the meaning and grounding of discrimination must be delib-
erately broadened to support awareness and sensitivity to difference, including 
by offering sharper tools with which to reason about when and why we should 
use protected traits to ensure that decision-making systems do not compound 
patterns of injustice. I sketch a few possible reforms to discrimination law that 
might further this goal.

But in politics, discrimination must be put back in its place. Because dis-
crimination has become—and perhaps always was—so imbued with the my
thology of neutrality and blindness, I suspect that the idea of discrimination 
cannot be wholly untethered from formalistic conceptions of equal treatment. 
If we continue to place so much weight on the idea of discrimination, these 
formalistic conceptions will spill over into the political domain, undermining 
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the acknowledgment of difference and suffocating the politics and policies of 
empowerment and antisubordination. This is not a philosophical argument 
about the inherent meaning of discrimination; it is a political argument about 
the practical limits of what ordinary citizens take it to mean. In politics, we 
must escape the straitjacket of discrimination, shake off the fictions of blind-
ness and neutrality, and articulate other ideals to guide the collective goals 
needed to ensure that the governance of decision-making protects and secures 
relations of equality among citizens in a flourishing democracy.

P(click)

Let me introduce a new example: Facebook. We will explore several dimen-
sions of how Facebook uses machine learning, but for the next few chapters 
we focus on a stylized example of a model used in Facebook’s advertising 
system.

Machine learning makes Facebook’s scale possible. Facebook uses machine 
learning to power the advertising system that distributes ads to its 2.9 billion 
users. In societies across the world, this system shapes which citizens see 
which kinds of ads, affecting the distribution of economic opportunities on a 
mind-boggling scale. The system uses hundreds of machine learning models, 
each trained to predict something quite specific. Some are classifiers that pre-
dict a binary outcome, such as whether an ad contains nudity. Most assign 
some probability to a particular action, such as the probability that a user will 
click on an ad or reaction—such as the probability that a user will find the ad 
distasteful. How these different models interact is extraordinarily complex; 
even Facebook doesn’t know exactly how they fit together. In this chapter, we 
explore the simple model that Facebook’s machine learning systems use: 
p(click).12

P(click) predicts the probability that a user will click on a particular ad-
vertisement. It is trained on Facebook’s vast trove of data about which kinds 
of users tend to click on which kinds of ads. The model learns which patterns 
and regularities about user behavior are statistically useful for predicting click 
probability. When presented with a particular ad, p(click) uses these patterns 
to make an inference about the probability that someone will click on it. 
These statistical patterns connect the features of past ads—whether they were 
about housing or employment opportunities, what kinds of companies 
posted them, what they looked like, and so on—to the features of the users 
who tended to click on them—their shopping or reading behavior, their in-
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terests and communications. P(click) uses past patterns (such as users’ click 
behavior patterns) to make predictions that shape the future (determining 
who sees which ads).

Suppose there are gendered patterns in the kinds of job ads that men and 
women tend to click on. Women are more likely to click on ads for shorter-
term service-sector and administrative jobs, while men are more likely to click 
on ads for longer-term blue-collar jobs. These patterns of click behavior feed 
into the data on which p(click) is trained, and as p(click) is an accurate and 
well-calibrated machine learning model, it results in women being shown 
more ads for shorter-term service-sector and administrative jobs and men 
being shown more ads for longer-term blue-collar jobs. Suppose also that the 
average income attached to the job ads that men tend to click on is consider-
ably higher than the average income attached to the job ads that women tend 
to click on. In this case, p(click) will consistently show job ads with higher 
average incomes to men than women. Men will tend to click on job ads with 
higher average incomes than women, feeding more click data that reflect gen-
der disparities into p(click), which then reflects these disparities in the ads it 
displays, and so on.13

P(click) is a challenging case because it is not clear what the right response 
is. As we have seen, imposing mathematical definitions of group fairness may 
have counterproductive effects. Forcing p(click) to show women ads with the 
same average income as those it shows men may simply increase the number 
of ads shown to women in which they are not in fact interested, not only re-
ducing Facebook’s revenue but also harming women who might have other
wise seen ads for welfare-enhancing jobs. P(click) invites further exploration 
of how we should use data that encode patterns of inequality to make decisions 
that shape the future.14

Machine learning is the most powerful tool for statistical discrimination 
humanity has yet invented. P(click) learns what statistical patterns are useful 
to predict who is likely to click on which ads. When p(click) predicts that you 
are likely to click on an ad, it is reporting something about the patterns and 
regularities it has learned—for instance, that people like you who like Barack 
Obama’s page, have many cat photos, are in their fifties, and tend to use Face-
book after 8:00 PM have a high probability of clicking on ads like this one. In 
predicting click probability, the model is using patterns of behavior to dis-
criminate between people who are and are not like you.

Machine learning models have no preconceptions about what those char-
acteristics are. A model uses variables to make predictions because it has 
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learned those variables are statistically useful to accurately predict some out-
come. Unlike in racial profiling, where it can be hard to verify whether actions 
are driven by racial animus, we know that machine learning models cannot 
feel hatred or distrust. They simply reflect how features of our social world—
some unjust, others innocuous—produce statistically useful relationships 
among variables. Machine learning models like p(click) do not go looking for 
race or gender, but precisely because race and gender condition the opportuni-
ties we are afforded, patterns correlated with race and gender predict all kinds 
of outcomes, including users’ click behavior on Facebook. Machine learning 
models are racist or sexist only if we are.

Because all machine learning is in a sense discrimination, p(click) illustrates 
both the opportunity and the challenge presented by machine learning. Ma-
chine learning offers a world in which important institutions articulate the 
consideration they have given to collective ambitions as they design their 
decision-making systems. And yet to attain that world, we must give institu-
tions the right incentives by articulating what those collective ambitions are 
and who is responsible for achieving them. Machine learning can be a power
ful tool for advancing equality among citizens, but unless we are clear about 
the duties of different institutions to advance equality, machine learning will 
propel networks of decision-making systems that entrench some of the most 
pervasive social inequalities. This is what makes machine learning an interest
ing but difficult case for discrimination law.

Discrimination Law

Discrimination is one of the most successful ideas of the twentieth century. In 
democracies around the world, discrimination laws regulate and restrict 
decision-making in a diverse range of activities, from housing and employ-
ment to credit and welfare, in both private and public institutions. Decisions 
judged to be discriminatory provoke near-universal condemnation. The ambi-
tion to eliminate wrongful discrimination has become part of what it means 
to live in a democracy.15

President John F. Kennedy bound the promise of American democracy to 
the aspiration to eliminate discrimination in 1963, when he described to Con-
gress “the democratic principle that no man should be denied employment 
commensurate with his abilities because of his race or creed or ancestry.” A 
year later, after the Birmingham civil rights campaign, Kennedy proposed leg-
islation that would give “all Americans the right to be served in facilities which 
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are open to the public—hotels, restaurants, theatres, retail stores, and similar 
establishments.” This became the Civil Rights Act, signed into law by Presi-
dent Lyndon B. Johnson on July 2, 1964. The act’s most important provision 
was Title VII, which prohibited employers with more than fifteen employees 
from discriminating on the grounds of race, color, religion, sex, or national 
origin. It included hiring and firing, promotion and demotion, and almost all 
other decisions made by an employer about their employees. It was soon fol-
lowed by the Civil Rights Act of 1968, known as the Fair Housing Act, which 
was signed into law during the riots following the assassination of Martin Luther 
King Jr.16

In this section, I argue that discrimination law may fail to prohibit the de-
sign of machine learning models that reproduce persistent patterns of social 
inequality and explore what this suggests about the underlying goals of dis-
crimination law.

The Logic of Discrimination Law

Let’s begin by exploring the logic of discrimination law. Discrimination law 
prohibits decision-making systems from discriminating against certain social 
groups; in the language of law, policies or practices cannot discriminate against 
members of protected classes, such as race or gender.

For much of human history, discrimination was overt and obvious: public 
signs said no blacks allowed or jobs ads said “men only.” After civil rights 
legislation barred government agencies and private companies from distin-
guishing between people on the basis of race or gender (or any protected 
class), those who sought to discriminate were forced to use criteria that ap-
peared neutral but which they knew were distributed unevenly among differ
ent races and genders. This made discovering discrimination a question of 
discovering intent. Was there a defensible reason for choosing a criterion, or 
was it deliberately chosen to discriminate among protected classes? The ter-
rain of the moral argument shifted, but the moral argument itself seemed clear 
enough: it is wrong to make decisions about people based on morally irrele-
vant characteristics. In 1981, the Republican strategist Lee Atwater offered a 
chilling illustration of how this shift affected presidential campaigning:

You start out in 1954 by saying, “Nigger, nigger, nigger.” By 1968 you can’t say 
“nigger”—that hurts you, backfires. So you say stuff like, uh, forced busing, 
states’ rights, and all that stuff, and you’re getting so abstract. Now, you’re 
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talking about cutting taxes, and all these things you’re talking about are totally 
economic things and a by-product of them is, Blacks get hurt worse than 
whites. . . . ​“We want to cut this,” is much more abstract than even the busing 
thing, uh, and a hell of a lot more abstract than “Nigger, nigger.”17

The structure of discrimination law is a legacy of this pivot from overt to 
covert racial discrimination. Most laws prohibit overt discrimination on the 
basis of protected characteristics—called “disparate treatment” in the United 
States and “direct discrimination” in the United Kingdom—and they also pro-
hibit apparently neutral decision-making systems that have an unjustified ad-
verse impact on members of protected groups, called “disparate impact” in the 
United States and “indirect discrimination” in the United Kingdom. Machine 
learning invites reflection on the meaning of both kinds of discrimination, but 
especially the second. Is the purpose of prohibiting disparate impact to ferret 
out cases of hidden discriminatory intent? Or to ensure that institutions do 
not compound inequality among protected and nonprotected groups?

disparate treatment

We start with disparate treatment. Disparate treatment occurs when a policy or 
procedure uses membership in a protected class, such as race or gender, to make 
decisions.18 In practice, disparate treatment is usually equated with intent, in 
part because judges historically confronted cases like the shop signs that said 
no blacks allowed or the job ads that said “men only.” Simple statistical 
models are a little more complex, but easy enough. If one of three input vari-
ables in a linear model is race, it seems reasonable to describe the model’s out-
puts as having been produced “because of ” membership in a protected class. 
Similar logic has recently been applied to machine learning.19

In 2019, the US Department of Housing and Urban Development (HUD) 
filed a discrimination suit against Facebook. HUD argued that Facebook’s 
advertising delivery system, powered by machine learning, violates nondis-
crimination requirements in the Fair Housing Act. Because Facebook’s system 
shows different housing ads to different groups of users, including different 
races and genders, HUD argued, the system delivers ads to users “because of ” 
their race or gender. Facebook was not sure how to respond. The phrase 
“because of ” is deceptively simple, encompassing a range of possible mean-
ings, each of which had different implications for actions Facebook should 
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take. Facebook’s first response was a perfect illustration of the most obvious 
way to think about how disparate treatment applies to machine learning: it 
decided to exclude protected traits from the machine learning models that 
powered its advertising delivery system, fearing that unless they excluded pro-
tected traits, they would be found liable for disparate treatment.20

This is the anticlassification definition of fairness we encountered in the last 
chapter. As we saw, excluding protected traits makes little difference in ma-
chine learning and can even be harmful, because membership in a protected 
class tends to be correlated with a host of variables that are statistically useful 
to predict some outcome. Facebook’s engineers knew this. They understood 
that Facebook’s advertising delivery system does not need race or gender to 
make accurate predictions about which ads different users will click on. 
Because race and gender shape the opportunities we are afforded in life—in 
education, income, and access to justice—the kinds of ads people tend to click 
on are correlated with race and gender. It was easy for Facebook to remove 
race and gender because it made no difference to the accuracy of its system. 
But neither did it make any difference to the impact of the system on the pur-
suit of equality across races and genders.

A few months later, in August 2019, HUD proposed a rule for applying 
discrimination law to machine learning models. The rule stated that, pro-
vided a machine learning model did not use inputs that were “substitutes or 
close proxies” for protected characteristics, such as a person’s race or gender, 
organizations using the model would be immune from discrimination 
charges. A defendant could rebut a discrimination claim by showing that 
“none of the factors used in the algorithm rely in any material part on factors 
which are substitutes or close proxies for protected classes under the Fair 
Housing Act.” HUD’s rule would make it almost impossible to bring dis-
crimination suits against organizations using machine learning, provided 
they removed protected traits and close proxies as inputs. This rule extended 
the anticlassification fairness definition to prohibit the use of proxies (vari-
ables closely correlated with protected traits) as well as protected traits 
themselves.21

The logic of the whole anticlassification approach is misguided. Protected 
traits correlate and interact with a host of other variables in a data set because 
membership in protected classes shapes who we are and how we behave. De-
ciding which variables to include or exclude on the basis of individual correla-
tions simply misses many of the complex ways in which inputs are correlated 
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both to one another and to membership in a protected class. This was exactly 
what Facebook found. Facebook went through a painful process of exploring 
what might count as a “proxy” for a protected trait. Should a variable that rec
ords the likelihood that someone will shop for baby clothes count as a proxy 
for gender? Should variables about what kinds of music people listen to count 
as a proxy for race? What about zip code? Every engineer and data scientist 
understood the futility of this process. In a world of complex and ubiquitous 
correlations, excluding variables on the basis of individual correlations with 
protected traits does not hide information about protected characteristics 
from a machine learning model. As Dwork argues, when individual member-
ship in protected groups is redundantly encoded in other variables, removing 
the trait makes little difference. And yet, HUD affirmed, this is what the law 
requires.22

The appeal of HUD’s approach is easy to understand. Whereas in human 
decision-making it is hard to prove that a decision wasn’t made because of race 
or gender, removing gender and race from a machine learning model seems to 
guarantee that decisions are not made because of race or gender. Even in 
human decision-making, this was never a plausible approach to interpreting 
and applying equal treatment, because it confuses the means of advancing 
equality with the goal itself. When most forms of discrimination were shop 
signs that barred Blacks or job ads that sought men, prohibiting the use of 
protected traits was a powerful way to advance equality. But when those pro-
hibitions are applied to human minds, the relationship between the means and 
the goal of advancing equality becomes strained. Not only is it hard to gather 
evidence about a person’s state of mind, but it is not clear what it means, at a 
fundamental conceptual level, to say that someone made a decision because 
of race or gender. The problem is not just that the human mind cannot be seen 
by others; the whole enterprise of basing the governance of decision-making 
on fuzzy models of mental processes is morally unilluminating. It depends on 
a narrow idea of what makes discrimination bad, namely, that it is wrong to 
make a decision on the basis of morally irrelevant traits.23

We return to this point, but for now the point is simply practical: provided 
a machine learning model uses neither protected traits nor extremely obvious 
proxies, it will be extremely difficult to demonstrate that it commits a disparate 
treatment violation. HUD’s proposed rule would undermine its own discrimi-
nation suit. Facebook’s engineers felt that there must be something wrong with 
the law if they would be immunized from discrimination simply by removing 
protected traits from advertising delivery models.
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disparate impact

The second kind of violation of US discrimination law is disparate impact, 
which is similar, though not identical, to indirect discrimination in UK law. A 
disparate impact case involves three stages, each of which answers a particular 
question.24

At the first stage, the question asked is whether there has been a disparate 
impact of the policy on members of a protected class. The plaintiff must dem-
onstrate that the policy or procedure, such as the use of p(click) to distribute 
ads, causes adverse effects on a protected class. There are important practical 
questions about the threshold for disparate impact and how to demonstrate 
that a policy or practice causes the adverse effect, but these are not difficult 
to resolve in principle or unique to machine learning. In fact, machine learning 
may make it easier for organizations to gather statistical evidence of disparate 
impact even before models are deployed. This could be a good thing. It could 
make scrutiny of decision-making easier, including scrutiny by companies 
themselves using machine learning to continuously detect policies or prac-
tices that produce outcomes that are statistically worse for one group than 
another.25

The second-stage question probes whether there is some business justifica-
tion for the disparate impact. This stage is often the most important part of the 
disparate impact case. A defendant has the opportunity to defend the policy 
or procedure on the grounds that it is justified by “business necessity.” The 
meaning of business necessity can be conceptualized in terms of a spectrum 
with two extremes, neither of which, in practice, is enforced by courts. A strict 
view of business necessity requires that a policy or practice that produces dis-
parate outcomes across a protected group is essential for the business to turn 
a profit, such that a big business would have to sacrifice billions of dollars to 
hire a few more minority workers. By contrast, a weak view of business neces-
sity, sometimes described as the “job-related” standard, simply requires that 
the policy or practice be demonstrably related to the requirements of a job, 
such that a business could justify a policy or practice of hiring several thousand 
fewer minority workers on the grounds that otherwise productivity would be 
reduced by a few dollars per employee.26

Courts have continuously expanded the scope of the business necessity 
justification since it was established in Griggs v. Duke Power Co. in 1971. In Title 
VII, the defense now simply requires a business to demonstrate, in line with 
the guidance of the Equal Employment Opportunity Commission (EEOC), 
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that a practice is strongly predictive of, or significantly correlated with, job 
performance. Much of the scholarship about discrimination law, and about 
Title VII disparate impact law specifically, focuses on the content, scope, and 
purpose of this business justification defense.27

In machine learning, satisfying this second requirement might involve two 
important steps: showing that the target variable predicted by a model is suf-
ficiently related to a legitimate business interest and showing that the model 
accurately predicts that target variable. Courts have generally been reluctant 
to dispute plausible explanations by businesses of whether a predicted trait 
is useful or, in employment cases, job related, citing limited domain exper-
tise.28 If the court accepts a defendant’s justification of the target variable, 
proving that the model accurately predicts that target variable will be even 
easier. Machine learning models are often much more accurate than compa-
rable alternatives. For instance, machine learning models used in hiring have 
been shown to predict job performance much more accurately than a range 
of traditional metrics.29

Machine learning may make it easier to proceed through the first two stages 
of the disparate impact process—easier for the plaintiff to offer prima facie 
evidence of disparate impact, and easier for defendants to offer rational justi-
fications of why an outcome was chosen and the accuracy with which a model 
predicts it. This makes sense. Companies find machine learning useful because 
it accurately predicts something genuinely useful for making a profit. It is not 
surprising, therefore, that under a broad interpretation of the business justifi-
cation, disparate outcomes produced by machine learning models are both 
more obvious and more defensible.30

The third and final stage of the disparate impact process thus becomes in-
creasingly important. The question here is: Could a less discriminatory means 
achieve the same ends? If a defendant passes the business justification test, the 
third stage gives the plaintiff the opportunity to demonstrate that another 
policy or practice could have been used that would result in less disparate 
impact. This third stage has received much less attention from scholars, in part 
because few cases have proceeded beyond the first two requirements.31

How might a plaintiff demonstrate that an alternative machine learning 
model that serves the employer’s legitimate interests but produces less dispa-
rate impact is available? Reasonable alternative ways of designing a machine 
learning model could be to predict a different outcome, assemble an alterna-
tive training data set, or use different features, as well as to find different ways 
to use a model’s predictions to make decisions. The future of discrimination 
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law will be shaped by the standards developed by courts and regulators to 
compare reasonable alternative data-driven decision-making systems.

There are easy cases. In Facebook’s case, a plaintiff could show that adding 
additional features into p(click) would have produced an alternative model 
that was just as accurate but produced less disparate impact. Or in the case 
of COMPAS, a plaintiff could show that Northpointe could have trained 
COMPAS on a data set free from error-strewn and biased arrest data without 
sacrificing accuracy. In these cases, if Facebook or Northpointe refused to 
adopt the alternative procedure, they would be found liable for discrimination. 
Notice what is going on here. Facebook or Northpointe may have been lazy, 
not bothering to explore alternative models that were comparably accurate 
but less discriminatory, in which case the disparate impact process serves as a 
tool for enforcing best practice in machine learning. This might be practically 
important, as sloppy machine learning often produces disparate outcomes, but 
discrimination law aims to achieve more than simply enforcing best practice. 
Alternatively, if Facebook or Northpointe knowingly chose a model that pro-
duced more disparate impact but no more accuracy, the third stage of the 
disparate impact process effectively serves as a tool for detecting hidden dis-
criminatory intent.32

Most cases will not be so straightforward. Suppose HUD’s discrimination 
suit against Facebook has gone to court, hinging on the p(click) model we 
have examined. I want to imagine how the judge presiding over the suit might 
reason through the case. She has listened to oral arguments and is sitting down 
to consider her verdict, drawing on the evidence and briefs before her. Follow-
ing her reasoning brings out the limits of the third stage of the disparate impact 
process and the whole logic of discrimination law. If I am right that machine 
learning makes it easier to satisfy the first two stages of the disparate impact 
process, it is critical to probe the logic of this third stage. Focusing squarely on 
it, I believe, draws attention to the contested meanings of discrimination that 
underpin discrimination law, taking us to the question of what discrimination 
law is for.33

The judge first considers the disparate treatment argument. Facebook’s 
brief explains the process the company went through to ensure compliance 
with prohibitions against disparate treatment. They began by removing pro-
tected traits and close proxies from p(click). They then conducted a statistical 
analysis of the training data set, which contained hundreds of variables about 
user behavior. Facebook found that even when gender and close proxies were 
excluded, users’ gender could accurately be predicted from the remaining 



68  c h a p t e r  3

training data. The judge wonders: How should I think about what the model is 
doing in this case?34

She considers HUD’s argument that Facebook’s analysis demonstrates that 
p(click) violates equal treatment. The model was effectively “recovering” gen-
der from other variables in the training data set and using it to predict the 
probability that different users would click on a particular job ad. As such, the 
model was using an immutable but irrelevant individual trait to make deter-
minations, violating equal treatment. HUD’s brief compares the model to a 
person who hides their intent to discriminate by choosing facially neutral cri-
teria. They may not put up a shop sign or post a job ad that explicitly refers to 
a protected class, but decision-making procedures that bury information 
about the membership of protected classes in machine learning models should 
be understood as cases of disparate treatment.35

She then considers Facebook’s response. Pointing out that most variables 
in its training data correlated in some way with gender, Facebook (surpris-
ingly) has decided to take on the broader issue, arguing that accurate machine 
learning models almost always reproduce group-based statistical patterns. 
Because women tend to click on job ads with lower average incomes than are 
offered in ads clicked on by men, p(click) was showing job ads with lower aver-
age incomes to women relative to what it showed men. This difference was 
driven not primarily by the use of gender or close proxies, but by the way 
gender conditions who we are and how we behave. Facebook argues that forc-
ing machine learning models into a false form of blindness, by deliberately 
hiding the complex correlations between gender and user behavior, will not 
change this underlying fact about our society. Our judge feels inclined to 
agree. She does not believe that when protected traits can be accurately pre-
dicted from training data, even after protected traits and close proxies have 
been excluded, equal treatment has been violated. She accepts Facebook’s 
argument and rejects HUD’s disparate treatment case.36

The judge then examines the disparate impact arguments. The first two 
requirements are straightforward. HUD demonstrates that p(click) consis-
tently showed ads for jobs with higher average incomes to men than to women. 
This is persuasive evidence of prima facie disparate impact. Facebook then 
justifies this disparate impact by arguing that delivering ads to users on the 
basis of predicted click probabilities falls within its legitimate business interest. 
Since this is effectively Facebook’s business model, and the judge has no 
grounds within discrimination law for disputing that business model, she feels 
compelled to accept this justification. The judge therefore turns to the third 
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stage of the disparate impact process: examining whether an alternative ma-
chine learning model would achieve the same legitimate interest with less 
disparate impact. Knowing that HUD, the plaintiff, has no way of proposing 
such a model without access to Facebook’s training data, model, and features, 
she requires Facebook to submit a report summarizing its own process of com-
paring alternatives.37

The judge decides to keep three considerations in mind as she reads the 
report: the disparity in outcomes across men and women produced by the 
different models, how accurately they predict the legitimate target variable, 
and the comparative costs involved in designing and deploying the models. 
She uses easy cases to think about a spectrum. At one end, if Facebook could 
easily develop an alternative model, and the model would be equally accurate 
but produce less disparity in outcomes, Facebook should be required to adopt 
it. The costs would be minimal, and the procedure would be equally effective 
at achieving the same legitimate interest, but with less disparate impact. At the 
other end, if attaining this alternative would consume Facebook’s entire profit 
and the model would be much less accurate, with only slightly less disparate 
impact, Facebook should not be required to adopt it. The costs would be sig-
nificant, and the procedure would be less effective, with only marginally less 
disparate impact.

The judge then applies these criteria to the case before her. Facebook re-
ports that the best way to significantly reduce outcome disparities would be 
to impose a version of demographic parity on p(click) that sets a maximum 
gap between the average income of job ads shown to men and those shown to 
women. The costs of this approach could be significant, because it would make 
p(click) less accurate, thereby showing more ads that people are not interested 
in. This approach would reduce gender disparities in the average incomes of 
job ads, but result in a lower proportion of the ads Facebook displays being 
clicked on.

Our judge wrestles with the implications of her decision. On the one hand, 
she does not want to set a precedent in which machine learning models that 
entrench patterns of inequality are off the hook because they are statistical and 
complex and courts lack the technical expertise to evaluate comparisons of 
reasonable alternatives submitted by companies like Facebook. On the other 
hand, she does not think there are adequate grounds to conclude that Face-
book’s decision not to adopt the alternative was unreasonable; moreover, nei-
ther she nor the claimants have the resources to determine whether there are 
alternatives other than the one Facebook has presented.
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In the end, she concludes that she lacks the expertise to impose judgments 
about the trade-offs that Facebook can reasonably be expected to make in 
designing p(click). There are legitimate arguments for both p(click) and the 
alternative in Facebook’s report. Since p(click) furthers Facebook’s core busi-
ness purpose, in which it has considerable expertise and experience, she feels 
that she cannot meddle in the complex question of whether the alternative 
would in practice produce long-term social gains for women, and if it would, 
whether those gains would be sufficient to justify the likely costs to Facebook. 
It is up to Facebook and consumers to make a judgment about that. She there-
fore finds Facebook’s p(click) not liable for discrimination under disparate 
impact, as well as under disparate treatment.

After returning home, she reflects on what she learned from the case. The 
whole disparate impact process asks courts to make a judgment about the trade-
offs that businesses can reasonably be expected to make between the impact 
of the procedure on a protected class and the utility of the procedure for the 
business. The disparate impact process approaches this trade-off by asking an 
overarching question: Is the disparity in outcomes produced by the policy or 
procedure justified? The first stage requires a plaintiff to show that justification 
is required, because the procedure results in disparate outcomes that have an 
adverse effect on a protected class. The second offers the defendant the op-
portunity to justify the procedure on the basis of some more or less expansive 
notion of business utility. The plaintiff can then show that the whole trade-off 
is unnecessary because there is a way of achieving comparable business utility 
with a smaller disparity in outcomes.

The problem with the third stage is that the real world is not clear-cut. 
Machine learning illustrates that a Pareto-improving alternative decision-
making procedure can rarely be demonstrated. For Facebook to be required 
to adopt the alternative to p(click), empirical research would need to show 
that doing so would actually benefit women, because, as we saw in the last 
chapter, whether imposing demographic parity benefits disadvantaged groups 
depends on real-world facts about the uncertainties and measurement error 
in the data on which machine learning models are trained. In the last chapter, 
the bank’s imposition of demographic parity benefited African Americans 
when its data systematically underestimated the ability of African Ameri-
cans to repay loans, but it harmed African Americans when it led to more 
loans being granted to people who could not in fact repay. Similarly, whether 
imposing demographic parity on p(click) would benefit women depends on 
how it changes people’s click behavior and how the advertising model inter-
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acts with the real labor market. The problem with the third stage of disparate 
impact, our judge concludes, is that discrimination law does not provide 
grounds for judges to reason about the burdens it is reasonable to impose on 
particular institutions because it does not make the purpose of imposing 
those burdens clear.

As machine learning becomes an ever more common component of 
decision-making systems, discrimination suits that follow this logic will also 
become increasingly common. And they may all too often produce the same 
result. I now want to consider why. Why does the logic of discrimination law 
seem limited in its capacity to find institutions liable for discrimination when 
they use decision-making systems that do not use protected traits but that 
nonetheless reproduce patterns of injustice? The answer has to do with the 
common understanding of what discrimination law is for.38

The Purpose of Discrimination Law

Complex and contested laws tend to be enacted precisely because they em-
body the aspirations of multiple actors, binding several political purposes to-
gether in support of one piece of legislation. Often, however, the structure and 
application of the law turns out to favor one set of political purposes. That is 
what has happened with discrimination law. Discrimination law risks becom-
ing indelibly bound to formalistic interpretations of the principle of equal 
treatment.39

Two principles capture competing visions of what discrimination law is for. 
The first is the anticlassification principle, which embodies a formalistic ap-
proach to equal treatment similar to mathematical definitions of group fair-
ness. On the anticlassification view, discrimination law aims to prohibit the 
use of protected traits in decision-making because membership in a protected 
group is morally irrelevant to decisions about the allocation of benefits and 
burdens: the terms of a mortgage, the success of a job application, whether 
someone is granted bail or receives an ad.40

The second is the antisubordination principle. On the antisubordination 
view, discrimination law aims to eliminate the systematic exercise of the power 
of one group over another that is embedded within and entrenched by impor
tant decision-making systems in order to confront and eradicate relations of 
subordination and domination between social groups. This exercise of power 
need not be intentional or conscious, though sometimes it will be. Social 
groups are granted the status of protected classes not because membership in 
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these groups is always morally irrelevant to decision-making, but because they 
have historically been subject to unjust structures of discrimination and sub-
ordination, perpetuated and reinforced by decision-making procedures.

Whether anticlassification and antisubordination are in tension depends 
on the case. Let’s explore three kinds of cases: in the first, the principles sup-
port the same conclusion; in the second, the principles can be stretched to 
support the same conclusion, but they are often in tension; in the third, the 
principles are in flat-out contradiction. The progression through these cases 
tracks the development of the kinds of cases that discrimination law has con-
fronted, providing a stylized history of discrimination.41

The first kind of case is straightforward: shop signs that ban Blacks or job 
ads that ban women. These cases violate both anticlassification and antisub-
ordination. Signs that ban African Americans from the use of public facilities 
not only use a morally irrelevant trait in the distribution of benefits and bur-
dens but also entrench racial domination. Although today we have consigned 
such cases to the dustbins of history, it is easy to forget that the deliberate 
exclusion of some groups from public social, economic, and political activities 
is the form that discrimination has taken for most of human history.

The second kind of case begins to bring out the tension between the princi
ples of anticlassification and antisubordination. This kind of case historically 
involved assessing whether factors like education or literacy were legitimate 
criteria for distinguishing between citizens, or whether they were simply a new 
face on the same public signs and job ads.

Consider the HUD v. Facebook discrimination suit. HUD’s proposed rule, 
firmly rooted in the principle of anticlassification, holds that the removal of 
protected traits and close proxies should immunize Facebook from discrimi-
nation charges because it guarantees that predictions are not made because of 
individual membership in protected groups. On the antisubordination view, 
whether or not protected traits should be removed depends on an empirical 
analysis of how best to reduce disparities across protected and nonprotected 
groups. On this view, we should focus our moral evaluation, not on whether 
Facebook uses gender in its prediction models, but on how Facebook can best 
ensure that inequality is not reproduced. If Facebook discovers that including 
protected traits reduces disparities across protected and nonprotected groups, 
anticlassification demands exactly the opposite course of action demanded by 
antisubordination.42

This sharpens the tensions between basing our moral evaluation of 
decision-making procedures on the legitimacy of the criteria they use and 
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basing it on the effects they have on relations of power between citizens. On 
the antisubordination view, gender can be accurately predicted from Face-
book’s training data even when it is formally excluded because gender condi-
tions who we are, how we behave, and the opportunities we are afforded. That 
is why gender constitutes a protected class in the first place: decision-making 
structures have excluded women from important opportunities and imposed 
undue burdens on them for much of human history. By asking organizations 
to hide the complex correlations that characterize our social world, anticlas-
sification requires decision-making procedures to be designed as if we lived in 
a color-blind, gender-blind society, whereas antisubordination requires that 
decision-making procedures be designed in full knowledge of the society in 
which we actually live.

The third kind of case is even clearer. These are cases in which the principle 
of antisubordination supports a design choice that violates the principle of 
anticlassification. The most obvious example is affirmative action. In machine 
learning, narrowing outcome disparities across protected groups often re-
quires the explicit use of protected characteristics, an action prohibited by 
anticlassification. The next chapter explores these cases in more detail.43

For the past half-century, there has been an uneasy truce between anti-
classification and antisubordination. Slowly but surely, courts have nar-
rowed the conditions under which affirmative action is permitted and wid-
ened the range of permissible facially neutral procedures that produce 
disparate outcomes.44 This widening of permissible actions that entrench 
subordination, along with the failure to comprehensively justify affirmative 
action, suggests that unless we draw attention to the conflict between these 
principles, anticlassification may slowly suffocate antisubordination. Unless 
the idea of discrimination can be extended beyond the principle of anticlas-
sification, disparate impact may become an increasingly blunt tool for the 
pursuit of social justice.45

Machine learning brings this struggle to a head. Machine learning makes 
it difficult and even counterproductive to distinguish statistical from unfair 
discrimination by distinguishing legitimate from illegitimate criteria. Ma-
chine learning forces us ask: How far does the idea of discrimination capture 
what is wrong with using decision-making systems that use only legitimate 
criteria but nonetheless replicate and entrench patterns of social inequality? 
This question compels us to examine the underlying purpose of disparate 
impact: whether it extends the logic of disparate treatment by ferreting out 
cases of hidden discriminatory intent or engages in a justified kind of social 
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engineering to empower disadvantaged groups and advance social, economic, 
and political equality.46

The ever more widespread use of machine learning may force a confronta-
tion between the idea that discrimination is wrong because it uses morally 
irrelevant criteria in decision-making and the idea that discrimination is 
wrong because it compounds unjust structures of power. In human decision-
making, the tension between these ideas can be overlooked, buried within 
the opacity of the human mind. We have never had to work out what it means 
to say that a person made a decision because of race or gender because we 
can never peer into another person’s mind. The practical constraints on de-
tecting discrimination have shielded us from having to work out what makes 
discrimination wrong.47

That is the strange thing about machine learning. It would seem that, 
because this book is about machine learning, it should also be about the future. 
And in a sense it is. But what makes machine learning interesting, to me at 
least, is that it constantly reminds us how much history matters. What machine 
learning models do depends on history. The ideas and laws that democracies 
draw on to govern machine learning depend on history. That is why machine 
learning requires that we decide how we wish to use the past to make decisions 
that shape the future.

We may need to choose between these two understandings of what dis-
crimination is for. If Facebook’s advertising system delivers job ads with lower 
incomes to women than men, then Facebook, without intending to, will en-
trench inequality and injustice on an enormous scale. And yet, if the purpose 
of discrimination law is understood to be anticlassification rather than anti-
subordination, Facebook’s advertising delivery system will be immune from 
the reach of discrimination law. US discrimination law may fail to prevent 
organizations from building machine learning systems that entrench the most 
pervasive structures of power in American society.

Putting Discrimination in Its Place

There are two ways we should respond to this problem. In the realm of law, we 
should broaden the idea of discrimination to more firmly root antidiscrimina-
tion in antisubordination. This would ensure that discrimination prohibits 
decision procedures that have a justifiable objective and do not use protected 
traits but nonetheless reinforce patterns of inequality and injustice. By retell-
ing the history of discrimination law to focus on how it has been shaped by 
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social movements and the politics of antisubordination, we can leverage the 
power of an idea that already has broad rhetorical purchase. I suggest a few 
practical reforms that might advance this goal.48

In the realm of politics, however, we should put discrimination back in its 
place. Because discrimination has become—and perhaps always was—so im-
bued with the mythology of neutrality and blindness, it can stifle and block 
more substantive conceptions of political equality. That process is most dra-
matic and obvious in the United States, where constitutional law always spills 
over into politics and public debate, but it has also occurred in other countries. 
The United States is not alone in reducing the concept of discrimination to 
formalistic interpretations of equal treatment and in finding political argu-
ments about what we owe to each other on account of differences produced 
by unjust social structures constrained by the rhetoric of discrimination. In 
politics, we should draw on other ideals to guide the collective ambition to 
confront entrenched structures of power and develop new regulatory struc-
tures to embody them.

By pressing the urgency of this political response, machine learning makes 
clear that all kinds of characteristics that institutions might justifiably use in pre-
diction are distributed unevenly across protected classes. This is true of clicks, 
as we saw with Facebook’s p(click) model; of recidivism, as we saw with North-
pointe’s COMPAS model; of crime rates, as we saw with predictive policing; and 
of the risk that a child will be placed in foster care, as we saw with AFST. As Ellen 
Kurtz, director of research for Philadelphia’s Adult Probation and Parole Depart-
ment, explains: “If you wanted to remove everything correlated with race, you 
couldn’t use anything. That’s the reality of life in America.”49 In an unjust world, 
we must move beyond formalistic conceptions of equal treatment and debate 
the moral significance of difference and disadvantage.

Law

For discrimination law to prevent the use of machine learning from en-
trenching injustice, it must be more firmly rooted in the principle of 
antisubordination.

Several legal scholars have begun this intellectual work. It starts with re-
naming these laws antidiscrimination, not nondiscrimination. Then we must 
retell the history of antidiscrimination law. From the 1970s, reactionary social 
and political forces pushed back against the gains made by civil rights move-
ments in the 1960s, encouraging courts to narrow and redefine doctrines in 
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discrimination law devised to dismantle segregation. Over time the effect was 
to constrain the scope of antisubordination, hollowing out and emptying dis-
crimination law of its substantive content and the ambitious ends sought by 
its original proponents. Discrimination law needs to rediscover its animating 
moral and political purposes in America’s civil rights tradition, which go far 
beyond the principle of anticlassification.50

Reva Siegel persuasively articulates this approach. She argues that “both 
anti-subordination and anti-classification might be understood as possible 
ways of fleshing out the meaning of the anti-discrimination principle, and thus 
as candidates for the ‘true’ principle underlying discrimination law.”51

To claim that struggle for equality in this country has not been about subor-
dinated groups seeking to dismantle social structures that have kept them 
down makes a travesty of American history. The moral insistence that the low 
be raised up—that the forces of subordination be named, accused, disestab-
lished, and dissolved—is our story, our civil rights tradition. It is what has 
made that tradition anything that anyone ever had reason to be proud of. The 
anti-subordination principle is not some alien, discredited Other, some reck-
less theoretical sally wisely avoided and marginalized by cooler heads. It is 
the expression of the American revolutionary tradition in our own time, the 
living source of our commitment to the Declaration and its promises of equal-
ity, the warm lifeblood of the American spirit. It points, sometimes proudly, 
sometimes defiantly, but always honestly, to what we have done, to what we 
should have done, and to what we have yet to do.52

The erasure of antisubordination from the history and politics of civil rights 
should be fiercely resisted, as that erasure is driven by “political contestation” 
as much as by any “moral or philosophical principle inherent in anti-
classification.”53 The doctrine of disparate impact aims to enshrine this ex-
panded meaning of discrimination in law, “increasing the scope of what may 
be prohibited while, at the same time, trading on the emotive appeal of the 
traditional use of [discrimination].”54

The problem with this approach is that it underplays what machine learning 
makes clear: that the principle of antisubordination is often in tension with, 
and sometimes flatly contradicts, the principle of anticlassification. Seeking to 
invoke discrimination to capture the injustice of group disadvantage may dis-
tort our thinking about structural injustice and political equality, “weakening 
or diluting the current level of feeling opposed to racial prejudice.”55 As the 
legal scholar Benjamin Eidelson argues, “Equating group inequality with 
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wrongful discrimination may distort our thinking about the distinct wrong of 
oppression by shoehorning it into the paradigm defined by characteristic cases 
of discrimination.”56

What’s more, in the minds of ordinary citizens, the idea of discrimination 
may always be tilted in favor of anticlassification. Owen Fiss made this point in 
the 1970s when he observed that the idea of discrimination pulls against the 
politics and policies of antisubordination. Fiss named the anticlassification 
principle the “anti-discrimination” principle, a “choice of words” that, in Siegel’s 
view, was “quite unfortunate, because there is no particular reason to think that 
anti-discrimination law or the principle of anti-discrimination is primarily con-
cerned with classification or differentiation as opposed to subordination and 
the denial of equal citizenship.”57 Yet it may be that Fiss chose his terms care-
fully because he believed that antidiscrimination cannot in fact be untethered 
from anticlassification and that, as a result, “the nation’s civil rights heritage” 
compels “a stark choice” between anticlassification and antisubordination—
exactly the choice that machine learning may force us to make.58

Discrimination’s rhetorical appeal lay in its ability to encompass the anti-
subordination goals of the civil rights movement while also enabling the white 
majority to express their qualified support for civil rights by embracing the 
anticlassification view. The common understanding of the idea of discrimina-
tion that underpins discrimination law may shape whose aspirations are likely 
to be achieved. The history of US discrimination law suggests that it may be 
extremely difficult to untether the idea of discrimination from its roots in the 
principle of anticlassification.59

Two practical reforms might more firmly root discrimination law in the 
principle of antisubordination. First, the burden of proof in the third stage of 
the disparate impact process should shift from plaintiffs to defendants. Instead 
of requiring plaintiffs to show that an alternative procedure exists that would 
achieve a business’s legitimate purposes but with less disparate impact, defen-
dants should be required to show that they undertook reasonable measures to 
ensure the unavailability of any such alternative. It has always been extremely 
difficult for a plaintiff to demonstrate the existence of reasonable alternatives, 
and machine learning will make it even harder, especially without access to the 
defendant’s training data, features, and models. Knowing that courts will ex-
pect reasonable alternatives to be explored before a machine learning model 
is deployed, and clear justifications of design choices to be documented, insti-
tutions would have incentives to proactively explore how best to ensure that 
machine learning does not exacerbate underlying inequalities.60
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Second, courts could abandon the three-stage disparate impact process al-
together, replacing it with a straightforward balancing judgment. Instead of 
proceeding through a series of discrete stages, courts should simply ask: Are 
the disparities in outcomes produced by this policy or procedure justified? This 
change would enable courts to analyze the evidence holistically, without artifi-
cial separation into three stages. Not only might better decisions be made, but 
courts, plaintiffs, and, most importantly, citizens, would be forced to recognize 
discrimination suits for what they are—difficult and contextual judgments 
about the allocation of burdens in pursuit of a collective political goal. Chang-
ing the disparate impact process from a structured to a balancing process would, 
in my view, be a good idea for that reason alone. If we start to recognize what is 
really going on in discrimination law, we might just start to be intentional about 
acknowledging what our collective ambitions really are, and what burdens we 
are willing to impose on different actors to achieve them.61

Politics

In the sphere of politics, we should put discrimination back in its place. In the 
next chapter, I argue that we should articulate a positive ideal of political 
equality that goes beyond discrimination to establish laws and regulatory 
structures to govern decision-making. Here I want to lay the ground for that 
argument.

The story about HUD’s discrimination suit against Facebook illustrates 
how anticlassification understandings of discrimination spill over from law 
into politics and public debate. Facebook responded to HUD’s charge by re-
moving protected traits from machine learning models, knowing that it would 
make little difference to its effects on racial and gender equality. The very fact 
that Facebook chose to remove those traits suggests something about how 
Facebook thought most people understand discrimination. Facebook felt that 
for many people—whether citizens who use the platform, judges who rule on 
discrimination suits, or regulators who enforce the law—using protected traits 
in decision-making systems violates the all-powerful principle of anticlassifica-
tion. Facebook’s strategy was a cheap and easy way to guarantee immunity 
from the charge of discrimination in the court of public opinion. HUD’s pro-
posed rule did the same thing, immunizing institutions from discrimination 
suits provided they remove protected traits and close proxies. Because the rule 
would have broad popular support, HUD reasoned, it did not matter that it 
would make it harder to use disparate impact law to hold companies like Face-
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book to account. Facebook and HUD understood the rhetorical purchase of 
anticlassification and formalistic interpretations of equal treatment.

The lessons from this story go beyond the current state of discrimination 
law. They are about how the idea of discrimination comes to encapsulate the 
entirety of our ambitions for governing decision-making. Anticlassification 
encourages a futile and confused quest to eliminate the role of irrelevant traits 
in decision-making, hindering our capacity to articulate and impose obligations 
that would ensure that decision-making does not entrench existing structures 
of power across social groups. As Anna Lauren Hoffman, a legal scholar at the 
University of Washington, argues: “Certain well documented tendencies in the 
way courts have interpreted ideals like fairness and antidiscrimination have 
arguably hindered its effectiveness. These tendencies point toward (perhaps 
fatal) limits of antidiscrimination discourse for realizing social justice in any 
broad or meaningful way—limits that extant work on data and discrimination 
risk inheriting.” If discrimination cannot escape the straitjacket of anticlassifica-
tion, civil rights must escape the straitjacket of discrimination.62

My point is not about the inherent philosophical meaning of discrimina-
tion—if there is such a thing—but about its political purchase. Too often, the 
stories told in public about what discrimination is and why it is wrong are in-
delibly bound to the principle of anticlassification. The actions taken by Face-
book and HUD illustrate the power of the idea that discrimination is wrong 
because it involves the use of morally irrelevant characteristics in decision-
making. No matter how elaborate the philosophical theories scholars develop 
to move discrimination beyond the principle of anticlassification, they con-
tinue to run up against the deep liberal instincts that support it. Liberalism 
offers the powerful but mythical promise of neutrality, of blind decision-
making that respects the principle of anticlassification. Lady Justice must be 
blind, but the politics and policies of antisubordination cannot be blind. We 
need a political language and imagination that articulates the ambition to con-
front entrenched structures of power and that extends beyond the idea of 
discrimination.63

As a matter of political strategy, we should not expect the concept of dis-
crimination to single-handedly guide laws and regulations that address the 
systematic exclusion of disadvantaged groups. Already, commissions and com-
mittees are being scrambled to work out how to extend discrimination law to 
the design and use of predictive tools, but without stopping to confront the 
tensions simmering beneath the surface of discrimination law itself. If dis-
crimination proves incapable of supporting the antisubordination principle 
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because, as the historian Michael Selmi argues, “we have never been commit-
ted to eradicating racial or gender inequality beyond immediate issues of in-
tentional discrimination,” we must shift the terms of the debate.64

Predictive tools require institutions to be intentional about the goals they 
impose on decision-making systems. The process of designing and integrating 
those tools invites us to consider how and to what ends the power to con-
sciously shape our social world based on unprecedented knowledge about the 
multiple dimensions of inequality should be exercised. Fighting inequality 
requires that we understand outliers, the groups our society has oppressed and 
subordinated, and build our collective ambitions around their experiences. 
But to achieve this, it may be necessary to confront deep questions about the 
extent of our collective ambition to overturn entrenched structures of power. 
To support a flourishing democracy, we need an ideal that invites—requires—
institutions to see the injustices of the past and to justify how they use differ-
ence and disadvantage to make decisions in light of that knowledge. In the age 
of machine learning, we must move beyond discrimination as the sole ideal 
that animates the governance of decision-making.



81

4
Political Equality

Whether originally a distinct race, or made distinct by time and circumstances, 
[the blacks] are inferior to the whites in the endowments of body and mind.1

—thom a s jeffer son, “note s on th e state of  
v irgini a” (1785)

We wish to plead our own cause. Too long have others spoke for us. Too 
long has the publick been deceived by misrepresentations in things which concern 
us dearly.2

—sa m u e l cor nish a n d john brow n russ w u r m,  
“to ou r patrons” (1827)

The power of the ballot we need in sheer self-defence—else what shall save us 
from a second slavery?3

—w.e .b. du bois, t h e sou ls of bl ack folk  (1903)

never trust anyone who says they do not see color. this means to them, you are 
invisible.4

—nay y ir a h wa h e e d, s a lt  (2013)

recall the imaginary HUD vs. Facebook lawsuit. Despite her ruling in 
Facebook’s favor, suppose that our judge issues a scathing judgment that 
holds Facebook responsible for compounding social inequality. Citing com-
pelling evidence that Facebook’s ad delivery system was displaying ads for 
lower-paid, lower-quality jobs and for mortgages with poorer terms to Afri-
can Americans than in ads displayed to white Americans, she points out the 
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pernicious self-reinforcing effects of this system: more African Americans 
were clicking on ads for poorer-quality jobs and mortgages, further exacer-
bating racial disparities in the labor market and in access to finance. Suppose 
that Facebook’s executives decide to address this criticism by asking its engi-
neers to redesign the advertising system to intentionally advance racial equal-
ity and that they start by experimenting with p(click).5

Facebook explores two changes to p(click). First, it adds race as a variable 
in the training data and the model itself. Facebook finds that including race 
enables p(click) to make more fine-grained predictions in full knowledge of 
underlying inequalities, helping to narrow, although not eliminate, racial dis-
parities in the quality of mortgage and job ads. Second, it decides to impose 
a version of demographic parity, requiring there to be no more than a 
5 percent gap between the average interest rate of mortgage ads and the aver-
age income of job ads shown to Black and white users. Facebook investigates 
the effects of imposing demographic parity and finds that, while it would 
reduce p(click)’s accuracy, the reduction is only temporary because the in-
tervention actually changes people’s behavior. Over time racial inequalities 
in the mortgage and job ads that Facebook displays could be narrowed with-
out sacrificing accuracy. Facebook decides that this is a reasonable interven-
tion, one that trades short-term costs for long-term benefits to African Ameri-
cans and to society as a whole.6

The catch is that these two interventions are probably illegal. As deliberate 
uses of race to determine who sees which advertisements, they violate the for-
malistic interpretations of equal treatment that underpin disparate treatment 
(or direct discrimination) and equal protection law. As we have seen, the grip 
of anticlassification on discrimination law generally prevents institutions from 
discriminating on the basis of race, even when doing so promotes racial equal-
ity. Not only do companies like Facebook have no incentive to ensure that their 
machine learning models advance racial equality, but even if they wanted to, 
the law may prevent them from doing so. This chapter sketches an alternative 
approach to governing decision-making. Guided by the ideal of political equal-
ity, it would allow, and in some cases require, institutions to experiment with 
using machine learning to reduce entrenched social inequalities.

The flourishing of democracy motivates the argument. If citizens are to 
collectively govern themselves as political equals, important institutions must 
ensure that decision-making systems do not compound entrenched inequali-
ties of power and that they sometimes actively address those inequalities. The 
ideal of political equality captures the antisubordination concern that institu-
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tions in sectors like housing, education, employment, and criminal justice may 
unwittingly structure their decision-making in ways that entrench the subor-
dination of social groups historically barred from participating as equals. By 
focusing our gaze on concrete structures of power, political equality offers an 
animating aspiration to guide the governance of decision-making and the use 
of predictive tools.7

Political equality helps diagnose the problem with the formalistic interpre-
tations of equal treatment that characterized both the mathematical defini-
tions of group fairness in chapter 2 and the anticlassification view of discrimi-
nation law in chapter 3. If our underlying goal is to ensure that the governance 
of machine learning establishes and secures the conditions of political equal-
ity, we should question the moral premise that protected traits are morally 
irrelevant to, and should not be used in, decision-making. We should instead 
embrace the need to constantly debate when and why categories of disadvan-
tage justify differential treatment to advance equality among citizens.

Political equality enables us to be more granular about the responsibilities 
of different actors with respect to different social groups in designing decision 
procedures. First, political equality supports principled distinctions between 
responsibilities with respect to different social groups, distinguishing race 
from gender, and both from categories like socioeconomic class, geography, 
and sexual identity. Second, political equality supports principled distinctions 
between the responsibilities of different institutions, based on how institu-
tions affect the capacity of citizens to live and function as political equals. By 
inviting us to identify and remove obstacles to relations of equality, the ideal 
of political equality guides our reasoning about the responsibilities of different 
actors with respect to different social groups to actively address, or to not 
compound, structural social inequalities.

This alternative approach suggests a fundamental rethinking of the obli-
gations and institutional structure of how we govern the decision-making of 
private companies and public bodies. First, I argue for a shift from negative 
prohibitions to positive duties. Prohibitions against discrimination may not 
in practice prevent institutions like Facebook, banks, child protection agen-
cies, parole boards, and the police from unwittingly using machine learning 
to compound structural social inequality. We should develop nuanced posi-
tive duties to advance equality that differ across institutions and social 
groups. Second, I argue that these positive duties should be enforced not 
simply ex post by courts that impose individual remedies, but by empowered 
and well-resourced equality and civil rights regulators who consider whether 
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an institution has undertaken reasonable efforts to discharge its positive duties 
in the design of decision-making systems. I describe an iterative and dynamic 
process of administrative regulation, underpinned by a new AI Equality Act. 
This would amount to a wholesale transformation in civil rights and equality 
law and the institutional structure through which it is enforced.

Goals

The Ideal of Political Equality

Societies are characterized by difference and diversity. People have different 
incomes and educations, tastes in music and literature, different opinions, 
moral beliefs, and plans of life, and they live in neighborhoods with different 
levels of wealth or crime. Political equality holds that in the realm of public life 
and collective decision-making, regardless of how much each citizen earns or 
what they know or where they live, all citizens count for the same. People who 
are unequal and unlike have equal standing as citizens.8

As one of the foundational ideals of democracy, political equality is rooted 
in the idea that citizens co-create a common life and live together through the 
consequences of what they decide. Constitutional democracies aspire to a 
kind of coauthorship in which citizens relate to each other and govern them-
selves as free and equal members of a common enterprise. Political equality 
motivates democratic habits and norms: looking your fellow citizen in the eye 
regardless of relative status or wealth or race, opening yourself to others’ ex-
periences regardless of how they differ from your own.9 Political equality also 
lies behind the feeling of anticipation and collective power when we vote on 
polling day and see images from across the country of millions of others doing 
the same.10

As Aristotle argued, democracy is not a static political system, but a continu-
ous project of co-creating the institutional structures that best approximate a set 
of foundational ideals. Because the citizens who govern themselves change—as 
relations among social groups evolve, the balance between rich and poor shifts, 
and the structure of an economy develops—democracy must also change. Dif
ferent kinds of institutions best embody the ideals of democracy in different 
societies at different times. In Aristotle’s time, political equality was embodied 
in the selection of officeholders by lottery: because all citizens—excluding 
women, foreigners, tradespeople, slaves, and children—were considered capable 
of rule, so rulers were chosen at random from the entire citizenry. In modern 
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democracy, political equality underpins the principle that each citizen’s vote 
counts for the same, no matter how educated or wealthy they are. For much of 
the history of democracy, the ideal of political equality has motivated reform and 
revolution, inviting us to constantly reimagine social, economic, and political 
institutions to better approximate the promise of that ideal.11

Exploring the ideal of political equality illuminates much about the struc-
ture of democracy, both as it is and as we might wish it to be. For instance, as 
the political theorist Danielle Allen argues, political equality clarifies that 
negative rights are not prior to, or more fundamental than, positive rights, but 
that each supports the other. A right to association is not merely a negative 
right to associate without government interference, but a positive right to 
gather with fellow citizens to protect your collective political power and hold 
your government to account. Today “the Chinese government” imposes “great 
restrictions on the freedom of association,” not just “to limit freedom of con-
science but also to minimize the likelihood that political solidarities will form 
capable of challenging its authority.” In the US Bill of Rights, by contrast, “the 
right to assemble was closely conjoined to the right to petition political au-
thorities for changes in policies.”12

Political equality is an ideal that can guide how we structure the governance 
of decision-making to support the flourishing of democracy. We can decom-
pose political equality into two component ideas: nondomination, which is 
similar to the principle of antisubordination examined in the last chapter, and 
reciprocity.

Nondomination requires the removal of a particular kind of threat to po
litical equality. Structures of domination prevent some citizens from partici-
pating in their community in fundamental ways, whether in work, education, 
criminal justice, or elections. Securing freedom from domination requires 
that citizens have an “equal share of control over the institutions—the laws, 
policies, procedures—that necessarily interfere with [their lives] . . . ​to protect 
each individual from domination by another, and any group from domination 
by other groups.”13 Like the principle of antisubordination, this requirement 
recognizes that freedom from domination is essential to protect the “legiti-
macy, stability, and quality of democratic regimes.”14 For private companies 
and government agencies, nondomination requires not only that decision-
making systems avoid entrenching inequalities of power across social groups, 
but that citizens themselves are empowered to participate in judgments about 
the goals of decision-making systems that affect their capacity to function as 
equals.15
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Reciprocity requires a certain kind of attitude toward the exercise of power 
by some over others. All political choices benefit some people more than 
others, including, as I have argued, choices in machine learning. Reciprocity 
requires that those who benefit from political choices recognize that others 
have lost and that they commit to ensuring that those loses are not permanent. 
Reciprocity is fundamental to political equality because, “when settled patterns 
emerge in who is bearing the losses that result from political decision-making, 
political equality has come undone. The goal . . . ​is to establish practices that 
result in political losses circulating through the citizenry over time.” Reciproc-
ity places everyone on the hook: Facebook for entrenching inequalities of race 
and gender, Allegheny County for reproducing racial disparities in child wel-
fare provision, and Northpointe and the Los Angeles Police Department for 
cementing racial domination in America’s criminal justice system. For private 
companies and government agencies, whether welfare agencies, police forces, 
banks, or social media companies, reciprocity requires reflection on how their 
decision-making systems can create concrete barriers to the capacity of citi-
zens to function as equals in their common life.16

The ideal of political equality holds that every institution in a democracy 
has a responsibility to protect against domination and to support the condi-
tions of reciprocity over time. That responsibility varies in scope and content 
across institutions and social groups, requiring further moral and political 
argument informed by an understanding of the concrete threats to the capac-
ity of some citizens to function as equals and the role of particular institutions 
in reinforcing or removing those threats. Because political equality depends 
on that further moral and political argument, political equality is political all 
the way down. It must be continuously interpreted and applied by citizens in 
particular societies at particular times.17

Rethinking Equal Treatment

The ideal of political equality helps us diagnose what is wrong with the for-
malistic conceptions of equal treatment that motivated the mathematical defi-
nitions of group fairness we explored in chapter 2 and the anticlassification 
view of discrimination law we explored in chapter 3.

In countries where liberalism exerts a powerful grip over politics and law, 
formalistic interpretations of equal treatment have come to dominate ethical 
reasoning about decision-making. The basic liberal response to racial injustice 
has been to insist that since race is morally irrelevant to the distribution of ben-
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efits and burdens, decisions should not be made because of, and should be blind 
to, race. As John Roberts, the chief justice of the US Supreme Court, famously 
put it, “The way to stop discrimination on the basis of race is to stop discriminat-
ing on the basis of race.”18 Call this the “treatment-as-blindness” view.

The appeal of this view stems from the power of the idea that a person’s race, 
gender, religion, caste, or creed is irrelevant to their moral worth. In The Mer-
chant of Venice, Shylock, promising to seek revenge for the seduction of his 
daughter, tells two mocking Christians:

I am a Jew. Hath not a Jew eyes? Hath not a Jew hands, organs, dimensions, 
senses, affections, passions; fed with the same food, hurt with the same 
weapons, subject to the same diseases. . . . ​If you prick us, do we not bleed? 
If we tickle us, do we not laugh? If you poison us, do we not die? And if you 
wrong us, do we not revenge? If we are like you in the rest, we will resemble 
you in that.19

This definition of equal treatment is increasingly being challenged. “The 
opposite of ‘racist’ isn’t ‘not racist,’ ” argues the activist Ibram X. Kendi, “it is 
‘antiracist.’ ”20 Or as Beverly Tatum put it, “Visualize the ongoing cycle of rac-
ism as a moving walkway at the airport.” Treatment-as-blindness is like “stand-
ing still on the walkway. No overt effort is being made, but the conveyor belt 
moves the bystanders along to the same destination.” The only way to change 
your destination is to “turn around” and walk “actively in the opposite direc-
tion at a speed faster than the conveyor belt.”21 On this view, people of differ
ent races and genders are unlike in precisely the sense that justifies differential 
treatment—that is why those characteristics are protected. “The way to stop 
discrimination on the basis of race,” rebuffed US Supreme Court justice Sonia 
Sotomayor, “is to speak openly and candidly on the subject of race, and to 
apply the Constitution with eyes open to the unfortunate effects of centuries 
of racial discrimination.”22 Call this the “treatment-as-awareness” view.

Political equality helps us identify the flaws in the treatment-as-blindness 
view. As Owen Fiss argued, treatment-as-blindness “does not formally acknowl-
edge social groups, such as Blacks; nor does it offer any special dispensation for 
conduct that benefits a disadvantaged group. It only knows criteria or classifica-
tions; and the color black is as much a racial criterion as the color white.” This 
view treats positive action as “a form of discrimination” that “is equally arbitrary 
since it is based on race”; as such, it provides no “basis or standards for deter-
mining what is ‘reform’ and what is ‘regression.’ ”23 Treatment-as-blindness has 
“traditionally been” defended “and legitimated on the grounds that [it] 
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further[s] the liberal goals of state neutrality, individualism, and the promotion 
of autonomy . . . ​formal equality before the law,” but such “neutrality [can] re-
inforce dominant values or existing distributions of power.”24

Treatment-as-blindness fails to “address the historical disadvantage suffered 
by those subject to discrimination.”25 It makes an unsupported jump from im-
perative to respect the equal moral worth of persons to the moral irrelevance of 
protected characteristics in making decisions about the distribution of benefits 
and burdens. Structures of domination constitute exactly the kind of difference 
that justify the differential treatment of advantaged and disadvantaged groups. 
When things that appear alike are not in fact alike, treating them similarly can 
do both an injustice. As Supreme Court justice Harry Blackmun put it in 1978: 
“In order to get beyond racism, we must first take account of race.”26

The philosopher Elizabeth Anderson extends this idea, arguing that the 
treatment-as-blindness and treatment-as-awareness views actually invoke differ
ent concepts of race: “Not all discrimination on the basis of race is discrimina-
tion on the same basis.” A white couple who fear a Black man for no good reason 
are subjecting him to an essentializing and stereotyped judgment, whereas an 
institution using race to advance racial equality uses race as a proxy for subjec-
tion to unjust structures of domination. Using race as a proxy for unjust disad-
vantage is not the same as using race to make prejudiced judgments.27

We should reject the treatment-as-blindness view in favor of the treatment-
as-awareness view. In the United States and the United Kingdom, such a re-
definition of equal treatment may be long overdue. As US Supreme Court 
justice Antonin Scalia wrote: “The war between disparate impact and equal 
protection will be waged sooner or later. . . . ​It behooves us to begin thinking 
about how—and on what terms—to make peace between them.”28 We should 
make that peace by holding the ideal of political equality at the front of our 
minds. To treat unlike cases “in proportion to their unlikeness,” as Aristotle 
emphasized, our empirical investigations and moral evaluations should focus 
on how treating differently situated people differently may best support the 
conditions of political equality over time.29

across social groups

The ideal of political equality supports principled distinctions between the 
goals that decision-making systems should have with respect to different social 
groups. Because different groups have been prevented from relating as political 
equals in different ways, political equality may require that different obliga-
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tions be imposed on decisions that affect different races and genders, sexual 
identities, socioeconomic classes, or people who live in different places.

Consider the category of race. Race is a cultural construction whose origins 
lie five hundred years ago in the justification of the slave trade. Race denotes 
a clumsy, bureaucratic effort to classify and control that elides as many varia-
tions in culture and history as it illuminates—for instance, the distinct histo-
ries and experiences of Black Americans and Black Britons. I use the term 
“race” not because it is an objective category, but because it is a category on 
the basis of which people are and have been routinely treated differently, and 
one that shapes the daily experience of both racial majorities and racial mi-
norities in institutional settings we have explored, such as access to finance, 
child protection, policing, and the criminal justice system.30

The ideal of political equality aspires to having citizens bridge racial bound
aries to encounter one another and participate in public life as equals. The 
sociologist W.E.B. Du Bois, the first African American to earn a PhD from 
Harvard University, is worth quoting at length:

The Negro is a sort of seventh son, born with a veil, and gifted with second-
sight in this American world,—a world which yields him no true self-
consciousness, but only lets him see himself through the revelation of the 
other world. It is a peculiar sensation, this double-consciousness, this sense 
of always looking at one’s self through the eyes of others, of measuring one’s 
soul by the tape of a world that looks on in amused contempt and pity. One 
ever feels his twoness,—an American, a Negro; two souls, two thoughts, 
two unreconciled strivings; two warring ideals in one dark body, whose 
dogged strength alone keeps it from being torn asunder.

The history of the American Negro is the history of this strife,—this 
longing to attain self-conscious manhood, to merge his double self into a 
better and truer self. In this merging he wishes neither of the older selves 
to be lost. He would not Africanize America, for America has too much to 
teach the world and Africa. He would not bleach his Negro soul in a flood 
of white Americanism, for he knows that Negro blood has a message for 
the world. He simply wishes to make it possible for a man to be both a 
Negro and an American, without being cursed and spit upon by his fellows, 
without having the doors of Opportunity closed roughly in his face.

This, then, is the end of his striving: to be a co-worker in the kingdom 
of culture, to escape both death and isolation, to husband and use his best 
powers and his latent genius.31
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Political equality requires that civic identities sit alongside Black racial identi-
ties, neither subsuming nor dominating the other. As the philosopher Meira 
Levinson argues, this requires a set of civic “skills and habits,” such as “the skill 
and habit of viewing the world from multiple perspectives,” of recognizing that 
“there’s not just one way to be American or patriotic.” It may also require a 
certain way of reasoning about and governing decision-making.32

Race is a legitimate basis for differential treatment because race is a proxy 
for centuries of domination and exclusion from practices of reciprocity, which 
is itself differentially experienced. Race is a crude proxy for disadvantage 
because the relationship between race and disadvantage is contingent, not 
inexorable, and yet it is also a pervasive proxy for disadvantage because race 
has been among the most persistent categories for treating people differently 
in American history. If the goal is to organize power in social, economic, and 
political institutions to establish and secure the political equality of Ameri-
cans, we must reason about the decision contexts in which using race to treat 
Black and white people differently would help to equalize participation.

This view clarifies that justifications of differential treatment do not flow 
the same in both directions. The fact that race is a category of persistent dis-
advantage justifies positive action on behalf of those who are disadvantaged, 
not those who are advantaged. The fact that gender is a category of disadvan-
tage justifies positive action, not on the grounds of gender, but on behalf of 
women, because women are subject to the myriad consequences of that dis-
advantage. Political equality rejects the moral equivalence of decision-making 
systems that cause disparate impact to advantaged and disadvantaged groups, 
affirming the shared responsibility to remove obstacles to political equality 
and recognizing that categories of disadvantage are morally relevant to execut-
ing that responsibility.33

Contrast race with another barrier to political equality: geography. Geog-
raphy is a particularly neglected category of disadvantage. People born in 
places with lower average incomes, less access to capital and investment, and 
poorer education and health-care systems are subject to a range of connected 
decision systems that make it systematically more difficult for them to func-
tion as political equals. Insofar as geography is a practical barrier to political 
equality in relevant decision contexts, it may be a legitimate basis for treating 
people differently. For instance, if geography is driving exclusion, polarization, 
and stratification in higher education, geography may be a legitimate criterion 
to use in making decisions in higher education.34
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Consider Danielle Allen’s proposal that, above a threshold for measuring edu-
cational potential, such as GPA and SAT scores, colleges should admit students 
to maximize geographic diversity within that cohort and over time. Within any 
given zip code, the highest-performing applicants would be chosen first. Instead 
of treating SAT and GPA scores as true measures of talent, a geographic lottery 
recognizes that, “in order to spot the talent that is everywhere, one needs to 
identify those who, above all others, have made the most of the resources avail-
able to them in their immediate surroundings.” As Allen argues,

socioeconomic groups are not among the categories protected by equal 
access to jurisprudence, but that jurisprudence nonetheless establishes a 
useful framework for a moral consideration of what it would take to estab-
lish that we had achieved equal access. Admissions procedures that maxi-
mize geographic diversity by selecting for such diversity from a pool of 
applicants above the entrance threshold would be far stronger contenders 
for meeting an equal access bar than current practice.35

Different goals may be relevant to decision-making systems that affect dif
ferent categories of disadvantage. Consider the category of gender identity. 
People face barriers to participation on the basis of gender identity that they 
do not face on the basis of socioeconomic class and geography, such as access 
to public toilets and other gendered public spaces. Political equality might 
require an obligation to ensure equal access to public spaces for people of dif
ferent gender identities that may not apply on the basis of socioeconomic class 
or geography. But since race has consistently been a basis on which some 
people have been barred from accessing public spaces, such an obligation may 
apply to people of different races.

Political equality invites us to be cognizant of the frequent intersections of 
categories of disadvantage, as identified by concepts of intersectionality or 
concentrated disadvantage. Decision-making systems can stitch together pat-
terns of inequality, subjecting some social groups to a series of interrelated 
obstacles in the basic activities of citizenship.36 For instance, low-income Black 
mothers who seek welfare services are subject to systems of supervision and 
decision-making that weave together different spheres of impoverishment and 
disadvantage.37 Political equality may support especially stringent responsi-
bilities in these cases.

Political equality may also enable us to leverage the possibilities offered by 
machine learning for using more direct proxies for disadvantage. Although 
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there may be compelling expressive reasons to use categories like race and 
gender to treat people differently, those categories may not always be the most 
effective proxies. Machine learning can enable institutions to construct nu-
anced definitions of disadvantage targeted to particular kinds of decisions—
for instance, by including the intersection between geography and school at-
tendance with race in admissions decisions to elite universities, or the 
intersection between gender and socioeconomic class in hiring decisions. 
Applying political equality to machine learning unlocks fertile moral debates 
about what differences should count in what contexts to support relations of 
equality among citizens over time.

across institutions

Political equality also supports principled distinctions between the goals of 
decision-making in different institutions, depending on how institutions affect 
the capacity of citizens to function as equals. When institutions use machine 
learning to control access to something fundamental to citizenship, such as 
freedom from arbitrary treatment by law enforcement, this poses a greater 
threat to political equality than when intuitions use machine learning to do 
something trivial, such as to recommend films.

The concept of basic interests is helpful. People have “basic interests in the 
security, nutrition, health, and education needed to develop into, and live as, 
a normal adult. This includes developing the capacities needed to function 
effectively in the prevailing economic, technological, and institutional system, 
governed as a democracy, over the course of their lives.”38 The more critical a 
good or service is to securing a basic interest, the greater the risk the institu-
tion that controls that good will cement domination and corrode reciprocity. 
The greater the threat an institution poses to political equality, the more strin-
gent the obligations imposed on it should be.39

Political equality invites us to focus on an institution’s role in securing citi-
zens’ basic interests instead of whether it is a public body or a private company. 
The Children, Youth, and Families Office was unusual in being a public body 
that built AFST in-house, collaborating with a team of academics to execute 
an exemplary process of public consultation and feedback. But many goods 
and services necessary for citizens to function as equals are provided by pri-
vate companies. The obligations imposed on institutions should depend not 
on their legal status, but on their role in securing the conditions of political 
equality over time.40
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Or consider another example. Compare two predictive tools that are both 
cases of performative prediction. One we have encountered already, PredPol, 
the predictive policing system used by the LAPD: as more police officers are 
sent to higher-risk neighborhoods, more crime is recorded in those neighbor-
hoods, driving up their measured risk and ensuring that more police are sent 
there in the future. The other is an imaginary machine learning model de-
signed by Uber to predict the risk of prospective passengers to drivers in Los 
Angeles: as the model predicts higher average risk scores for Black passengers, 
average wait times increase for Black passengers, pushing many toward other 
means of transport. Because those who intend to commit crimes continue, of 
course, to use Uber, the proportion of Black passengers who do in fact pose a 
risk increases, further driving racial disparities in average wait times. Both sys-
tems exacerbate racial inequalities, but they have different effects on the capac-
ity of Black people in LA to function as political equals.

Multiple considerations should factor into judgments about how these 
cases bear on political equality. If citizens can obtain the good or service from 
another source, the threat to political equality is reduced. Black Uber passen-
gers have alternatives, like LA’s public transport system, whereas the state is 
the only institution that can imprison citizens and deprive them of the vote. 
There is no recourse and no alternative for those subject to predictive tools 
used in criminal justice. While Uber’s system deepens racial inequalities in 
access to transport, PredPol makes Black residents disproportionately likely 
to end up in prison, deprived of their liberty and subject to the disadvantages 
associated with having a criminal record. My point is not to defend a judgment 
about which is worse, but to illustrate the kind of situations that political 
equality invites us to consider in evaluating the role of institutions in securing 
citizens’ basic interests.41

These examples are meant to illustrate a form of reasoning, not to offer a 
definitive account of the duties that political equality might entail with respect 
to different institutions across different social groups. Political equality sup-
ports open public argument about the moral relevance of particular categories 
of disadvantage and the responsibilities of different institutions to address it. 
Machine learning may help inform this reasoning by enabling us to identify 
more direct proxies for disadvantage than categories traditionally protected 
by law. It may also illuminate the connections between different forms of dis-
advantage, supporting a more articulate and discerning account of who is dif
ferent from whom in ways that justify differential treatment in different insti-
tutional contexts. Machine learning may force us to recognize “the tendency 
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for equal treatment of the unequally situated to exacerbate, rather than chal-
lenge, inequality,” perhaps helping to “diffuse the unease which character-
ises . . . ​discussions of ‘positive discrimination’ and affirmative action.”42

Practice

The ideal of political equality can open up our institutional imaginations about 
the governance of decision-making. Let’s explore two kinds of reform to the 
governance of decision-making that the ideal of political equality might 
support.

Positive Equality Duties

In 1996, California passed a ballot measure, Proposition 209, known as the 
California Civil Rights Initiative, which prohibited the use of race to advance 
racial equality. Prop 209 exemplified the formalistic approach to equal treat-
ment that equates race-conscious efforts to advance political equality with the 
racism of banning Black people from public spaces: “The state shall not dis-
criminate against, or grant preferential treatment to, any individual or group 
on the basis of race, sex, color, ethnicity, or national origin in the operation of 
public employment, public education, or public contracting.”

California State Assembly speaker Willie L. Brown Jr. argued that support 
for Prop 209 would not “be on the basis of anything except pure, unadulterated 
exploitation of racism.” His opponent and friend, Democrat-turned-
Republican California assemblyman Bernie Richter, argued that “making 
policy decisions based on a person’s ethnicity—on the way they were born—
is wrong.” “Those of us who advance Prop 209,” he continued, “stand in the 
shoes of Jefferson, and Lincoln, and King.” In 1996, Prop 209 passed with 
55 percent in favor and 45 percent opposed. In November 2020, almost fifteen 
years later, Californians rejected a ballot measure to repeal Prop 209, despite 
a summer of racial justice activism and polls suggesting that white citizens 
supported measures to combat racial disparities. The margin had increased: 
57 percent voted not to repeal Prop 209 and 43 percent voted to keep it. Public 
bodies in California still cannot use race to advance racial justice.43

The ideal of political equality supports what I call positive equality duties 
(PEDs). PEDs permit the use of protected characteristics in a defined set of 
decision contexts provided there is a strong basis in evidence that doing so 
advances equality among protected and nonprotected groups. PEDs would 
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permit organizations to treat different people differently for the purpose of ad-
dressing concentrated disadvantage, “based on the recognition that equal treat-
ment . . . ​may lead to an unequal outcome, and that therefore preferential 
treatment is needed.” PEDs are not exceptions to the principle of equal treat-
ment, but rather a recognition that equal treatment requires the differential 
treatment of those who are differentially situated. Like the Constitution of South 
Africa, deliberately written to confront the country’s violent history of racial 
oppression, we should understand PEDs not as “a deviation from, or invasive 
of, the right to equality,” nor as “ ‘reverse discrimination’ or ‘positive discrimina-
tion,’ ” but rather as “integral to the reach of . . . ​equality protection.”44

PEDs would require institutions to demonstrate in designing decision-
making systems that they took reasonable measures to explore how best to 
advance equality among protected and nonprotected groups. Institutions would 
have to take preemptive measures to evaluate the impact of decision-making 
procedures, compare alternative ways of designing those decision-making pro-
cedures, and take reasonable steps to understand and address observed dis-
parities across protected and nonprotected groups. There would be a legal 
presumption that when protected characteristics are used as part of reason-
able efforts to discharge a PED, and when there is a strong basis in evidence 
that doing so will reduce inequalities across protected groups, the use of pro-
tected traits will not constitute a violation of disparate treatment (or direct 
discrimination).

PEDs would transform the governance of decision-making. They would 
require institutions to directly confront the disadvantages that follow from 
membership in protected groups and, more broadly, to undertake measures 
to encourage participation in public life by those groups. As the Clinton ad-
ministration’s “Affirmative Action Review” put it, PEDs would require intu-
itions “to expand opportunity for women or racial, ethnic, and national origin 
minorities by using membership in those groups that have been subject to 
discrimination.”45 As Virginia Eubanks argues, predictive “tools . . . ​left on 
their own, will produce towering inequalities.” If they are not “built to explic
itly dismantle structural inequalities, their increased speed and vast scale [will] 
intensify them dramatically.”46 Given this, positive duties may be “the most 
appropriate way to advance equality and to fight discrimination, including 
indirect discrimination.”47

Determining the scope and content of PEDs should be motivated by the 
underlying idea of political equality, with sensitivity to how different institu-
tions can empower different social groups to participate in a community of 
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political equals. The legislature should define the content and scope of PEDs, 
using the ideal of political equality to support principled distinctions between 
PEDs imposed across different sectors, institutions, and social groups. This 
process will compel regulators to confront the difficult question of when PEDs 
merely permit institutions to use categories of disadvantage to address disad-
vantage and when they actually require doing so. Regulators should develop 
clear guidance about how different institutions should evaluate the trade-offs 
involved in comparing alternative decision-making systems before they are 
deployed. Because political equality embraces ceaseless moral and political 
debate, PEDs would be the subject of fierce contestation. That is part of what 
makes them attractive.

In the United States, the biggest obstacle to PEDs would be the Supreme 
Court. “The Court has limited the scope of constitutionally permissible pro-
grams to a narrowly defined concept of intentional discrimination, and has 
excluded affirmative action addressed to mere racially disparate impact.” In 
equal protection doctrine, when the Court evaluates whether a race-conscious 
decision advances a compelling governmental interest, structural inequalities 
that motivate the need for race-conscious action in the first place are irrelevant 
to justifying that action. “The racially disparate maldistribution of societal 
benefits and burdens has become constitutionally irrelevant. Only intentional 
discrimination matters. And because most contemporary discrimination re-
sults from implicit bias or structural forces, most contemporary discrimination 
simply does not exist.” This argument “smother[s] racial equality beneath a 
tacit baseline assumption that the current allocation of resources is itself fair 
and equitable—despite the long history of overt, implicit, and structural rac-
ism on which it rests.” Only social movements and legislative action will force 
the court to shift that position.48

rethinking affirmative action

Political equality suggests a different approach to justifying affirmative action. 
Consider three justifications generally offered for affirmative action. The first 
holds that resources—jobs, college places, seats in legislatures—should be al-
located in proportion to the demographic distribution of different social 
groups. Where there are significant deviations from those distributions, affir-
mative action policies should be instituted to ensure that the distribution more 
closely mirrors distributions in the population. The second justification focuses 
on compensation, arguing that affirmative action repairs past wrongs. The final 
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justification argues that affirmative action promotes the diversity that institu-
tions require to function best, for instance, by ensuring that a broad range of 
perspectives and backgrounds are brought to educational institutions.49

Political equality supports a justification of affirmative action that differs 
from these in three important respects. First, the political equality justification 
orients affirmative action forward rather than backward in time. Affirmative 
action is carried out as one of a suite of policies required to support a substan-
tive vision of political equality, not an isolated compensation for past wrongs, 
thus avoiding holding citizens from one social group responsible for wrongs 
perpetrated against another, pitting citizens against one another in a ceaseless 
ledger of injustice. The political equality justification focuses on the responsi-
bilities of all citizens to support the conditions of each other’s political equality 
over time. Each citizen has reason to support affirmative actions that dismantle 
systems of domination because each has a duty to support the conditions for 
all to relate and govern as political equals.50

Second, the political equality justification of affirmative action is instru-
mental rather than intrinsic. Decision-making systems, particularly those that 
use machine learning, matter because they affect distributions of resources 
that can “crystalize [into] durable power differentials (domination) and hier-
archical status orders”; distributions of resources matter because they affect 
relations of power among citizens; and relations of power among citizens are 
objectionable when they prevent some citizens from participating as equals. 
The purpose of affirmative action is not to achieve a just distribution of re-
sources, but to remove barriers to political equality. When that instrumental 
purpose is achieved, the justification falls away, building into the justification 
of affirmative action a definition of the relevant time horizon. Affirmative ac-
tion policies are required until the obstacles faced by some citizens to partici-
pation as equals have been removed.51

Third, the political equality justification leaves open the question of who 
should be targeted by affirmative action policies and how. The aim is to dis-
mantle the mechanisms that cement structures of domination and corrode 
practices of reciprocity over time. The political equality justification grounds 
the analysis of which social groups are included in affirmative policies and 
which institutions are subject to them in a concrete analysis of the structural 
barriers to political equality that different institutions impose on different so-
cial groups. There is no principled reason why affirmative action policies 
should exclude socioeconomic class or geography, for instance, if there is com-
pelling evidence that these are categories on the basis of which political 



98  c h a p t e r  4

equality has been denied and that affirmative action policies could address 
these disparities.52

Political equality calls “for reframing the affirmative-action debate within 
a broader institutional effort to address structural inequality,” as the legal 
scholar Susan Sturm argues. Political equality, she continues,

is an affirmative value focused on creating institutions that enable people, 
whatever their identity, background, or institutional position, to thrive, re-
alize their capabilities, engage meaningfully in institutional life, and con-
tribute to the flourishing of others. It covers the continuum of decisions 
and practices affecting who joins institutions, how people receive support 
for their activities, whether they feel respected and valued, how work is 
conducted, and what kinds of activities count as important work. . . . ​Inte-
gration and innovation requires an orientation toward understanding how 
practices and programs relate to a larger system. This orientation engages a 
wide range of stakeholders in an ongoing practice of institutional design . . . ​
[an] ongoing reflection about outcomes in relation to values and strategies 
that enable people in many different positions to understand the patterns 
and practices and to use that knowledge to develop contexts enabling 
people to enter, flourish, and contribute. . . . ​This . . . ​invites a both/and ap-
proach to framing race, one that both considers race and insists that race be 
connected and justified in relation to more general values. . . . ​This move is 
not the same as color blindness. Instead, it nests race—and other social 
categories that operate to shape levels of participation and engagement—
within a broader set of . . . ​goals and values. It legitimates the specification 
of affirmative goals and strategies and invites inquiry about the relationship 
of race (and other categories of difference) to the realization of those goals 
and values . . . ​employ[ing] various forms of race-consciousness to take ac-
count of the ways that institutions and policies erect barriers to full partici-
pation by people of color, and to forge long-term partnerships with the 
communities and institutions invested in the success of people of color. 
These strategies . . . ​reflect long-term institutional commitments to antira-
cist culture change.53

Political equality places affirmative action on firmer ground, focusing tortured 
debates on the argument that really matters: political equality is foundational 
to a flourishing democracy, and it requires the removal of structural domina-
tion and practices corrosive of reciprocity; affirmative action may sometimes 
be required to achieve that, so affirmative action may sometimes be essential 
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to support the flourishing of democracy over time. Political equality illumi-
nates the relationship between affirmative action and constitutional democ-
racy, inviting opponents to consider whether their objection to race-conscious 
decision-making is so fierce that they are willing to risk the flourishing of de-
mocracy. It situates affirmative action within a broader governance regime 
designed to support the conditions of political equality over time.54

equalit y duties in machine learning

Black activists and intellectuals have long recognized that data can be used to 
support political equality. As Yeshimabeit Milner, the founder of Data for Black 
Lives, argues, “We can’t write an algorithm that’s going to solve racism. So we 
asked ourselves what it would mean to bring together software engineers, data 
scientists, activists of all races and really think about how we can change . . . ​
these technological innovations.” As Cathy O’Neil explains, “Data is not really 
neutral. In fact, it’s the opposite of neutral. It’s dynamic and explosive. And it is 
exposing, it exposes facts that we might not want to look at.”55

PEDs would require institutions in a defined set of contexts to use race data 
to advance racial equality. As Salome Vilijoen argues, “Democracy as a norma-
tive standard offers criteria for evaluating how data relations are ordered, and 
should be ordered, by data governance law. It provides one theory of what 
define[s] unjust data relations and distinguish[es] them from just relations.” 
Consider the p(click) example with which the chapter began. P(click) is 
trained on data that reflect racial inequalities: Black users tend to click on ads 
for jobs with lower than the average income and ads for mortgages with poorer 
terms, and because p(click) is an accurate machine learning model, its predic-
tions reflect those social inequalities. PEDs transform our reasoning about this 
case. Political equality holds that respecting the equal moral worth of persons 
requires awareness of and sensitivity to differences that justify differential 
treatment. If there is a strong basis in evidence that including race or imposing 
demographic parity on p(click) would narrow persistent racial disparities, re-
specting the equal worth of Black and white people may require Facebook to 
do precisely that.56

By immunizing Facebook from charges of disparate treatment or violations 
of equal protection, PEDs would at minimum permit this. PEDs stipulate that 
where consideration of race is the most effective way to advance racial equality, 
then institutions are not prohibited from it. By removing the ever-present threat 
of anticlassification, this alone would transform Facebook’s incentive structure. 
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In contexts as fundamental to the activities of citizenship as finding a home and 
securing a job, however, PEDs may even impose a positive duty on well-
resourced institutions like Facebook to consider how best to use machine learn-
ing to advance racial equality. Facebook could be required to demonstrate that 
it has made reasonable efforts to design its advertising delivery system in the 
spheres of housing and employment so as to advance racial equality.57

This would require Facebook to deploy exactly the kind of comparative 
analysis of alternatives that Facebook submitted to the court in the imaginary 
lawsuit we explored in the last chapter. Instead of allowing Facebook to justify 
p(click) by showing that alternative models would have to use protected char-
acteristics, and so are effectively unavailable, Facebook would be required to 
explore the full set of alternative ways of designing p(click) to reduce outcome 
disparities, including by using protected characteristics. The required empiri-
cal analysis would explore whether imposing demographic parity on particular 
models would in practice advance the welfare of disadvantage groups. Incen-
tivizing institutions to explore alternative ways of designing machine learning 
systems to advance shared goals will be essential for the advancement of racial 
justice, gender equality, and socioeconomic opportunity as the use of machine 
learning becomes increasingly common.

Consider another example, the Los Angeles Police Department’s PredPol. 
PEDs would require the LAPD to change how it designs and uses predictive 
tools in policing. Suppose the LAPD decided to invest resources in developing 
an approach that would ensure that predictive tools used by law enforcement 
reduced racial inequalities.

The LAPD developed a training course for police officers and commanders 
to help them understand the predictions of predictive policing systems. The 
training illustrates how data capture the outcomes of social processes that are 
often unjust. Predictive systems use measured arrest data, not actual offenses, 
and given existing patterns in policing, police forces are more likely to incor-
rectly arrest blacks and fail to arrest whites. In addition to the training, the 
LAPD also replaced PredPol with a different system, DemPol. DemPol 
weights crimes according to their severity, significantly reducing weightings 
attached to nonviolent crimes. As a result, the LAPD found, fewer police of-
ficers were sent to areas with high densities of nonviolent crime, such as pos-
session of drugs or nonviolent robberies; in these areas, additional policing 
had been more likely to criminalize than to deter future crime. DemPol also 
included a mechanism for monitoring the effects of sending more police of-
ficers to particular neighborhoods, factoring in whether sending police officers 
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was actually reducing crime rates. The system was intentionally designed to 
weaken the grip of past racial inequalities on future policing.

An interdisciplinary team also experimented with a range of statistical tech-
niques to promote equity. They settled on Cynthia Dwork’s “fair affirmative 
action” combined with a temporary form of demographic parity as the most 
transparent way to reduce racial inequalities, since both require institutions to 
be explicit about how they define and implement equal treatment. The team 
also decided to provide DemPol with data about the racial composition of 
different neighborhoods to ensure that the system took account of how race 
itself shapes policing and the measurement of crime in different neighbor-
hoods. The LAPD found that this combination of better training and a rede-
signed predictive tool transformed the racial disparities produced by predic-
tive policing.58

As with Facebook, PEDs would shift the LAPD’s incentives. Instead of the 
blanket prohibitions against the use of protected characteristics that allow the 
LAPD to insist that its hands are tied, PEDs incentivize the LAPD to invest 
time and resources in exploring alternative ways of designing and deploying 
predictive tools to achieve their institutional objective: protecting public 
safety while reducing persistent racial disparities in policing in Los Angeles.

By altering the incentives that shape how institutions design and deploy 
machine learning models, PEDs would transform the governance of decision-
making. Instead of making it easy for institutions to justify machine learning 
systems that entrench social inequalities, they would incentivize institutions 
to explore ways to use machine learning to advance equality. Given the scale 
and speed at which machine learning can compound and naturalize inequality, 
we must become more comfortable with policy tools that encourage institu-
tions to work to reduce persistent social inequalities. Political equality offers 
a compelling justification for such policies by situating them within a regime 
for governing decision-making whose express purpose is to support the condi-
tions of political equality over time. This refocuses debates over discrimination 
and affirmative action on what really matters: protecting and strengthening 
the flourishing of democracy.59

An AI Equality Act

In constitutional democracies around the world, there is a pressing need to 
update and reimagine laws that require institutions to evaluate the impact of 
their decision procedures on social inequalities.
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Imagine a new law called the AI Equality Act (AIEA). The AIEA would set 
out the duties of public and private institutions as they build and use predic-
tive tools, who has responsibility for monitoring and enforcing those duties, 
and to whom the duties apply. The act would assert political equality as a 
guiding principle in the design and deployment of predictive tools and move 
the governance of decision-making beyond the tort law approach to discrimi-
nation, which is centered on individual rights and remedies, and toward ensur-
ing that institutions do not compound structural social inequality and that 
they sometimes directly address it.60

The AIEA would describe the broad content of citizenship and the impor-
tance of different sectors in securing the conditions required for citizens to 
function as political equals.61 It would establish broad duties for institutions 
to demonstrate they have made reasonable efforts to ensure that their decision-
making systems do not compound social inequalities and that, in some con-
texts, their systems reduce them. Whereas in the conventional approach laws 
impose obligations on private companies and public bodies and courts serve 
as a recourse to rectify failures of compliance, the AIEA would take a different 
approach. It would restructure the relationship between laws, regulators, and 
institutions by making regulators, rather than courts, the primary enforcer of 
these duties.62

The AIEA would represent a decisive moment of legislative assertion: Con-
gress or Parliament would offer a picture of what it means to be a citizen of the 
United States or Britain and describe who has what obligations to remove 
barriers to establish and secure the political equality of citizens over time. In 
the United States, this assertion would directly challenge a Supreme Court that 
has often engaged in the “judicial usurpation of racial policymaking power from 
the representative branches of government,” as the law professor Girardeau 
Spann argues.63 It would recognize, as one UK judge put it, that the principle 
of “treating like cases alike and unlike cases differently is a general axiom of 
rational behaviour” that each legislature must define for itself:

Of course persons should be uniformly treated, unless there is some valid 
reason to treat them differently. But what counts as a valid reason for treating 
them differently? And, perhaps more important, who is to decide whether 
the reason is valid or not? Must it always be the courts? The reasons for not 
treating people uniformly often involve, as they do in this case, questions of 
social policy on which views may differ. These are questions which the 
elected representatives of the people have some claim to decide for them-
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selves. . . . ​The fact that equality of treatment is a general principle of rational 
behaviour does not entail . . . ​that it should always be the judges who have 
the last word on whether the principle has been observed. In this, as in other 
areas of constitutional law, sonorous judicial statements of uncontroversial 
principle often conceal the real problem, which is to mark out the boundary 
between the powers of the judiciary, the legislature and the executive in 
deciding how that principle is to be applied. . . . ​A self-confident democracy 
may feel that it can give the last word, even in respect of the most fundamen-
tal rights, to the popularly elected organs of its constitution.64

The AIEA is exactly the kind of governance regime that predictive tools like 
machine learning make possible—and necessary. Realizing the ambition that 
President Barack Obama articulated not long before he left office will require 
something very like the AIEA: “To avoid exacerbating biases by encoding 
them into technological systems, we need to develop a principle of ‘equal op-
portunity by design’—designing data systems that promote fairness and safe-
guard against discrimination from the first step of the engineering process and 
continuing throughout their lifespan.” By creating a governance regime in 
which private companies and public bodies routinely record, report, and jus-
tify disparities in outcomes produced by predictive tools, the AIEA would 
institutionalize the asking of exactly the moral and political questions that 
political equality invites and that discrimination encourages us to ignore. For 
the widespread use of machine learning to support political equality and the 
flourishing of democracy, we must be ambitious and imaginative about how 
we govern predictive tools. PEDs and an AI Equality Act offer a vision of how 
we might begin to do that.65
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5
Facebook and Google  

(The Politics of Machine Learning II)

If newspapers are successful in overthrowing tyrants, it is only to establish a 
tyranny of their own. The press tyrannizes over public men, letters, the arts, 
the stage and even over private life.1

—ja m e s feni mor e cooper , t h e a m er ic a n de mocr at  (1838)

Modern state-unity depends on technology and far exceeds the limits of 
face-to-face community. . . . ​[T]echnological application . . . ​has revolutionized 
the conditions under which associated life goes on. This may be known as a 
fact . . . ​[b]ut it is not known in the sense that men understand it. . . . ​They do 
not understand how the change has gone on nor how it affects their conduct. 
Not understanding its “how,” they cannot use and control its 
manifestations. . . . ​Whatever obstructs and restricts publicity, limits and 
distorts public opinion and checks and distorts thinking on social affairs.2

—john de w e y, t h e pu blic a n d its probl e ms  (1927)

We are creating a world that all may enter without privilege or prejudice 
accorded by race, economic power, military force, or station of birth. We are 
creating a world where anyone, anywhere may express his or her beliefs, no 
matter how singular without fear of being coerced into silence or conformity.3

—john per ry ba r low, “a decl a r ation of in depen dence  
of c y ber space” (1996)

in march 2016, Kabir Ali posted a video of himself searching for images 
on Google. When Ali searched for “three black teenagers,” Google returned 
a bunch of mug shots alongside pictures of a few smiling teens. When he 
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searched for “three white teenagers,” Google returned only the smiling teens. 
No mug shots. The video prompted a fierce debate about whether Google’s 
search was racist. “It is society, not Google, that is racist,” one article 
argued.

The outrage towards Google as a result of those searches makes sense if a 
person isn’t aware of the nature of search engine optimisation (SEO), algo-
rithms, alt tagging and stock photography, but once you have that knowl-
edge, it enables you to direct your outrage more accurately. . . . ​Google is a 
search engine; search engines collect data from the internet . . . ​computers 
and search engines do not think for themselves. They are . . . ​a reflection of 
those who use them—us.4

Kabir Ali agreed: “The results were formed through the algorithm they set up. 
They aren’t racist but I feel like they should have more control over something 
like that.”5

Facebook and Google do not create content; they build systems that dis-
tribute it.6 Are they therefore responsible for the particular content that ap-
pears on their site? Are they a neutral conduit for communication and infor-
mation with no obligation to monitor what they distribute, like a post office 
or a newspaper distribution company? On the one hand, Ali seemed to think 
the answer is yes. Because Google’s algorithms reflect what people do, the 
more people upload and share images that embody racial stereotypes, the 
more Google’s algorithms will return search results that reflect those stereo
types. Google is not responsible for search results; its algorithms simply reflect 
our social world back to us. And yet, Ali recognized, it is not quite that simple, 
because Google sets up the algorithms. Google builds algorithms that use past 
search results to predict which images are relevant, so Google controls whether 
algorithms replicate, ignore, or combat racial stereotypes in the images that 
people upload and share.7

By building systems that shape who sees what, when, and why, Facebook 
and Google mold the minds of billions of citizens and shape the public spheres 
of democracies across the world. At stake here is not simply the narrow issue 
of legal liability—whether Facebook and Google can be held legally respon-
sible for the content they distribute—but a different version of the broader 
question we have been exploring: What is the nature of Facebook’s and 
Google’s power to design machine learning systems that shape what we read 
and how we talk to one another, even how we feel? And in a democracy, how 
should that power be governed?



106  c h a p t e r  5

This chapter returns to the politics of machine learning, where we began in 
chapter 1, but it explores the political character of machine learning in a differ
ent context. Instead of looking at how machine learning is used to distribute 
benefits and burdens in welfare services, the criminal justice system, or digital 
advertising, the remainder of this book focuses on how Facebook and Google 
use machine learning to distribute ideas and information. Just as the first half 
of the book built an argument about fairness, nondiscrimination, and political 
equality by starting from the political character of machine learning, this half 
does something similar: it builds an argument about digital infrastructure and 
the regulation of technology companies by starting with the political character 
of Facebook’s and Google’s machine learning systems.

By one measure, over 70 percent of all internet traffic goes through sites 
owned by Facebook and Google.8 For those of us born in the 1990s, the inter-
net was never a utopia of unencumbered, self-governing equals, but the space 
created and controlled by the world’s largest companies: Apple, Microsoft, 
Alphabet (which owns Google), Amazon, and Facebook. The power of these 
companies is rooted in the technologies they build. How they build and use 
technology, “how algorithms [are] run, and in whose interest,” matters not just 
for experts and policymakers but for all of us, as citizens, whose democracy 
they mold and shape.9

Drawing on my own experience in the technology industry as well as com-
puter science research, this chapter demystifies this tech infrastructure in ex-
plaining how it works and why we all need to understand how it works. What 
people see when they load Facebook or search on Google is determined by 
ranking systems that use machine learning to order vast quantities of content 
and websites, solving what I call the “problem of abundance.” This chapter 
explores how Facebook and Google design these systems. Because the power 
to design ranking systems is the essence of Facebook’s and Google’s power, 
understanding how these systems work and how they are built is critical to 
exploring how democracies should govern Facebook and Google.10

This chapter lays the foundations for a different way of thinking about regu-
lating big technology companies. Instead of asking questions about the impli-
cations of technology for democracy, as if we are passive agents subject to the 
forces of technology and the companies that build it, we should ask what a 
flourishing of democracy requires from the regulation of technology. Nothing 
about the technology of prediction determines the effects of Facebook and 
Google on our society, economy, and democracy. We, the citizens and repre-
sentatives of democracies across the world, must articulate the responsibilities 
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borne by Facebook and Google to design machine learning systems that sup-
port healthy information architectures and thriving civic spaces. We must do 
what Kabir Ali understood was possible: hold them accountable for the power 
they exercise.

Facebook

Facebook is really, really big. At the time of writing, three billion people regu-
larly used Facebook or apps owned by Facebook, like WhatsApp, Instagram, 
and Messenger. Within the populations of developed democracies, Facebook’s 
reach is extraordinary. Seventy percent of adults in the United States use Face-
book, three-quarters of whom visit the site every day, and Facebook is the 
most visited site in Britain. A little over 40 percent of Americans, and 33 percent 
(or 76 percent on some measures) of Britons get their news from Facebook. 
Facebook’s systems shape the ideas and information encountered every day 
by billions of citizens across the world.11

Newsfeed

Facebook’s most important system is newsfeed. It’s the first thing you see 
when you open Facebook, what you spend five minutes scrolling through when 
you should be doing something else. Here is what I see when I opened mine 
in April 2020. A Financial Times article about the coronavirus lockdown in 
India. A former colleague in political science at Harvard reflecting on what 
pandemics mean for democracy. Advice from my local Labor group in Bury, 
Manchester, to elderly people who were self-isolating. An advert for a pair of 
gym shorts. A post from someone I met in Israel in 2015, a video of Jesse Lin-
gard’s winner in the FA Cup final in 2016, pictures of my in-laws in Alaska, and 
a doctor describing their experience of treating coronavirus patients. Face-
book’s newsfeed system determines the order in which these pieces of content 
appeared on my screen.

Here is how the newsfeed system works. Imagine all the content that Face-
book could show each time someone loads the page: every status or photo 
posted by friends, every news article or video shared by a group they like. On 
average, 1,500 stories could be shown to each user at any moment, 15,000 to 
those with larger networks of friends. This is called the inventory, the stock of 
all content Facebook could display on your newsfeed. Newsfeed is a ranking 
system that orders this inventory content based on predictions about what 
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content users are most likely to engage with. In a split second, the newsfeed 
system combines the predictions of hundreds of machine learning models, 
ranking inventory content from most to least likely to engage a particular user. 
We rank and order things all the time, from household chores to books on our 
shelves, but machine learning makes it possible to rank a much, much larger 
set of objects, more efficiently, in ways that people find useful.

Because ranking systems use multiple machine learning models, they are 
different from the models we have encountered so far. The COMPAS risk 
score predicts a specific outcome: the probability that someone up for bail or 
parole will commit a crime within two years of release. That prediction is used 
by judges and parole boards to make decisions about bail and parole. By con-
trast, Facebook’s newsfeed system uses hundreds of models, each trained to 
predict a specific outcome, and the interaction of these models determines the 
ranking of content. Individual models include the p(click) model we have 
explored, which predicts the probability that a user will click on a particular 
piece of content; p(like), which predicts the probability that a user will “like” 
a particular piece of content; and p(share), p(comment), and so on. The sys-
tem also uses models that predict more complex outcomes, such as the quality 
of a piece of content or whether users will find something offensive or 
objectionable.

Their complexity makes ranking systems harder to reason about than the 
models we have encountered so far. COMPAS was built to predict a particular 
outcome because the law requires that decisions about bail and parole be 
guided by recidivism risk. Every component of the criminal justice system is 
governed by well-known and well-tested laws. Facebook’s newsfeed, which did 
not exist before 2006, is the product not of a single moment of design, but of 
a series of tweaks and updates and several more radical transformations, all 
guided by the pursuit of profit, a relentless desire to disrupt, and a grander 
ambition to reshape our social and political order. Facebook’s newsfeed was 
built to change existing institutions, not to fit within them.12

The best way to understand the newsfeed ranking system is to explore it 
from the ground up, as we did with more straightforward models, focusing on 
the outcome, training data, and features. Facebook’s patent filing describes the 
newsfeed system as “machine learning models . . . ​used for ranking news feed 
stories presented to users. The news feed ranking model may rank news feeds 
for a user based on information describing other users connected to the user 
in the social networking system.” That information “includes interactions of 
the other users with objects associated with news feed stories,” such as “com-
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menting on a news feed story, liking a news feed story, or retrieving informa-
tion, for example, imagines, videos associated with a news feed story.”13

Let’s start with the features of the newsfeed system. In ranking systems, 
features—the variables used to estimate an outcome—are called “ranking sig-
nals.” The signals that newsfeed uses to rank content change all the time, but 
according to Facebook’s patent, there are three basic kinds. Signals about con-
tent include the type of content (video, status update, photo) and how popular 
it is (how many likes, comments, or shares it has received). Signals about a 
user’s network are derived from who produced a post (a close friend, a group 
the user’s sister liked, someone they were at school with) and who has engaged 
with that post (how close those who have engaged with it are to the user). And 
a user’s past behavior—what kind of content they tend to engage with (which 
news organizations, which kinds of media, which groups)—generates the third 
kind of signal. In sum, the newsfeed system uses signals about content, a user’s 
network, and their online behavior to rank content in its inventory.

Newsfeed’s models are trained on a mind-boggling volume and variety of 
data. Facebook gathers data about each of these signals to train its newsfeed 
models: data about content (engagement by the user with different types of 
content over time), the user’s network (the groups their friends tend to engage 
with), and the user’s own past behavior (the content they tend to engage with). 
Suppose Facebook has 52,000 data points about every user. If the average Face-
book user has 338 friends, Facebook has 17,576,000 data points about the aver-
age user’s network. Suppose Facebook has 1,000 data points about each piece 
of content. If there are 1,500 pieces of content in the average user’s inventory, 
that’s 1.5 million data points about the content that newsfeed could show to 
each user at any given moment in time. And that’s just data for each individual 
user. If there are 2.8 billion users, that means 4,200,000,000,000,000 data 
points, a number so large it’s almost meaningless. The power of the newsfeed 
system depends on vast quantities of training data about a self-contained 
world of human behavior.14

Because newsfeed is a ranking system rather than an individual machine 
learning model, describing the outcome it predicts is more complex. 
Whereas COMPAS predicts a specific outcome, recidivism risk, newsfeed 
aims to optimize a top-line metric. Metrics orient the hundreds of machine 
learning models in a ranking system toward a single, coherent goal. As with 
individual machine learning models, for which selecting the outcome is often 
the most significant design choice, defining these metrics is often the most 
important design choice in ranking. Nobody at Facebook—including Mark 



110  c h a p t e r  5

Zuckerberg—knows exactly how all the machine learning models within 
newsfeed interact: how p(click) affects p(like), how content quality models 
affect p(share), and so on. But Facebook always knows how each of these mod-
els affects the top-line metrics, against which the success of Facebook’s engi-
neers and computer scientists is judged. We must therefore evaluate ranking 
systems in terms of the top-line metrics they aim to optimize, not just the 
outcomes that individual models are trained to predict.

The way to appreciate the power of these metrics is to observe what hap-
pens when they change. In 2013, Facebook users started to notice more 
attention-grabbing headlines appearing on their newsfeeds: “An Auto Execu-
tive Talks up Gas. The Guy Next to Him Who Builds Space Rockets Puts Him 
in His Place,” or “We May Tell Our Kids That Life Isn’t Fair, but We Should 
Actually Listen to Them Talk about Fairness.” The change resulted from Face-
book’s decision to promote more “high-quality” and “relevant” content in 
newsfeed’s top-line metric. Somewhat surprisingly, the company that pro-
duced these headlines, Upworthy, began to receive more unique monthly visi-
tors from Facebook than the New York Times did. BuzzFeed’s Facebook traffic 
rose by 69 percent. Traffic surged to old articles with eye-catching headlines, 
such as an old piece in the Atlantic titled “Zach Galifianakis Says Everything 
You Want to Say to Justin Bieber Right to His Face.” Within a few weeks of 
changing newsfeed’s top-line metric, Facebook had sealed the fate of news 
organizations across the world.15

These shifts make it easy to see why designing newsfeed is political. As I 
argued in chapter 1, choices are made in designing machine learning models 
that prioritize some interests and values over others. These choices matter 
because machine learning models operate on a significant scale and with 
unprecedented speed, shaping the world in their image as they naturalize the 
interests and values they promote. Choices about top-line metrics in Face-
book’s newsfeed are political in exactly this sense: they rank content in ways 
that promote some interests and values over others, and yet their politics is 
obscured behind technical details and superficially neutral objectives.

There was an even more significant shift in newsfeed’s top-line metric in 
2018. To avoid backlash from news organizations every time it changed the 
newsfeed system, Facebook decided that newsfeed would optimize for mean-
ingful social interactions (MSIs). Facebook’s newsfeed system would maxi-
mize active and deliberate forms of engagement, such as comments, shares, 
and reactions (those smiley or angry or sad faces), above more passive forms 
of engagement, such as likes, clicks, and views. Machine learning models 



T h e  P o l i t i c s  o f  M a c h i n e  L e a r n i n g  I I   111

would be used to predict what content would maximize active engagement 
from a user and their network, and newsfeed would rank content from most 
to least likely to provoke active engagement.

The MSI shift clearly benefited some interests over others. While the 2013 
update had made Facebook critical for many news organizations—
“centraliz[ing] online news consumption in an unprecedented way,” as the 
New York Times’s John Herrman put it—the MSI shift increased engagement 
within Facebook while reducing traffic to external news organizations. Face-
book benefited at the expense of traditional media as internal engagement 
increased by almost 50  percent and referral traffic decreased by almost 
40 percent. MSI also benefited some publishers but harmed others. Large 
publishers like CNN and the BBC often did well, but others lost huge vol-
umes of traffic. Slate’s referrals declined from 28.33 million to 3.63 million 
from January 2017 to May 2018, a drop of 87 percent, and the drop-off in Vox 
referrals led to the layoff of fifty employees. Although the politics of the MSI 
shift was not clear-cut—Fox News became the top web publisher by engage-
ment, and LADbible and Breitbart got more engagement than the Guardian, 
but conservative websites complained that the shift was “boosting liberal 
sites” while “crushing” theirs—it laid bare Facebook’s power to shape who 
wins and who loses in the media industry.16

The MSI shift also prioritized some values over others. “We want Face
book to be a place for meaningful interactions with your friends and 
family—enhancing your relationships offline, not detracting from them,” 
wrote Zuckerberg in a blog post announcing the shift. “After all, that’s what 
Facebook has always been about.” The idea was to increase the quality, rather 
than the quantity, of the time people spend on Facebook by prioritizing “high-
value engagement” like comments, reactions, comment replies, or sending 
something to a friend. “We’ve gotten feedback from our community that pub-
lic content . . . ​is crowding out the personal moments that lead us to connect 
more with each other,” argued Zuckerberg. Facebook’s research showed that 
posts from friends and family are better “for people’s well-being” than “pas-
sively reading articles or watching videos—even if they’re entraining or infor-
mative.” “Too often, watching video, reading news or getting a page update is 
just a passive experience.” In pursuit of users’ happiness and health, Facebook 
promised to promote content from family or friends and reduce the preva-
lence of “public content.”17

Facebook chose to prioritize the social over the public, orienting its news-
feed ranking system toward posts and discussion from family and friends and 
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away from discussions of shared value, such as articles that newspapers judged 
to be of public concern or reliable, high-quality information about important 
issues in public debate. One study found that the MSI shift increased “divisive-
ness” and “outrage” by promoting posts that provoked and animated people, 
such as stories about the legalization of abortion, celebrity deaths, immigration, 
and missing children, a good proportion of which were not true.18

The choice to change newsfeed’s top-line metric makes the political char-
acter of Facebook’s choices about the design of newsfeed visible, because it 
reorients what hundreds of machine learning models aim to optimize. The 
MSI shift prioritized the social over the public and engagement over quality. 
As Chris Cox wrote when he quit as Facebook’s chief product officer (he has 
since rejoined the company): while “social media’s history is not yet written,” 
it is clear that “its effects are not neutral.”19

Integrity

All kinds of unpleasant things provoke engagement on social media: lies, rac-
ism, nudity, pornography, abuse, bullying, spam, and clickbait. Newsfeed gives 
this stuff reach. More people see it, so more people engage with it, so more 
people see it, and so on. These things spread on Facebook not because people 
are liars or racists or lewd, abusive hucksters, but because Facebook has built 
a ranking system that boosts lies, racism, and lewd, abusive hucksterism. 
Because Facebook has an enormous inventory of content it can show each user 
and masses of data to build systems that distribute it, there are countless ways 
in which Facebook could design newsfeed. Newsfeed has no natural state. If 
people see too much lying, racism, pornography, and abuse, it is because Face-
book built a ranking system that distributes and amplifies them.

While spreading this kind of content provokes emotions that keep people 
coming back, beyond a certain point people start to feel offended and hurt, 
drained by the banality and unpleasantness of what they see, and they start 
blaming—or worse, quit—Facebook. The unofficial aim of the “integrity sys-
tem” is to stop newsfeed from spreading content that goes beyond this invisible 
line, counterbalancing its indiscriminate boosting by removing and demoting 
the kind of content for which people might blame Facebook. What people see 
on Facebook is determined by a ceaseless struggle between the newsfeed and 
integrity systems. And Facebook controls which system wins.20

The integrity system is also composed of hundreds of machine learning 
models. Unlike the newsfeed system, each model operates independently, 



T h e  P o l i t i c s  o f  M a c h i n e  L e a r n i n g  I I   113

rather than being arranged as a ranking system. Each model predicts a partic
ular kind of bad content. The “misinformation” model predicts content that is 
likely to be false or misleading. The “hate speech” model predicts content that 
is likely to be hate speech. Different actions result from these predictions. 
Sometimes models are used to reduce the boosting that newsfeed would 
otherwise have given it, often called “demotion”; in other cases, models are 
used to temporarily remove content until a human can decide whether to re-
move it for good.

An entire book could be written about how these systems are built, but the 
general process works like this. Facebook first defines a concept that will un-
derpin a machine learning model, such as misinformation or hate speech. To 
build a machine learning model that approximate this concept, Facebook cre-
ates training data sets by hiring human labelers to label hundreds of thousands 
of pieces of content. These labelers are given labeling guidelines that illustrate 
what kind of content meets the definition of the concept, such as what consti-
tutes misinformation or hate speech. These data are used to train a model that 
predicts whether new content resembles the kind of content labeled as misin-
formation or hate speech in the training data.

Imagine you are a Facebook engineer building a machine learning model 
to detect “toxic” content. Needing first to define what “toxic” means, you 
might decide that toxic content is whatever promotes hate or division 
against a particular social group. To make this vague definition concrete, you 
will need to write guidelines for labeling content, perhaps using examples 
that illustrate content that falls just above and just below the threshold. You 
would then employ labelers to use these guidelines to label hundreds of 
thousands of pieces of content. Finally, you would train a model on these 
data to predict whether new pieces of content resemble those labeled as 
toxic in the training data. Each of these design choices weaves together ques-
tions about the meaning of toxicity, how Facebook should exercise its power 
in predicting it, and how to interpret and express fundamental values in 
technical systems. Examining these choices in detail unearths the unavoid-
able political judgments involved in building a simple machine learning 
model at Facebook and Google.21

figure 5.1.

Concept GuidelinesDe�nition
Labeled
training

data

Machine
learning
model

Predictions Action



114  c h a p t e r  5

Suppose you decide to assign to content a toxicity score from 1 to 10, with 10 
being the most toxic. This system assumes that “toxicity” is something scalar 
that should be judged in terms of units of toxicity, and also that toxicity is linear, 
such that units of toxicity mean the same across the scale—the difference be-
tween content rated 2 and 3 on the toxicity scale is the same as the difference 
between content rated 7 and 8. Toxicity could be binary, however, such that 
content is either toxic or not. It could also be nonlinear—for instance, if there 
is little difference between content that is 2 and 3 on the scale but the difference 
between content with a score of 7 and 8 is significant.

Assumptions about the concept of toxicity have implications for designing 
a machine learning model to predict it. Technology companies measure the 
judgments of human labelers to understand how they interpret the concept of 
toxicity. Suppose you discover that there is much more agreement among la-
belers about toxicity scores at the higher end of the range. Moderators are 
more likely to agree that content deserves a toxicity score of 8, less likely to 
agree about a score of 7, and then increasingly unlikely to agree on 6 and so on 
down the scale. Suppose agreement is nonlinear: almost everyone agrees 
about content with scores above 8, but agreement drops off rapidly below 5, 
such that there is very little agreement about scores of 4 and below. You must 
then use this information to decide what action to take on the basis of pre-
dicted toxicity scores. If you want to act only when there is reasonable agree-
ment among labelers about the meaning of toxicity, you should act only on 
content with a score above 8. If the model acts on content with a toxicity score 
below 5, it would be acting on the basis of an outcome about which there is 
significant disagreement.

Your design choices also imply assumptions about how to interpret and 
express fundamental values within technical systems. Suppose you are given 
a general instruction to build the toxicity model with an unflinching commit-
ment to free speech. There are reasonable disagreements within your team 
about what this means and how it should be expressed in the design of the 
model. Some argue that the toxicity model should not be used to remove 
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content but rather to demote content in proportion to the toxicity score it 
receives. Content with a toxicity score of 1 would not be demoted at all, con-
tent with a toxicity score of 5 would receive a moderate demotion, and content 
with a toxicity score of 10 would be heavily demoted.

Others reject the notion that this is what free speech implies. They argue 
that since heavily demoted content never in practice appears in anyone’s news-
feed, drawing a distinction between heavily demoting content and removing 
it is disingenuous, like the moderator of a town hall insisting that the rules 
allow everyone to speak while placing some people too far down the agenda 
to ever have an opportunity to speak. Instead, they argue, free speech implies 
that Facebook should act only where there is clear consensus about the mean-
ing of an outcome. Facebook should simply remove content above the thresh-
old for consensus—in this case, a predicted toxicity score of 8—with clear 
notifications to people that their content has been removed. A final camp re-
jects the unflinching commitment to free speech altogether, arguing that there 
is far too much divisive and polarizing content on Facebook. They suggest the 
removal of content with a predicted toxicity score above 8 and the propor-
tional demotion of content with a score below 8.

The gaps of experience, accountability, and language play a significant role 
in debates like these. I’ve seen it for myself. Usually those in positions of re-
sponsibility cite market research about “what users want,” while offering vague 
general instructions about the importance of a system respecting some value, 
such as free speech, leaving computer scientists and engineers to interpret and 
express that value. The experience gap arises when, as often happens, those 
who design the system are not experienced in ethical reasoning about the 
values it is supposed to express. The accountability gap becomes a problem 
when those responsible for the system have little knowledge of the technical 
choices required to ensure that the system actually expresses the values it is 
supposed to. The language gap makes it hard to address the experience and 
accountability gaps, as ethicists experienced in reasoning about values often 
do not speak the technical language required to reason about how to express 
those values in the design of machine learning systems. These gaps make it 
difficult to establish clear structures of internal accountability for the design 
of machine learning systems. Engineers are often frustrated, not because ex-
ecutives have different value commitments (though sometimes they do), but 
by how often executives miss the connections between technical choices and 
particular values. But when engineers spot those connections, they themselves 
often lack the moral and political language to describe them.
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I’ve also seen disagreements about underlying goals surfacing during the 
process of building these systems. People explore and clarify their own values 
by building machine learning systems (as we saw with Allegheny County’s 
AFST), especially in companies like Facebook and Google. Internal discus-
sions get heated because everyone knows that a certain kind of power to shape 
public debate is being exercised. Building machine learning models to predict 
toxicity, for instance, may change how engineers think about the concept itself 
and its relationship to free speech. It has taken me several pages to articulate 
just a few of the connections between technical choices and values you might 
encounter as an engineer at Facebook building one imaginary system, the tox-
icity model. As I argue, to identify and interrogate the political stakes of 
choices about designing and using these systems we must build structures of 
accountability that deliberately bridge the gaps of experience, accountability, 
and language.22

Google

Each time you Google something, your search query travels on average 1,500 
miles to one of Google’s data centers. A thousand computers use machine 
learning systems to process your search, returning a list of millions of websites 
ranked from most to least relevant. All in 0.2 seconds.

When Google was founded in September 1998, it processed about 10,000 
of these searches a day, most of them in the United States. It now processes 
40,000 searches a second, or 3.5 billion a day, from all over the world. Perhaps 
most remarkably, about 15 percent of searches have never been searched be-
fore. Just over half of all external traffic to news websites is driven by Google’s 
search results (another 27 percent comes from Facebook). Half of Americans 
get news from search engines; one-quarter use search as their main way to 
access news. Google might be the most powerful company in the world.23

Google exists because it solved a problem. To understand the problem, and 
how Google solved it, imagine you are in a helicopter above an enormous, 
jostling crowd of a billion people crammed into an area the size of New York 
City. (You can fit the world’s population into surprisingly small spaces—
Google it.) The crowd is a mess. A bunch of people are naked or performing 
some kind of sex act, some are fighting, others are laughing, a few are reading 
books. Imagine you are on a mission to find something out. After the helicop
ter drops you at a random point in this crowd, you plan to go from person to 
person, asking for whoever might have the answer to your query. You would 
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have a tiny chance of finding the right person. This crowd is the internet in the 
1990s. Google solved the problem by listening to your query, scanning the 
enormous crowd, identifying the right people, and arranging them in an or-
derly line, starting with whoever is probably most relevant. This section de-
scribes how Google does this and why it matters.

PageRank

Search is about identifying and organizing sources of information relevant to 
a query. In the internet, these sources are websites; in our crowd, people are 
the sources. What made Google unique is PageRank, an algorithm that ranks 
the relevance of websites to a query.

In the mid-1990s, computer scientists began to use hyperlinks to explore 
the structure of the web. The content of websites had turned out not to be of 
much use because, although Harvard​.edu is very relevant for queries about 
Harvard, its content does not often mention “Harvard” or “higher education.” 
Hyperlinks, by contrast, encode a kind of judgment, a gesture about the utility 
or relevance of a website, usually but not always a positive one. The number 
of hyperlinks to a page, known as the number of backlinks that page has, re-
flects its importance.

Mapping hyperlinks could produce a picture of the meta-structure of the 
web. The “networked structure of a hyperlinked environment,” wrote Jon 
Kleinberg, a computer scientist at Cornell, could be “a rich source of informa-
tion” about the web. The web was “a hypertext corpus of enormous complexity 
that expands at a phenomenal rate,” and it could “be viewed as an intricate 
form of populist hypermedia, in which millions of on-line participants, with 
diverse and often conflicting goals, are continuously creating hyperlinked con-
tent.” Hyperlinks encoded precisely the “type of judgment” needed because 
“the creator of page p, by including a link to page q, has in some measure 
conferred authority on q.” In the enormous crowd we are imagining, hyper-
links are like points. Each person points to a finite number of others, so that 
mapping who points to whom can give us a picture of the meta-structure of 
the crowd.24

Computer scientists found that the web has a giant-in-a-crowd structure. If 
each point is worth a meter of height, most of the individuals in a billion-strong 
crowd are a centimeter tall, some are a meter, fewer are two meters, and a very 
few are giants so tall that they stretch far into the clouds. The small people almost 
always point to giants; the giants sometimes point to one another, but almost 
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never to the small people. Whereas in the real world height is normally 
distributed—almost all adults measure between five feet and six feet, five inches, 
with most people bunched around the middle—backlinks conform to a power 
law distribution. A very large number of pages have no backlinks at all (the one-
centimeter people), a much smaller number have one backlink (the one-meter 
people), and a tiny number have millions of backlinks (the giants).25

Kleinberg described these giants as “authorities.” Which giant is the appro-
priate authority depends on what you want to know. Kleinberg also found that 
some smaller people were “hubs” who point to all the relevant giants on a par
ticular topic. “A certain type of natural equilibrium exists between hubs and 
authorities,” wrote Kleinberg, in “a mutually reinforcing relationship: a good 
hub is a page that points to many good authorities; a good authority is a page 
that is pointed to by many good hubs.” The hyperlink structure of the web en-
ables the identification of “a small set of the most ‘authoritative’ or ‘definitive’ 
pages” for a particular topic—the giants who can answer your query. Algo-
rithms could use hyperlinks to estimate the relevance of pages in search.26

This was the foundation of PageRank, an algorithm developed by the com-
puter scientists Larry Page and Sergey Brin in 1998. (“PageRank” is a riff on 
Page’s name and webpages.) Page and Brin were working on a citation analysis 
project at Stanford University, supported by the National Science Foundation. 
(Google began as http://google​.stanford​.edu​/). Just as citations were used to 
estimate the impact of scholarly papers, hyperlinks could be used to develop 
“an approximation of the overall relative importance of web pages,” encoding 
a judgment about relevance and authority.27

There are three parts to PageRank. The first is the number of backlinks (the 
number of hyperlinks to that page). If hyperlinks are affirmations or citations, 
pages with more backlinks are probably more authoritative than those with few. 
“The intuition behind PageRank,” write Page and Brin, “is that it uses informa-
tion which is external to the Web pages themselves—their backlinks, which 
provide a kind of peer review.” Important websites (Yahoo​.com was their ex-
ample) “will have tens of thousands of backlinks (or citations) pointing to it,” 
as “many backlinks generally imply that [a page] is quite important.”28

The second is the quality of backlinks. “Backlinks from ‘important’ pages,” 
write Page and Brin, “are more significant than backlinks from average pages. 
This is encompassed in the . . . ​definition of PageRank.” Just as a citation from 
an important paper with lots of citations might count for more than a citation 
from a paper that has never been cited, PageRank estimates the quality of 

http://google.stanford.edu/
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links “by counting the number and quality of links to a page to determine a 
rough estimate of how important the website is. The underlying assumption 
is that more important websites are likely to receive more links from other 
websites.” Hyperlinks from websites that have more backlinks count for more 
than hyperlinks from websites with few or no backlinks.29

The best way to grasp the logic of PageRank is to work through the basic 
math that underpins it. Imagine there are four websites: A, B, C, and D. Let’s 
ignore any links from a page to itself, and let’s also treat several links from one 
page to another as a single link. Start by assuming that the PageRank for each 
page is the same. Assuming a probability distribution from 0 to 1, each page 
will begin with a PageRank of 1 divided by the total number of pages on the 
web. In this example, we have four websites, so each page will begin with a 
PageRank of 0.25.30

Imagine a simple model in which the only links are from pages B, C, and D 
to A. In this case, each webpage would transfer its initial PageRank of 0.25 to A, 
adding a total of 0.75 to A’s PageRank. Let’s make the case a bit more complex. 
A links to no other page. B links to pages C and A. C links to page A. And D links 
to A, B, and C. In this case, B transfers half its starting PageRank of 0.25, which 
is 0.125, to pages A and C. Page C transfers all of its value to A, the only page it 
links to. D transfers one-third of its value of 0.25, or 0.083, to A, B, and C.

Calculating PageRank involves a recursive loop, in which the PageRank of 
each page is guessed repeatedly, approximating to its true PageRank over time. 
In our case, we could represent the calculation as follows.

PR(A)= PR(B)
2

+ PR(C)
1

+ PR(D)
3

PR(A)= 0.25
2

+ 0.25
1

+ 0.25
3

PR(A)= 0.125+ 0.25+ 0.083
PR(A)= 0.458

figure 5.3.
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This calculation can be represented algebraically. The PageRank of A is equiva-
lent to the sum of the PageRank of each page divided by its number of out-
bound links L().

PR(A)= PR(B)
L(B)

+ PR(C)
L(C)

+ PR(D)
L(D)

In more general form, as in Page and Brin’s original paper, the PageRank for 
any page u can be expressed as:

PR(u)=
v∈Bu
∑ PR(v)

L(v)

Here is what this means in words. The PageRank for a page u depends on the 
PageRank of each page v within the set of all pages linking to page u, Bu , di-
vided by the number of links L(v) from page v. More simply, u’s PageRank 
depends on the number and quality of pages linking to u.

Page and Brin described PageRank in terms of someone randomly surfing 
the web. The surfer starts on a random webpage, then clicks on a link at ran-
dom. They do the same on the next page, continuing until they have covered 
the entire web. A website’s PageRank is the probability that, starting from a 
random page, the random surfer will end up on that website after a fixed but 
reasonably long time. Like being dropped at random into the crowd and then 
following points at random to find the giants, a person’s PageRank is the prob-
ability that the user will end up talking to that person after a fixed period of 
time. PageRank is also a bit like voting. A link to a page counts as a vote of 
support. PageRank adds up all the votes for each page (the first component: 
quantity), but votes from pages that themselves got more votes count for more 
(the second component: quality).

The random surfer brings out a problem with the simple version of Page
Rank, with its two components of the number and quality of backlinks. A ran-
dom surfer might get stuck. They could get caught in a loop, clicking on links 
from page X that jump to page Y, then clicking on links from page Y that jump 
back to page X, then back to Y, and so on. Or a random surfer could get stuck 
on a page that has no outgoing links. Page and Brin call this a rank sink, or link 
sink—like a couple in the crowd who only talk about and point to one another 
and refuse to point to anyone else. Instead of continuing in this loop forever, 
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the surfer would probably get bored and jump to another random page. They 
would give up on talking to the couple and start talking to someone else.31

This is why Page and Brin introduced the third factor of PageRank, which 
models a moment in which the random surfer gets bored after following a 
defined number of links and jumps to another random page. This is called the 
dampening factor d, which is a parameter that can be set anywhere from 0 to 1 
(usually to 0.85). Confusingly, d is the probability that the surfer will keep 
surfing, so to model the probability they will get bored and jump to a random 
page, we subtract d from 1 and divide the result by the total number of web-
pages. In other words, the probability that the surfer will keep going is as-
sumed to decrease with each additional click. If a major page like the BBC or 
the New York Times links to a page via four “link-hops,” the value of that link 
is dampened in contrast to a page that the BBC links to directly. Adding this 
dampening factor, the rest of the formula is basically the same:32

PR(A)=
1− d
N

+ d PR(B)
L(B)

+ PR(C)
L(C)

+ PR(D)
L(D)

+ ··· 
⎛
⎝⎜

⎞
⎠⎟

In words, the dampening factor is subtracted from 1 and divided by the total 
number of webpages. The PageRank of A is then calculated by adding that 
figure to the product of the dampening factor and the sum of the PageRank 
scores of the pages with links to A. To put this in general form, assume that 
page A has pages T1 to Tn linking to it (i.e., page A is referenced by pages T1 to 
Tn). The dampening factor is d, which is set from 0 to 1, usually at 0.85. And 
L() is the number of outbound links. In that case, the PageRank of A will be 
as follows:

PR(A)=
1− d
N

+ d PR(T1)
L(T1)

+ ···+
PR(Tn)
L(Tn)

⎛
⎝⎜

⎞
⎠⎟

PageRank models a random surfer who starts on a random webpage, then 
clicks on hyperlinks at random, never going back but sometimes getting bored 
and jumping to another page. The probability that the random surfer will visit 
a particular page is its PageRank. PageRanks constitute a probability distribu-
tion over all the pages on the web, the sum of which is 1.33

This third component built personalization into PageRank from the start. 
You can tweak d at a level ranging from one page to a defined group of pages, 
to all pages on the web. If d is uniform over all webpages, this models a random 
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surfer periodically jumping to a random page, which “is a very democratic 
choice,” since “all web pages are valued simply because they exist.” Adjusting 
d to weight a particular page boosts the PageRanks of that page and the pages 
surrounding it, effectively adjusting d to model a surfer who is not random but 
someone about whom you have considerable contextual information, such as 
their home page and most visited pages. This gives a view of the web “focused 
and personalized to a particular individual,” as Brin and Page wrote in 1998. 
The farther you get from the home page of the nonrandom surfer, the more 
similar the PageRanks become, and the more the personalized model con-
verges to the nonpersonalized model in which d is uniform across all web-
pages. A “personal search engine . . . ​could save users a great deal of trouble by 
efficiently guessing a large part of their interests.” The idea of a personalized 
search assistant was built into Google’s very first ranking algorithm.34

PageRank “represent[s] a collaborative notion of authority or trust,” as Page 
and Brin wrote, “since if a page was mentioned by a trustworthy or authorita-
tive source, it is more likely to be trustworthy or authoritative . . . ​quality or 
importance seems to fit within this kind of circular definition.”35 The media 
scholar Siva Vaidhyanathan compares PageRank to a pragmatist theory of 
truth. “The truth of an idea is not a stagnant property inherent in it,” wrote the 
philosopher William James. Instead, “truth happens to an idea. It becomes 
true, it is made true by events. Its verity is in fact an event, a process, the pro
cess namely of verifying itself, its verification.”36 Rather than relying on au-
thors to describe their own website, PageRank harnesses the tacit judgment 
of the community of web authors about the quality of that website. PageRank 
uses this dynamic, social approach to estimating relevance through a process 
of experimentation, feedback, and collective discovery, imposing order on the 
messy network of the web. The essence of this approach is the idea that the 
number and quality of links to a website are a good guide to its importance, 
like “the common wisdom that the best roadside diners are the ones with all 
the big trucks parked outside,” as the New York Times’s technology journalist, 
Peter Lewis, put it at the at the time.37

Beyond PageRank

Whereas PageRank was an algorithm tweaked and updated by human engi-
neers, like Facebook, Google now uses machine learning to drive almost every 
component of its ranking system. A few years ago, as PageRank became just 
one of many factors influencing search results, Google decided to stop allow-
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ing people to view each website’s approximate PageRank. Google now uses 
three kinds of signals in its search ranking system: those focused on links, like 
PageRank; those focused on quality; and those focused on the meaning of 
search queries.38

After links, the second most important component of the ranking system 
is quality. In the 2010s, many of Google’s updates aimed to reduce the ranking 
of low-quality, spammy websites. Panda, introduced in 2011 and named after 
its designer, Navneet Panda, reduced low-quality sites like content farms that 
boost their ranking by using computers to aggregate content from other sites 
rather than producing their own. Panda also introduced a more expansive ap-
proach to evaluating quality, incorporating signals about whether users trusted 
information on a site, whether that information was original, and whether it 
was presented clearly. Penguin, introduced in 2012, focused on reducing the 
rankings of websites that boosted their ranking by using link farms that ag-
gregated large numbers of links from virtually empty websites. Though Panda 
and Penguin have been effective at combating low-quality sites, some websites 
always lose from every update.39

Google uses machine learning to estimate the quality of websites, much as 
Facebook uses machine learning in its integrity system. Google defines a con-
cept, writes guidelines for people to label hundreds of thousands of examples, 
trains machine learning models to estimate whether websites approximate the 
labeled examples, and then runs experiments and A/B tests to compare results 
from the old and new ranking systems. Tens of thousands of these experiments 
are run each year.40

As with Facebook, Google’s labeling guidelines shape what its models pre-
dict. The detailed versions of Google’s quality guidelines are closely guarded 
secrets, but they are sometimes leaked or released in abridged form. Google’s 
“General Guidelines” include 168 pages of guidance for reviewing website 
quality. “Search engines exist to help people find what they are looking for,” 
the guidelines explain, to “provide a diverse set of helpful, high quality search 
results, presented in the most helpful order.” Different types of search need 
different kinds of results: medical searches need trustworthy and authoritative 
results; results for cute animal searches “should be adorable.”41

Two concepts underpin these guidelines. The first is quality. People are 
asked to rate the quality of pages “to evaluate how well the page achieves its 
purpose.” Labelers determine a website’s purpose, whether sharing informa-
tion about a topic or providing entertainment, then examine its trustworthi-
ness and expertise, content quality, and ease of navigation to assign a page 
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quality rating ranging from “lowest” to “medium” and “highest.” The second 
concept is utility. People are asked to assign a “needs met” score to pages in 
response to a particular search query, from “fully meets” to “moderately meets” 
and “fails to meet.” This assessment analyzes the user’s intent, distinguishing 
between “know” queries (“who is the US president?”), “do” queries (“how do 
I tie a tie?”), website queries (“BBC News”), and visit-in-person queries 
(“nearest ATM”). Even if pages are high-quality, Google instructs, “useless” 
results should receive a “fails to meet” score since “useless is useless.”42

As I have emphasized, machine learning changes the point at which 
humans exercise control over decision-making. Just as Facebook exercises 
control not primarily by judging individual pieces of content but by defining 
a concept, writing labeling guidelines, and building a machine learning model 
to approximate it, Google exercises control by defining concepts like quality, 
writing labeling guidelines, and building machine learning models to ap-
proximate it. Machine learning does not replace human choices, but rather 
changes the point at which humans make choices. As choices are made at the 
level of designing a system rather than about individual websites or pieces of 
content, machine learning can obscure the interests and values that those 
choices promote.43

The third most important signal in Google’s search system is the meaning 
of queries. My grandparents often type fully formed question into Google: 
“Could you tell me the best place to get Indian in Manchester?” Most of us 
type half-formed questions full of ambiguities: “best Indian Manchester.” 
Hummingbird uses machine learning to interpret that you mean “show me 
good Indian restaurants in Manchester,” drawing on semantic search research 
in computer science to understand meaning by focusing on the whole query 
rather than just individual words. The long-term goal is conversational search, 
in which devices like Google Home understand what you are looking for with-
out you having to type anything. RankBrain, introduced in 2015, developed 
this approach by using “deep learning” for translation, speech, and bioinfor-
matics to match the meaning of users’ queries to websites. The future of 
Google and Facebook will be shaped by the development of machine learning 
approaches like deep learning.44

Google presents updates to its ranking system as part of the inexorable 
path of progress, but very occasionally the veneer of consumer-driven neu-
trality crumbles and the political character of these updates becomes easier 
to see. One such moment explored by the media scholar Tarleton Gillespie 
came in 2011.45
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Understanding it requires some context. In 2003, after US senator Rick San-
torum compared homosexuality with adultery, polygamy, and incest—
comparing homosexual acts to “man on child, man on dog, or whatever” and 
claiming that such acts undermine the “basic tenets of our society”—the sex 
columnist Dan Savage announced a contest to redefine the word “Santorum.” 
After receiving thousands of submissions, Savage chose the winner: “Santo-
rum: the frothy mixture of fecal matter and lube that is sometimes the by-
product of anal sex.” Savage bought the web domain spreadingsantorum​.com 
and used his profile to encourage thousands of his followers to attach hyper-
links from “Santorum” to the site. Spreadingsantorum​.com was soon Google’s 
top result in searches for Santorum. Some have even speculated that the site 
played a role in Santorum’s reelection defeat in 2006.46

In 2011, Santorum announced he was running for president. Santorum’s 
return to the public spotlight entrenched spreadingsantorum​.com’s position 
as the top search result, as journalists linked to the site when discussing 
whether it was making a difference to Santorum’s presidential bid (thereby in 
a small way ensuring that it would), Stephen Colbert deliberately mentioned 
it, and users searched for “Santorum” and clicked on spreadingsantorum​.com. 
Santorum was soon asked if he wanted the result removed. After initially refus-
ing to, he then said: “If you’re a responsible business, you don’t let things like 
that happen in your business that have an impact on the country,” adding, “I 
suspect if something was up there like that about Joe Biden, they’d get rid of 
it.” There are few charges that Google and Facebook hate more than political 
bias, for if that charge sticks, politicians might regulate them. Google had to 
decide what to do.47

Publicly, of course, Google refused to do anything: “Google’s search results 
are a reflection of the content and information that is available on the Web. 
Users who want content removed from the internet should contact the web-
master of the page directly.” Google does not “remove content from our search 
results, except in very limited cases such as illegal content and violations of our 
webmaster guidelines.” In February 2012, however, spreadingsantorum​.com 
disappeared from the first page of results. The Urban Dictionary result, which 
also defined the sex act, took the top spot.48

There are several competing theories about what happened. Instead of de-
liberately removing the result, Savage’s site probably disappeared because 
Google changed its ranking system. One possibility is that Google updated its 
SafeSearch system, which ensures that adult results are not returned for non-
adult searches. Another may be that Google changed how it boosts the ranking 
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of “official” sites: “Google muddied the water by blaming safe search, but that 
appears totally untrue. They don’t want people to have a potentially strong 
example of their new ‘official page detection’ (OPD) algorithm.” If spreading-
santorum​.com had previously been incorrectly identified as an official page, this 
error would have been corrected in an update to the OPD algorithm. Google’s 
engineers may not actually have known why Savage’s site dropped, since how 
the interactions between hundreds of machine learning models impact indi-
vidual websites can be almost impossible to discern.49

What matters is not which theory is correct but what the episode reveals 
about the power that Google exercises when it designs its machine learning 
systems. Before 2012, PageRank had effectively learned that people searching 
for “Santorum” often were actually looking for spreadingsantorum​.com​. Page
Rank captures the uncoordinated behavior of web users, aggregating judg-
ments of value and importance to inform search rankings. As Google’s head 
of global communications said at the time: “There definitely are people who 
are finding this to be the best answer to their question, and they are indicating 
this by either clicking on this result or linking to this result as the best answer 
to that question.” Just as Kabir Ali said, Google could not be held responsible 
for its search results, because its ranking system was simply giving users what 
they wanted.50

And yet the site did not disappear because people suddenly decided they 
weren’t interested. If Savage showed that PageRank could be influenced by co-
ordinated collective action, then the site’s disappearance made clear that de-
signing a ranking system necessarily involves judgments about the legitimacy 
of that collective action. As Tarleton Gillespie writes, Google “must make cat-
egorical and a priori distinctions about what kinds of results to prioritize, when, 
and for whom. And it must do so with an eye toward how information provid-
ers will then try to emulate these distinctions.” Google must decide how to 
distinguish the normal process of public debate from artificial attempts to boost 
the ranking of useless websites. Google may not want to make that judgment, 
but because of its position in our information ecosystem, it has to. Building 
machine learning systems that rank some sites above others requires judgments 
about what sites deserve to be ranked above others. Designing machine learn-
ing models that rank ideas and information requires judgments about which 
values should guide the design of the public sphere.51

Suppose it was the official page detection model that killed Santorum’s site. 
Think about how Google would design a model that judges the officialness of 
websites. First Google would have to settle on the principle that official sites 
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deserve to be ranked higher than unofficial ones, a judgment that would be 
“infused with a particular theory of democracy,” as Gillespie argues. “To privi-
lege official sites over unofficial ones is to amplify those official voices in the 
public square. . . . ​The algorithm could be designed to do the exact opposite: 
it could grant ‘unofficial’ pages (like Savage’s) higher standing, precisely 
because they do not have the benefits of amplification that official information 
sources usually do. . . . ​Every design has a theory about quality public dis-
course embedded within it.” Then Google would have to decide what consti-
tutes an official page, using quantifiable criteria that can accurately be pre-
dicted, such as the structure of hyperlinks, which would benefit pages that 
already have large numbers of backlinks. Then Google would have to decide 
how much of a ranking boost to give official pages: whether to boost pages in 
proportion to the number of backlinks or to give a fixed boost to all pages 
judged to be official.52

Making these choices is just what Google does. Just as the MSI shift illumi-
nated the politics of designing newsfeed, the disappearance of spreadingsanto-
rum​.com illuminated the political character of Google’s choices about the de-
sign of its search ranking system. Each time Google makes choices about how 
that system will change, some websites benefit while others lose, and some 
values are protected while others are violated, and yet the political content of 
those choices is obscured behind the simple interface of Google’s website. 
Google’s ranking systems powered by machine learning—like Facebook’s—
bake in political choices, naturalizing the web it ceaselessly shapes.

Solving the Problem of Abundance: But How?

Obscuring the Politics

Facebook and Google hide their power behind anodyne techno-babble. What 
they fear most is a widespread awareness of the political character of their 
machine learning systems.

“When we talk about integrity,” explains Tessa Lyons, who runs Facebook’s 
News Feed integrity team, “we’re talking about any attempts to abuse our plat-
form in order to create bad experiences for people.” Bad experiences are the 
kind of content that people blame Facebook for, the invisible line beyond which 
promoting MSI is no longer in Facebook’s interest. The word “integrity” comes 
from the Latin integritatem, meaning wholeness or completeness, purity or 
blamelessness. Facebook want citizens to believe that its integrity machine 
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learning models are keeping Facebook whole and complete, unsullied by Rus
sian hackers or domestic peddlers of lies and hate. Facebook’s power to design 
these models is thus presented as a kind of generous public service that protects 
our public sphere. What integrity models actually do is unilaterally impose 
value-laden definitions on the moderation of public debate. The word “integ-
rity” distracts from the system’s real purpose: to reduce the ranking of content 
causing bad experiences that people might blame Facebook for.53

According to Facebook, building machine learning models to moderate 
public debate is simply a technical challenge of reducing error. Facebook’s 
“Community Standards,” Zuckerberg explains, aim “to err on the side of giving 
people a voice while preventing real world harm and ensuring that people feel 
safe in our community.” “In some cases,” according to Monika Bickert, vice 
president of public policy, “we make mistakes because our policies are not 
sufficiently clear to our content reviewers. . . . ​More often than not, however, 
we make mistakes because our processes involve people, and people are falli-
ble.” The best way to reduce error is to reduce the role of people. But people 
design Facebook’s newsfeed and integrity systems too. When people like Bick-
ert blame the obvious form of human control—low-paid contract workers 
who review individual pieces of content—they distract from the subtler form 
of human control—high-paid engineers and executives who design machine 
learning models.54

Google also obscures the politics of its machine learning systems. Design 
choices are presented as being driven by the inexorable pursuit of serving users 
better: “We can’t make a major improvement without affecting rankings for 
many sites. It has to be that some sites will go up and some will go down. 
Google depends on the high-quality content created by wonderful websites 
around the world, and we do have a responsibility to encourage a healthy web 
ecosystem. Therefore, it is important for high quality sites to be rewarded, and 
that’s exactly what this change does.” They articulate vague goals that hide 
underlying disagreements: “Our goal is to get you the answer you’re looking 
for faster, creating a nearly seamless connection between you and the knowl-
edge you seek” (Facebook’s equivalent goal: to “show the right content to the 
right people at the right time”).55 And they put themselves on the side of users 
even when they are not. In 2004, after activists alerted Google that a neo-Nazi 
site was the top result in searches for “Jew,” Google posted a notice: “Offensive 
Search Results. We’re disturbed about these results as well.” Instead of inter-
vening, Google threw up its hands and proclaimed its horror at the indiscrimi-
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nate logic of search. But Google isn’t in the same position as users. As Kabir 
Ali recognized, Google controls its ranking system.56

Unearthing the Politics

Cutting through this obfuscation requires a resolute focus on points of human 
choice. As Facebook’s and Google’s machine learning systems become ever 
more important to the structure of our public sphere, scholars, policymakers, 
and citizens must become ever more adept at identifying the points at which 
human control is exercised over the design of those systems. The next few 
chapters build an account of how we should understand Facebook’s and 
Google’s power to design machine learning systems, so I want to state quite 
precisely the points of choice involved in designing them.

Facebook’s newsfeed and Google’s search both solve a problem of abun-
dance. Facebook is useful because its newsfeed system sorts thousands of 
pieces of content in a user’s inventory that could be shown each time they load 
Facebook, and it ranks them based on which pieces it predicts they will find 
most engaging. Google is useful because it sorts millions of websites on the 
internet—Google’s search index contains hundreds of billions of webpages 
and is over one million gigabytes—and ranks them based on which it predicts 
will be most relevant to a particular search query.57

Facebook’s and Google’s power is rooted in how they use machine learning 
to solve the problem of abundance. About 31 percent of people click on the 
first search result that Google displays. People are ten times more likely to click 
on the first search result than the tenth, and moving from the second to the 
first search result significantly increases the chance that a website will be 
clicked on. On average, moving up one spot in Google’s search results in-
creases the chance that a website will be clicked on by 31 percent. When Face-
book and Google change their ranking systems, they change how a vast quan-
tity of content and websites are filtered, sorted, and ranked, shaping what we 
see and what we read, what we learn and even how we feel, focusing our atten-
tion and determining how and where we spend our time on the internet. As I 
explore in the next chapter, Facebook’s and Google’s systems are a kind of 
super-powered performative prediction: they make their predictions come 
true, molding our opinions and beliefs, desires and habits, in their own image. 
Facebook’s and Google’s power is rooted in how they use machine learning to 
solve the problem of informational abundance.58
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There are four crucial points of choice at which Facebook and Google ex-
ercise that power. These choices should be the central focus of any approach 
to governing Facebook and Google.

The first and most fundamental is choosing the underlying values that the 
ranking system is built to advance. Google’s search implies that systems that 
control access to information should prioritize sources judged by a community 
to be authoritative and that a community’s judgment about authority ought to 
be respected. Whether right or wrong, this choice takes a particular view about 
how and by whom information should be distributed in the public sphere. Face-
book’s newsfeed implies that systems that distribute content should prioritize 
the social over the public and engagement over quality. Whether right or wrong, 
that choice also takes a particular view about how content should be distributed 
in the public sphere. A framework for governing Facebook and Google should 
focus on the values that guide the design of these ranking systems.

The second point of choice is the top-line metrics that ranking systems seek 
to optimize. Because ranking systems comprise hundreds of machine learning 
models, the most salient point of choice is defining the top-line metric that 
orients those machine learning models. Top-line metrics embed values into 
ranking systems. By shifting newsfeed’s top-line metric to MSI, Facebook 
changed the objective that hundreds of machine learning models were seeking 
to optimize, transforming the effects of the system on the people who use 
newsfeed and the organizations that depend on its traffic. Each time the top-
line metric changes, so too does the way the newsfeed ranking system solves 
the problem of abundance and, as a result, its effects on our public sphere. A 
framework for governing Facebook and Google should focus on the top-line 
metrics that these ranking systems seek to optimize.

At the third point of choice is the decision about the concepts that machine 
learning models are built to approximate. When Facebook builds a machine 
learning system to detect toxic content, or Google builds a machine learning 
system to estimate quality, both are making a judgment about what concepts 
will structure and guide the public sphere and how those concepts should be 
understood: that content fitting Facebook’s definition of toxicity, or informa-
tion fitting Google’s definition of low quality, should be made almost invisible. 
Whether right or wrong, building machine learning systems to approximate 
concepts implies a view about what those concepts mean and what role they 
should play in structuring our public sphere. A framework for governing Face-
book and Google should focus on the concepts that Facebook and Google 
build machine learning models to approximate.
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The final, and somewhat more granular, choice concerns the guidelines that 
Facebook and Google write to shape how people label the examples used to 
train machine learning models. Concepts like toxicity and quality are abstract, 
general, and vague; to be useful for ranking or moderating content on a vast 
scale, they must be turned into data sets that can be used to train machine 
learning models. Writing and implementing these guidelines involves the ex-
ercise of power, often hiding significant judgements about values and interests. 
These guidelines shape how machine learning systems approximate concepts, 
implying a view about how those concepts should be interpreted and ex-
pressed within machine learning systems, and applied in our public sphere. A 
framework for governing Facebook and Google should focus on the guidelines 
used to label the hundreds of thousands of pieces of content and websites that 
shape the machine learning systems deployed by Facebook and Google.

Because Facebook’s and Google’s machine learning systems are dynamic, 
evolving rapidly over time in ways that fundamentally change how they use 
ranking to solve the problem of informational abundance, what matters is the 
process that shapes each of these design choices, rather than the individual 
design choices made at a given moment. Any successful effort to regulate Face-
book and Google must focus not on the interests and values that their machine 
learning systems advance at any given moment, but on the processes and 
mechanisms of governance used over time to identify and articulate those 
interests and values, define the concepts, and develop the guidelines.

Governing Facebook and Google is not primarily about what systems Face-
book and Google build but about how Facebook and Google build those sys-
tems over time. The processes and mechanisms of governance that shape how 
Facebook and Google make political choices about the design and deploy-
ment of machine learning systems matter more than the particular political 
choices that Facebook and Google make. The next chapter examines the na-
ture of the power they exercise when they design ranking systems powered by 
machine learning, setting the foundations for a vision of how to regulate these 
two tech companies to structure those processes and mechanisms of gover-
nance in ways that support the flourishing of democracy.
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6
Infrastructural Power

The way to prevent these irregular interpositions of the people is to give them 
full information of their affairs thro’ the channel of the public papers, and to 
contrive that those papers should penetrate the whole mass of the people. The 
basis of our governments being the opinion of the people, the very first object 
should be to keep that right; and were it left to me to decide whether we 
should have a government without newspapers or newspapers without a 
government, I should not hesitate a moment to prefer the latter.1

—thom a s jeffer son to e dwa r d ca r r ington  
( ja n ua ry 16, 1787)

Participation in activities and sharing in results . . . ​demand 
communication. . . . ​Wherever there is conjoint activity whose consequences 
are appreciated as good by all persons who take part in it, and where the 
realization of the good is such as to effect an energetic desire and effort to 
sustain it . . . ​just because it is a good shared by all, there is . . . ​a community. 
The clear consciousness of a communal life, in all its implications, constitutes 
the idea of democracy.2

—john de w e y, t h e pu blic a n d its probl e ms  (1927)

The term “public” signifies two closely interrelated but not altogether 
identical phenomena: It means, first, that everything that appears in 
public can be seen and heard by everybody and has the widest possible 
publicity. . . . ​Second, the term “public” signifies the world itself, insofar as it 
is common to all of us and distinguished from our privately owned place in 
it. . . . ​To live together in the world means essentially that a world of things is 
between those who have it in common, as a table is located between those 
who sit around it; the world, like every in-between, relates and separates 
men at the same time.3

—h a n na h a r en dt, t h e h u m a n con dit ion  (1958)
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Platforms act as performative intermediaries that participate in shaping the 
worlds they only purport to represent.4

—ta ina buch er , i f  .   .   .  ​ t h e n: a lgor it h m ic pow er  
a n d polit ics  (2018)

on the morning of February 22, 2018, Tina Adams was nervous. She had 
planned a march of fellow public teachers on the State Capitol in Charleston, 
West Virginia, to protest a hike in state health insurance premiums and further 
delays to a long-promised pay raise. Although thousands had attended the 
Facebook event, Tina wasn’t sure who would show up now. It had been thirty 
years since teachers in West Virginia last walked out, the state attorney general 
had declared the strike illegal, and it had been snowing heavily. Soon after she 
arrived in the parking lot, a huge caravan of school buses rolled in, adorned 
with colorful decorations and protest signs, honking their horns. Supportive 
state snowplow drivers had cleared the highway ahead of the caravan, and now 
hundreds of teachers left the buses and filed into the statehouse. “We just kept 
yelling: ‘We’re not gonna take it,’ ” Tina told me a few months later, beaming. 
The walkout became known as “Fed-Up Friday,” and the whole day was live-
streamed on Facebook.5

The strike swept across the nation as teachers in Oklahoma, Kentucky, and 
Arizona walked out too. At first, lawmakers were uncompromising: “I guaran-
tee you,” proclaimed the Republican governor of Kentucky, Matt Bevin, that 
“somewhere in Kentucky today, a child was sexually assaulted that was left at 
home because there was nobody there to watch them. I’m offended that 
people so cavalierly, and so flippantly, disregarded what is truly best for 
children.” This rhetoric backfired. After polling suggested that three-quarters 
of Americans believed that teachers had the right to strike, the GOP-led Ken-
tucky legislature condemned Bevin for his remarks, and both parties rushed 
to embrace the teachers’ agenda, supporting dozens of teachers to run for state 
legislatures—thirty-four in Kentucky alone. After nine straight days—the lon-
gest strike in West Virginia’s history—teachers won a 5 percent pay raise and 
a task force to address problems with state health insurance. Tina sat down 
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and cried. She had won. She had found her voice, organized a political move-
ment, and made change.6

Facebook was critical to the movement’s success. The West Virginia Public 
Employees United group, started by teachers to share concerns about planned 
health insurance cuts, grew in just a few months to twenty-four thousand 
invitation-only members, or 70 percent of West Virginia’s public school teachers. 
“Facebook contributed to a sense of everyone being in it together,” explained 
Emily Comer, one of the group’s founders. “West Virginia can be an isolating 
place,” explained another teacher and group member, Eric Newsome. “Com-
munities can be far from each other. I’m here in southern West Virginia, which 
is more impoverished than the northern part of the state. But being on Face-
book, I’m like, ‘Hey, they’re ticked off at the same stuff as we are. They’re having 
the same issues too.’ ” Something similar happened elsewhere across the country. 
Forty thousand joined the Oklahoma Teachers United group on Facebook, and 
forty-five thousand joined the Arizona Educators United group.7

Facebook made collective action possible, enabling teachers to coordinate 
across thousands of miles in some of the most rural, impoverished states in 
America. “West Virginia does have a long history of wildcat strikes,” continued 
Eric Newsome, “but in terms of all fifty-five counties going out, that has never 
happened, and it would not have happened if it wasn’t for social media.” An-
other strike leader concurred: “This strike wouldn’t have happened without 
the grassroots organization through the private Facebook group. The legisla-
tive leadership, unions, other organizations, were all helpful. But without ques-
tion, I don’t think this would have reached the critical mass that was needed 
had they not had the platform of the group to communicate.” Facebook was 
the infrastructure for the political movement that Tina started.8

As I spent more time in West Virginia, I was struck by how much and how 
effectively Tina’s community used Facebook. Tina and her husband John, a 
former coal miner, are from Wyoming County, a mining region whose popula-
tion has almost halved over the last few decades as persistent unemployment 
and a shrinking economy have driven many away. For Tina’s community, 
separated by hundreds of miles of poor-quality roads without effective public 
transport, Facebook is an invaluable tool. Locals use Facebook to buy and sell 
goods, find work, arrange community events, stay in touch, and ultimately to 
organize, mobilize, and achieve change. Facebook has become vital infrastruc-
ture for many social, economic, and political activities in Tina’s community.9

Just as these strikes were spreading across the country, Mark Zuckerberg 
gave his first testimony to Congress. “It is no secret that Facebook makes 
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money off . . . ​data through advertising revenue,” declared Senator Chuck 
Grassley from Iowa, “although many seem confused by or altogether unaware 
of this fact. Facebook . . . ​generated $40 billion in revenue in 2017, with about 
98 percent coming from advertising across Facebook and Instagram.” In pur-
suit of advertising revenue, explained Senator Christopher Coons from Dela-
ware, Facebook aims above all to “capture [people’s] attention.”10

This chapter uses two analogies to explore the nature of Facebook’s and 
Google’s power. By comparing Facebook to a digital public square and Google 
to a digital public library, I show how and why design choices about their ma-
chine learning systems matter. When Facebook and Google design these sys-
tems, they exercise a kind of infrastructural power to structure our public 
sphere and organize our information ecosystem. Because this power is unilat-
eral, subject to neither meaningful economic competition nor effective demo
cratic oversight, citizens lack mechanisms for holding Facebook and Google to 
account. Political action that depends on Facebook is vulnerable to Facebook’s 
shifting priorities and design decisions. What’s more, because Facebook and 
Google are advertising companies, they design ranking systems to maximize 
revenue. They solve the problem of informational abundance by designing 
ranking systems that grab, stimulate, and direct attention in pursuit of profit, 
producing filter bubbles and social division, limiting the scope for curiosity and 
random discovery, and ultimately corrupting the public sphere. As Congress 
interrogated Zuckerberg, thirty thousand teachers gathered at Oklahoma’s 
State Capitol in Oklahoma city after coordinating their protest on Facebook. A 
newspaper headline captured the irony: “Facebook Is in Crisis Mode. The 
Teacher Strikes Show It Can Still Serve a Civic Purpose.”11

This chapter articulates the problem statement for regulating Facebook 
and Google from the standpoint of democracy. I use my analogies to argue 
that Facebook’s and Google’s machine learning systems have become part of 
the infrastructure of the digital public sphere, shaping what citizens know and 
believe and how they encounter each other, discuss common aspirations, and 
forge shared ambitions. That these systems can corrupt the public sphere il-
luminates the nature of Facebook’s and Google’s power to design them. Rank-
ing systems like Facebook’s newsfeed and Google’s search are a case of super-
charged performative prediction: they use the power of prediction not just 
to work out what citizens already want, but to shape what they want, ranking 
and ordering ideas and information to commandeer attention and mold the 
public sphere. To support the flourishing of democracy, we must step back 
and ask how we should govern corporations whose infrastructural power 
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shapes the character of our public sphere and our civic information 
architecture.

Infrastructural Power

Facebook: The Public Square

The problem with the Cambridge Analytica story was that it made Facebook 
the solution. Facebook likes the idea that 2016 was about how Russia and Cam-
bridge Analytica stole the US presidential election, because it means that we 
need Facebook to defend the integrity of our elections: “We at Facebook were 
far too slow to recognize how bad actors were abusing our platform,” explained 
Samidh Chakrabarti, Facebook’s head of civic engagement. “We face deter-
mined, well-funded adversaries who will never give up and are constantly 
changing tactics. It’s an arms race and we need to constantly improve. . . . ​It’s 
why we’re investing heavily in more people and better technology to prevent 
bad actors misusing Facebook.”12

Imagine that you live in a town dominated by one public square, perhaps 
the agora of ancient Rome or the Piazza del Campo in Siena. The square is 
used for all kinds of activities. Groups of residents from different neighbor-
hoods gather to discuss local issues. Others meet to plan public protests or to 
swap favorite recipes. Friends and family from opposite sides of the town meet 
to share memories and talk about what they’ve been reading. The public 
square is defined by the presence of stories: “a newspaper, magazine, book, 
website, blog, song, broadcast station or channel, street corner, theater, confer-
ence, government body and more.” In the square, people “gather as a mass or 
associate in smaller groups . . . ​talk and listen . . . ​plan and organize” and “de-
liberate over matters of public importance.” Citizens come to buy and sell 
goods, meet friends and make plans, discuss the issues of the day, and organize 
politically. The square is also used for town meetings and public debates. Poli-
ticians make speeches, hold campaign rallies, and post adverts, and citizens 
come together to make collective decisions and select their representatives. 
Suppose everything about the square is controlled by one corporation. They 
design the square, shape its architecture and atmosphere, and set the rules 
about which groups will stand where, who gets to speak, for how long, and about 
which subjects.13

Suppose that after an unexpected election result citizens accused the cor-
poration of failing to remove false pamphlets circulated by foreign agents, 
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which some argued might have tipped the election. What is objectionable here 
is that the corporation’s unilateral control over the architecture and rules of 
the public square includes the power to tip elections, not simply the use of this 
power by foreign agents. Similarly, the real story of 2016 was not the malicious 
forces of Russia and Cambridge Analytica—it was that by shaping what voters 
saw and heard about different candidates, Facebook’s machine learning sys-
tems could affect who turned out to vote, and that might have been enough to 
tip the election. Such an outcome would be especially possible in democracies 
that use first-past-the-post. “Ultimately,” concluded one commentator, “these 
problems stem not from the platforms’ glitches but from their very features.” 
The focus on bad actors distracts from the power that Facebook wields all the 
time. Facebook is the problem, not the solution.14

Let’s push the analogy further. Suppose agents of the corporation control 
what people see when they come into the square by handing out literature 
like pamphlets, articles, photos, and messages. The corporation does not 
write this literature, but because of the abundance of pamphlets, articles, pho-
tos, and messages that could be shown to each person at any moment )by 
choosing the content that people see), the corporation shapes what people 
feel as they enter the square. The corporation also controls what people en-
counter as they walk around the square, using subtle nudges and clues to 
guide where they go, the groups they meet, and the conversations they over-
hear and participate in. The corporation does not control what people say or 
share with one another, but because of the abundance of voices, stories, and 
ideas circulating, the corporation shapes what people feel, especially about 
those they meet, as they walk around.15

This is how we should think about Facebook’s newsfeed: as infrastructure 
that ranks information and ideas in the digital public square. How Facebook 
designs the newsfeed system determines the order in which people see and 
hear thousands of things that are being said or done at any given moment. 
Although the corporation cannot determine which pamphlet each individual 
receives as they enter the square, the corporation doesn’t much care about 
each individual. What it cares about are aggregate effects: how the collective 
mood responds to different ways of ranking information and ideas. Similarly, 
Facebook designs newsfeed by considering how best to maximize its top-line 
metric, not the particular content to show individuals. Rather than rank news 
from far-flung places or debates about matters of public concern, Facebook 
chooses to optimize MSI in order to rank pieces of content that provoke reac-
tions and engagement so that more people see and hear them. And because 
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Facebook’s control over this infrastructure is unilateral, it need not account 
for the square it builds.

This clarifies what makes Facebook different from the New York Times and 
Fox News. The corporation does not determine what is in each pamphlet, 
which stories the editors of the pamphlet decide to print and which they do 
not, but it does decide which pamphlets to give people as they enter and walk 
around the square. Similarly, Facebook’s newsfeed does not determine which 
stories the New York Times or Fox News commission, what they decide to print 
or broadcast, but it determines whether citizens see content from the New York 
Times or Fox News, which stories or videos different people see, and which 
pieces of content receive the widest circulation. Newspapers and broadcast 
channels are important components of the public square, but they are not the 
same kind of underlying infrastructure as Facebook’s newsfeed. Facebook 
does not create content; it determines who sees what content. The power to 
design Facebook’s newsfeed is a more fundamental infrastructural power than 
the power to decide what to print or broadcast.

Suppose the corporation developed digital signposts that direct people 
toward groups congregating in the square they might like to join. The corpora-
tion found that, when people join like-minded groups, people who live near 
each other or who read similar books, they tend to visit the square more often. 
This is like Facebook’s group recommendation tool. The corporation also 
learned that occasionally handing a controversial pamphlet to assembled 
groups provokes heated discussion that keeps people coming back. This is like 
Facebook’s system for ranking content within groups, which plays an increas-
ingly important role in driving traffic to and within Facebook.16

Suppose the corporation also introduced a system for moderating town 
meetings. On entering the square, everyone would be given headphones with 
a built-in microphone. By using the extensive information it had gathered 
about each individual, the corporation could predict whose voices people 
would most want to hear and then it could stream those voices directly into 
each person’s headphones. For example, the corporation developed a model 
that predicted each person’s tolerance for toxic content and then filtered out 
toxic content they didn’t want to hear. Those who said things that most people 
would find toxic could be effectively muted without having to physically ban 
them from the square. Town meetings became a kind of giant, personalized, 
silent disco.17

This is like Facebook’s integrity system, and in particular the toxicity model 
we explored in the last chapter. Just as the corporation might find that its defini-
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tion of toxicity punished some groups of citizens more than others by stream-
ing less of the speech produced by those groups into the headphones of others, 
in the real world content written in African American English is more likely to 
be labeled as toxic, and so machine learning models disproportionately demote 
content produced by African Americans. “Abusive language detection sys-
tems . . . ​have a disproportionate negative impact on African-American social 
media users,” potentially “discriminat[ing] against the groups who are often the 
targets of the abuse we are trying to detect,” explained one report.18

If town meetings become more adversarial, driven by a few angry voices 
that provoke outrage and reaction, citizens might begin to feel that town meet-
ings are shaped more by the corporation’s interests than the town’s. Although 
the corporation might insist that citizens are hearing what they want to hear—
that is, town meetings are only angrier and more adversarial because citizens 
are—citizens might doubt the corporation’s motives, suspecting that the cor-
poration introduced the silent disco system because it boosted the corpora-
tion’s profit. On the walls surrounding the square, the corporation posts vague 
explanations of how its systems decide which speech to stream into people’s 
headphones, but citizens might still object that its unilateral control over the 
infrastructure of their public square hinders their capacity to organize, deliber-
ate, and make collective decisions.

In a bid to address these criticisms, suppose the corporation assembles an 
independent panel of experts to oversee town meetings. Citizens can refer 
pamphlets or people they find objectionable to the panel, which reviews them 
against the corporation’s rules and decides whether to burn the pamphlets or 
ban the people from the square. After initially welcoming the move, citizens 
soon find that the panel of experts makes little difference to the general char-
acter of town meetings. Because the panel has jurisdiction only over decisions 
about individual pamphlets and people, it does not affect the silent disco sys-
tem or the distribution mechanism for handing pamphlets to people as they 
enter and walk around the square. This scenario describes the problem with 
Facebook’s Oversight Board. Its jurisdiction over individual content modera-
tion decisions does not touch Facebook’s real power: the design of its machine 
learning systems.19

There are very real ways in which Facebook’s power mirrors the corpora-
tion’s. Like the corporation, Facebook cannot decide what people say and do, 
or what editors decide to publish in pamphlets, but because there is an abun-
dance of speech and action, Facebook’s systems order and rank ideas and in-
formation, shaping who benefits and which values the square embodies. Like 
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the corporation’s silent disco, Facebook can immunize itself from the charge 
of policing speech because its systems are personalized, different for each user. 
If a user wants to hear something different, they just have to change the signals 
they give about what they want to hear.

Facebook’s machine learning systems are the infrastructure of the digital 
public square. The company’s newsfeed ranking system shapes what people 
see as they enter and walk around the square. Facebook’s group recommen-
dation and ranking system shapes who people congregate with and what 
they talk about. Facebook’s integrity system delivers personalized town de-
bates to each person, preemptively filtering content before anyone sees it. 
When Facebook builds or changes these systems, it redesigns the infrastruc-
ture of the digital public square, altering its fundamental character, changing 
who is seen and heard by whom, shaping the course of public debate, and 
restructuring the tools that citizens have to organize, engage, and make col-
lective decisions.20

Part of the point of this analogy is to show what is not the same. A public 
square is a physical place in which people assemble and from which people 
can withdraw at will. Facebook enables us to step outside our homes without 
leaving them, and because its machine learning systems are personalized, it 
also offers the illusion of publicity, as if what we see and hear is just like what 
others see and hear, when in fact each citizen participates in their own curated 
public sphere—a virtual reality public sphere. Whereas in our imaginary pub-
lic square citizens can see each other wearing headphones and, if they want, 
can take them off and take back control of their town meetings, the only way 
to escape Facebook’s ranking systems is to leave Facebook.

As more of the activities of citizenship move online, more of what has hap-
pened in the physical world will happen in the digital world, and the digital 
public square will come to matter even more for democracy. “The public 
square, the place where the ideas of the day are thrashed out,” writes the jour-
nalist Jamie Bartlett, “is increasingly run on a set of private servers. The owners 
of those private servers could make decisions—based on shareholder interest, 
or the political views of the founders—that materially change the nature and 
balance of public debate: and no one would ever know.”21 Bartlett is right. 
Except that the important technologies are not “servers” but rather machine 
learning models. And as such, it is not that owners could make decisions that 
shape the nature of public debate—they already do. Because they have to. That 
is what it means to use machine learning to design ranking systems that solve 
the problem of abundance. That is what Facebook does.
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Google: The Public Library

How societies organize information shapes their politics: what they do and 
what they can conceive of doing. Five thousand years ago, the ancient Sume-
rians of Mesopotamia were the first society we know of to use the technology 
of writing to organize information. Temple officials created simple pictograms 
to catalog flows of grain and animals, which had become too large to recall by 
memory. Because writing was time-consuming and required specialist skills, 
a powerful elite of scribes infused writing with a kind of mystique, using it to 
exaggerate their powers of memory and recall. A few thousand years later, 
Socrates accused the inventors of writing of “declar[ing] the very opposite” of 
its “true effect.” Far from enabling memory, writing “implants forgetfulness” 
because people cease “to exercise memory,” relying instead “on that which is 
written, calling things to remembrance no longer from within themselves, but 
by means of external marks.” Writing, he argued, is a tool not “for memory, but 
for reminder.”22

As a reminder tool, writing turned out to be pretty useful. Using reeds to 
mark wet clay, scribes developed pictographic sequences into a writing system 
called cuneiform (the Latin cuneus means “wedge”), which used complex pho-
netic sounds to record stories about war, famine, plague, and love. As these 
stories proliferated, the utility of writing depended on finding ways to store 
and organize tablets, scrolls, and books. Humanity’s first library, established 
by the Assyrian ruler Ashurbanipal in what is now Iraq in the seventh century 
BC, gathered and organized the stories and records of the ancient Sumerians. 
It contained more than thirty thousand cuneiform tablets organized by subject 
matter, including archival records, religious and scholarly texts, and notable 
works of literature, like the Epic of Gilgamesh. “According to several religions, 
there were book collections before the creation of man: the Talmud has it that 
there was one before the creation of the world, the Vedas say that collections 
[of books] existed before even the Creator created himself, and the Qur’an 
maintains that such a collection coexisted from eternity with the uncreated 
God.” Whether scribes or librarians, whoever controls the storage and organ
ization of knowledge shapes who knows what and whose stories are read by 
whom, exercising the most enigmatic of powers.23

Just as libraries are useful because they deploy technologies to index infor-
mation, Google was useful because PageRank organized websites to help 
people access what they wanted to know. As we saw in the last chapter, the web 
in the late 1990s was like an unorganized mass of millions of books—a vast 
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crowd of people talking to one another, with a few giants—in which it was 
almost impossible to find information. Google became the self-made librarian 
for the biggest library that mankind had ever seen, as Page and Brin put it, by 
“bringing order to the web.”24

Think of the web as something like the Library of Babel, a fictional library 
from a Jorge Luis Borges story that the legal scholar James Grimmelmann first 
explored as a helpful analog to the internet more than a decade ago. The Library 
of Babel is made up of an endless series of hexagonal rooms. In each room, four 
walls are covered with shelves and the other two lead to a narrow connecting 
hallway, which runs through a vast air shaft with a winding staircase that stretches 
up and down as far as the eye can see. On one side of this hallway is a small room 
where “one may sleep standing up”; a toilet to “satisfy one’s fecal necessities” is 
found in the other. Each of the hexagon’s book-covered walls contains five 
shelves; each shelf contains thirty-five books; each book has four hundred and 
ten pages, forty lines per page, and eighty words per line.25

Think of the books in the Library of Babel as websites. Most are incompre-
hensible, full of “senseless cacophonies, verbal jumbles and incoherences.” One 
on “circuit 1594” is a “mere labyrinth of letters, but on the next-to-last page says 
Oh time thy pyramids.” Nobody knows what this phrase means. Like the HTML 
code underlying a webpage, every book is composed of the same elements: the 
space, the comma, the period, and twenty-two letters of the alphabet. The Li-
brary contains every book it is possible to imagine, including all combinations 
of these 25 orthographic symbols. Although the internet is not infinite, it is un-
imaginably large: about 4.2 billion pages or about 1.9 billion websites.26

The great problem of the Library of Babel is accessing its knowledge. The 
Library is equipped “with precious volumes” and yet is “useless,” for “a library 
containing all possible books arranged at random might as well have no books. 
All possible true information cannot be distinguished from all possible false 
information.” “Men reasoned,” however, that if the Library contains every pos
sible book, then “on some shelf in some hexagon” there “must exist a book 
which is the formula and perfect compendium of all the rest,” and which “some 
librarian” must have “gone through.” This librarian is the Book-Man.

The Book-Man answers the Library’s knowledge organization problem. He 
promises to bring order to the Library, to make it useful, as PageRank brought 
order to the web. The Book-Man does not know what is in each book, but he 
understands how books are organized, the hidden structure of the Library, and 
so he knows where to find things. Similarly, Google’s PageRank system did not 
know the content of each website, but by leveraging the structure of the links 
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between websites, it organized and made them useful by pointing the user in 
the right direction. Much as PageRank made surfing the web unnecessary, the 
Book-Man eliminates the need for librarians to wander around endlessly seek-
ing whatever knowledge preoccupies them. They just ask the Book-Man.

The Book-Man’s capacity to direct people confers the power to control ac-
cess to knowledge. Like Google’s mission to “organize the world’s information 
and make it universally accessible and useful,” Google’s capacity to direct 
people conferred the power to control access to the web, ranking the informa-
tion that people were given in response to queries and the principles, struc-
tures, and systems according to which information was organized and made 
useful. Over time, and on an enormous scale, Google shaped the fortunes of 
websites and the minds of web users, exerting an unrivaled influence over the 
circulation of information. “Like a god,” the Book-Man in effect becomes the 
Library; so Google in effect became the web.

James Grimmelmann emphasizes two kinds of power that Google and the 
Book-Man wield: the power of censorship and the power of hidden favorites. 
In the Library, Purifiers wander around seeking to “eliminate useless works,” 
condemning “whole shelves” that, with “their hygienic, ascetic furor,” cause 
“the senseless perdition of millions of books.” But because there are “several 
hundred thousand imperfect facsimiles” of every book that “differ only in a 
letter or a comma,” censorship is doomed to fail. Hidden favorites are more of 
a threat. As the Book-Man’s “knowledge is based on a source inaccessible to 
us, surrounded with inherent uncertainties, and subject to his personal discre-
tion,” he could give misleading advice to enemies without their knowledge. 
“Any pattern we think we perceive in his answers could be sandbagging, or it 
could be an artifact of an imperfect human attempt” to understand his recom-
mendation system. Given these two kinds of power, Grimmelmann concludes, 
“the more Book-Men, the better,” as “competition” will make “it harder . . . ​to 
mislead” and “create[s] an incentive . . . ​to work hard at giving good advice.” 
We need more than one Google.27

The Book-Man’s power lies in directing people toward books—in who is 
sent where and why—and Google’s power lies in how it designs its ranking 
system. The exercise of this power always involves having favorites: “Whether 
consciously or unconsciously, the search engine will be more useful to some 
users than to others.” This is what the Rick Santorum versus Dan Savage case 
illustrated. Whether or not Google deliberately targeted Savage’s site, its 
choices about the design of its ranking models by definition built in notions 
of which websites deserved to be ranked highest. If Google’s ranking systems 
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are the web’s informational infrastructure, how Google builds this infrastruc-
ture necessarily benefits some and not others.28

Part of what is distinctive about search is that people often do not know 
what they want to know, and as such, whoever controls and organizes the in-
frastructure of search wields an awesome kind of power. “The very nature of 
search is that we ourselves don’t entirely know what . . . ​we’re looking for when 
we ask the question, so that the question could plausibly refer to any of tril-
lions of possible books.”29 As Helen Nissenbaum, a professor of information 
security, argues, people “tend to treat search-engine results the way they treat 
the results of library catalogue searches.” Because Google’s search ranking sys-
tem addresses a problem of abundance, like “a library containing all the printed 
books and papers in the world without covers and without a catalogue,” 
Google’s search ranking system functions as the web’s informational infra-
structure, controlling access to “vast amounts of information.” In designing 
that system, Google exercises the power “to highlight and emphasize certain 
Websites, while making others, essentially, disappear.”30

When Google designs its search ranking system, it designs part of the vital 
infrastructure of our civic information ecosystem, structuring how people ac-
cess information that is fundamental to the activities of citizenship. Decisions 
about how that infrastructure is built shape the flow of ideas and information 
in the public sphere. A library authority cannot determine what is written in 
a library’s books, but it can decide how books are indexed; which books are 
placed where, whether at the front desk or in the basement; and how librarians 
respond to particular queries and how they present their answers. As one eth-
nographic study of libraries concludes, “Knowing who the decision-makers, 
or gatekeepers, are in the decision-making process, whether it is the library 
boards, library directors, or public officials, is crucial.”31 The same is true of 
Google. Controlling Google requires controlling how decisions are made 
about the design of its search ranking system.

The scope and scale of Google’s infrastructural power is likely to grow, in-
creasing the stakes of how that power is exercised. Google aspires not just to 
answer our queries but to guide what we want. As Eric Schmidt said in 2010: “I 
actually think most people don’t want Google to answer their questions. They 
want Google to tell them what they should be doing next. . . . ​We know roughly 
who you are, roughly what you care about, roughly who your friends are.” Just 
as the Book-Man comes to know humanity’s hopes and fears by observing what 
people seek in the Library of Babel, Google created a laboratory for under-
standing human beings by creating a Book-Man for the web: what people 
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search for and when, their hopes, fears, and dreams. Google is fast becoming a 
guide to the most basic activities of life: health and well-being, love, childbirth 
and parenting, where to live and to work, and how to vote. Google aspires not 
just to find what we want but to decide what we want, to be the librarian of our 
desires, the infrastructure of our decision-making.32

The Corruption Critique

While these analogies help conceptualize Facebook’s and Google’s infrastruc-
tural power, they leave out the most obvious thing about them: they are ad-
vertising companies. “Facebook Is Not the Public Square” read the headline 
of a 2014 New York Times editorial.

Because social media businesses have become such a fixture in modern life 
many people might think of them as the digital equivalent of the public 
square. . . . ​But these companies are more like privately operated malls—the 
management always reserves the right to throw you out if you don’t abide by 
its rules. . . . ​As much as free speech advocates would like Facebook and other 
Internet companies to uphold liberal values, these companies are unlikely to 
do so if it means sacrificing lucrative business opportunities.33

By structuring Facebook’s and Google’s incentives, the political economy 
of digital advertising shapes the ends for which they exercise infrastructural 
power. If the corporation or the Book-Man earned revenue by selling ads, they 
would be incentivized to get people to spend as much time in the public square 
and public library as possible. To do this, they might spread untruths and 
foster an atmosphere of heightened mistrust, circulating ideas and information 
that provoke addictive emotions like outrage, disgust, and lust. By keeping 
people in the square and library for as long as possible, the corporation and 
the Book-Man could observe and track their hopes, fears, and instincts, pro-
viding more information to work out how best to provoke addictive emotions 
and keep people coming back in the future, producing more opportunities to 
sell ads and generate more revenue.

I call this “the corruption critique.” In pursuit of user growth and advertis-
ing revenue, Facebook and Google have harvested enormous quantities of 
data to build powerful ranking systems that addict, manipulate, and control. 
The argument unfolds in two steps. The first involves a claim about political 
economy: because Facebook and Google are digital advertising companies, 
their overriding incentive is to increase the number of people who use their 
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platform, the frequency with which they use it, and the average time they 
spend on it. The second involves a claim about the corrupting effects of this 
political economy: by building ranking systems that trade in addiction, Face-
book and Google drive polarization, increase social division, spread misinfor-
mation, and stifle possibilities for curiosity and random discovery. Focusing 
on the corrupting effects of Facebook’s and Google’s systems illuminates the 
distinctive character of their infrastructural power: using prediction to solve 
the problem of abundance has created ranking systems that commandeer at-
tention, shaping the preferences and wants of citizens who aspire to govern 
themselves.34

Advertising and Surveillance Capitalism

Franklin Foer, author of one of the best books about the ideas that animate 
Silicon Valley, makes an argument similar to the New York Times editorial’s. 
His piece “The Death of the Public Square” contrasts Facebook and Google 
with the “real public square,” which was never built by anyone, but “just started 
to organically accrete, as printed volumes began to pile up. . . . ​Institutions 
grew, and then over the centuries acquired prestige and authority. Newspapers 
and journals evolved into what we call media. Book publishing emerged from 
the printing guilds, and eventually became taste-making, discourse-shaping 
enterprises.” “Nothing was perfect” about this public square, Foer argues; “it 
could be jealously exclusive, intolerant of new opinion, a guild that pro-
tected the privileges of its members and blocked worthy outsiders,” but it 
“provided the foundation for Western democracy. It took centuries . . . ​to 
develop—and the technology companies have eviscerated it in a flash.”35

As technology companies have displaced the traditional institutions of the 
public sphere, “the values of big tech have become the values of the public 
sphere.” For example, despite “all its power and influence” as “our primary portal 
to the world, Google can’t really be bothered to care about the quality of knowl-
edge it dispenses” and “has no opinion about what it offers, even when that 
knowledge it offers is aggressively, offensively vapid.” By using hyperlinks and 
clicks to rank websites, Google gives “us what’s popular, what’s most clicked 
upon, not what’s worthy. You can hurl every insult at the old public sphere, but 
it never exhibited such frank indifference to the content it disseminated.”36

In pursuit of advertising revenue, Foer argues, Facebook and Google have 
corrupted the public sphere. Facebook and Google “want their machines to 
rouse us in the morning . . . ​guide us through our days, relaying news and 
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entertainment, answering our most embarrassing questions, enabling our 
shopping.” These systems are not designed to “present us with choices” or “a 
healthy menu of options,” but to “anticipate our wants and needs.” “What’s 
so pernicious,” he observes, is that “they weaponize us against ourselves. They 
take our data—everywhere we have traveled on the web, every query we’ve 
entered . . . ​even the posts we begin to write but never publish—and exploit 
this knowledge to reduce us to marionettes.” By developing an “intimate por-
trait of our brains . . . ​our anxieties and pleasure points,” they use “the cartog-
raphy of our psyche to array the things we read and the things we watch, to 
commandeer our attention for as long as possible, to addict us. When our 
conversation and debate is so intensely and intricately manipulated, can it 
truly be said to be free?”37

Consider what became known as “the contagion study,” one of the A/B 
tests that Facebook uses to measure how design updates affect top-line met-
rics. In the study, one group of users were shown mostly positive and opti-
mistic content, while another group was shown mostly sad, negative content. 
Those shown more positive content shared more positive content, and those 
shown more negative content shared more negative content. “Emotional 
states can be transferred to others via emotional contagion,” the study con-
cluded, “leading people to experience the same emotions without their 
awareness.” Although the study confirmed that newsfeed can shape how 
people feel on an enormous scale, the more revealing finding, which got little 
attention at the time, was that users shown content that was neither positive 
nor negative engaged less with Facebook. They did other things with their 
time—the worst possible outcome for Facebook. Because social emotions 
get people to spend more time on Facebook, Facebook boosts content that 
provokes social emotions.38

Shoshana Zuboff describes the profit-driven corruption of the public sphere 
as surveillance capitalism, “the unilateral claiming of private human experience 
as free raw material for translation into behavioral data. These data are then 
computed and packaged as prediction products and sold into behavioral futures 
markets.” As people use Facebook and Google because their systems efficiently 
sort and rank content and websites in order of relevance, Facebook and Google 
build these systems to ensure that people visit and spend as much time as 
possible on their platforms. Facebook and Google are “secretly scraping your 
private experience as raw material, and [selling] predictions of what you’re 
gonna do. . . . ​These are bald-faced interventions in the exercise of human 
autonomy . . . ​[and] the very material essence of the idea of free will.”39
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The corruption critique centers on the relationship between two kinds of 
machine learning systems that Facebook and Google build. The first is ad-
vertising delivery systems. Advertisers pay to access these systems because 
they are extremely effective at maximizing the chance that ads will be shown 
to people who engage with them, resulting in more clicks and shares from 
an enormous number of users and generating more revenue for advertisers 
per dollar of ad spend. The second is newsfeed and search ranking systems, 
which generate the training data that make advertising delivery systems ef-
fective. Facebook and Google build ranking systems not as a public service 
but to generate more data about user behavior on which to train revenue-
generating advertising systems by getting people to spend time on and en-
gage with the platforms. This is a self-perpetuating cycle: more users of 
newsfeed and search generate more data; more data enable the building of 
more powerful advertising systems; more powerful advertising systems gen-
erate more revenue; with more revenue, more highly skilled engineers can 
be hired to build newsfeed and search systems that better engage users. As 
Peter Norvig, Google’s director of research, is supposed to have said at 
Google’s Zeitgeist in 2011, “We don’t have better algorithms than anyone 
else; we just have more data.”40

Zuboff persuasively makes the first claim in the corruption critique: that 
the political economy of advertising structures the incentives that shape the 
design of Facebook’s and Google’s machine learning systems. Maximizing ad-
vertising revenue requires increasing the number of users, the number of times 
they visit the platform, and the amount of time they spend there, thus produc-
ing more data to improve advertising systems, which become more valuable 
to advertisers and generate more revenue. Facebook and Google have strong 
incentives to build finely tuned, attention-grabbing addiction machines.

Prediction, Personalization, and Filter Bubbles

The second step links political economy to the public sphere. Machine learn-
ing is the critical, underappreciated component of the corruption critique, 
because it connects its two steps. The political economy of digital advertising 
creates incentives for Facebook and Google to build machine learning systems 
that have undesirable social effects by creating filter bubbles and driving fac-
tion, reducing the prospects of curiosity and random discovery, and corrupt-
ing the public sphere. The causal mechanism for the effects of digital advertis-
ing on the public sphere is machine learning, which increases the scale and 
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speed at which advertising companies mold the character of public debate and 
structure the information ecosystem.

Everything on Facebook and Google is personalized. When you Google 
the same query on someone else’s phone, you get different results. As we saw, 
Google’s original PageRank algorithm could weight home pages to model a 
surfer who was not random but was a person with particular preferences and 
surfing habits. A “personal search engine,” Page and Brin promised in 1998, 
“could save users a great deal of trouble by efficiently guessing a large part of 
their interests.” In terms of our analogy, personalization means that each per-
son has a different Book-Man: where people are sent depends on what they 
have sought and where they have been before. The Book-Man sends two 
people asking the same query in entirely different directions. As Marissa 
Mayer, former executive at Google and CEO of Yahoo!, explained: “We be-
lieve the search engine of the future will be personalized and that it will offer 
users better results.”41

The same is true of newsfeed. Like the people in the silent disco in the 
public square listening to different speeches through their headphones, each 
user has a different newsfeed, and the boundaries between the personal and 
the public are blurred. As Adam Mosseri, former head of News Feed, ex-
plained, “People expect the stories in their feed to be meaningful to them—
and we have learned over time that people value stories that they consider 
informative. Something that one person finds informative or interesting may 
be different from what another person finds informative or interesting. . . . ​
We’re always working to better understand what is interesting and informa-
tive to you personally, so those stories appear higher up in your feed. . . . ​We 
are not in the business of picking which issues the world should read about. 
We are in the business of connecting people and ideas—and matching 
people with the stories they find meaningful.” Facebook is “a multitude of 
Facebooks, appearing to be one public venue but in fact spun out in slightly 
different versions.”42

Facebook’s and Google’s predictions about relevance sort people into 
groups: people who live in the same area, people who like similar pages, people 
who click on similar ads, or people who watch similar news channels. As Eli 
Pariser argued a decade ago, this sorting process can cause “filter bubbles,” or 
“echo chambers,” in which similar kinds of people are exposed to similar kinds 
of content. Think of the informational worlds that newsfeed creates every day. 
A nation wakes up, opens their phones, looks at Facebook, and learns that 
somebody resigned from government. My newsfeed shows me: “Government 
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official resigns objecting to illegal use of Presidential power.” Someone else 
sees: “Government official stabs President in the back.” We shower, brush our 
teeth, get in the car, check Facebook again. My newsfeed informs me: “Presi-
dent attacks peaceful protesters.” Someone else is told: “Protestors launch vio-
lent attack on President.” It’s not just news that is sorted in this way—it’s the 
culture we are exposed to, the ideas we encounter, the way information is pre-
sented and evaluated. Facebook’s newsfeed does not make anyone resign or 
protest, but it affects what the nation knows about the event and how different 
groups of citizens feel about it.43

There is mixed empirical evidence about the existence of filter bubbles and 
the role of Facebook’s and Google’s systems in creating and sustaining them. 
One study showed that even when a political campaign deliberately targeted 
ads at diverse audiences, Facebook’s advertising system tended to deliver simi-
lar ads to similar kinds of people. When researchers tried to target campaign 
ads at those who voted for the opposing party, Facebook’s advertising system 
still tended to deliver ads for Democrat candidates to Democrat audiences and 
ads for Republican candidates to Republican audiences. This effect was stron-
ger with smaller advertising budgets, because if Democrats are more likely to 
engage with Democratic ads and Republicans with Republican ads, Face-
book’s systems will not spend limited resources delivering ads to those less 
likely to engage with them.44

Regardless of what empirical research reveals about particular adverse 
social effects of Facebooks and Google’s systems, the corruption critique’s 
critical insight is that digital advertising incentivizes the two companies to 
use prediction to rank ideas and information in whatever way most effec-
tively commandeers human attention. Whereas a newspaper is constructed 
on “the assumption . . . ​there is a body of important topics that news con-
sumers, as citizens and members of a community, should know,” Facebook 
and Google build the infrastructure they control to engage and enrage each 
individual as effectively and consistently as possible. The corruption cri-
tique clarifies that Facebook and Google have no reason to use the power 
of prediction to build public infrastructure that supports the flourishing of 
democracy.45

Consider content moderation. Universal forms of content moderation de-
mote content by the same amount for all users; often called “blanket demo-
tion,” such forms would demote toxic content the same amount for everyone. 
This process runs against the advertising imperative, which reasons that, if 
some people want to see more toxic content than others, showing them more 
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toxic content will boost visits and time spent, generating more data and more 
revenue. Personalized content moderation demotes objectionable content in 
proportion to people’s appetite for it—that is, Facebook demotes content 
heavily for people it predicts will not want to see toxic content, but does noth-
ing about, or even promotes, toxic content for people it predicts will find it 
energizing. Provided they are unaccountable advertising companies, Facebook 
and Google will structure public debate and build ecosystems of information 
using personalized predictions about engagement rather than principled, pub-
lic criteria of what makes for a healthy public sphere and civic information 
architecture.

The performative character of Facebook’s and Google’s ranking systems 
makes the incentives that digital advertising creates especially pernicious. 
Ranking systems are a case of super-charged performative prediction that ef-
fects the outcomes they purport to predict: people engage with content that 
Facebook predicts they will engage with because Facebook places that content 
higher on their newsfeed, and people engage with websites that Google pre-
dicts they will engage with because Google places those websites higher on 
their search results. Predictions about engagement shape what each person 
engages with, which in turn shapes predictions about their engagement, which 
shape what each person engages with. By placing toxic content higher on the 
newsfeeds of people Facebook predicts will engage with it, Facebook makes 
those people more likely to engage with it, increasing the chance they will be 
shown toxic content in the future.

It’s hard to overstate the importance of this point. By homing in on the 
connections between digital advertising and the design of ranking systems 
powered by machine learning, the corruption critique helps clarify what is 
distinctive about the infrastructure that Facebook and Google control: by 
directing attention they purport to predict, those systems do not simply sat-
isfy citizens’ preferences—they shape the preferences that citizens have in 
the first place.

A Distinct Kind of Infrastructural Power

We are now in a position to articulate the problem statement for regulating 
Facebook and Google. What makes the challenge of regulating Facebook and 
Google different is the nature of the power they wield through unilateral con-
trol over ranking systems that shape the public sphere in their image. This 
section focuses on what makes this infrastructural power distinctive.
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Prediction and Infrastructural Power

Facebook’s and Google’s power is rooted in the political character of machine 
learning. As the communications scholar Mike Ananny argues, any approach 
to regulating the “sociotechnical infrastructures” of “online speech platforms” 
must focus on “probabilistic ideas about chance, likelihood, normalcy, devi-
ance, [and] confidence thresholds.” The power to design machine learning 
systems that generate predictions is “at once, a seemingly neutral technique, 
evidence of power, and a rationalization of risks . . . ​[that] can reveal attempts 
to control the world through categories used to define normality and punish 
deviance.” This “is a type of power platform makers have a vested interest in 
obfuscating, mystifying, and controlling” to “deflect responsibility for the con-
figuration of [their] technical infrastructures.”46

Facebook and Google often use the language of prediction to “offer a kind 
of false stability couched in mathematical certainty that is beyond the com-
prehension of most platform users and regulators (and some makers) but that 
is routinely offered to provide an illusion of normalcy and predictability.” 
“While computers are consistent . . . ​people are not always as consistent in 
their judgments,” argues Zuckerberg. “The vast majority of mistakes we make 
are due to errors enforcing the nuances of our policies rather than disagree-
ments about what those policies should actually be.” Instead of asking humans 
to remove misleading news stories, Tessa Lyons, head of Facebook’s newsfeed, 
explains, Facebook can simply “rank those stories significantly lower” to “cut 
future views by more than 80 percent.” Over the coming years, Zuckerberg has 
pledged, “we expect to have trained our systems to proactively detect the vast 
majority of problematic content.” While human choices about the design of 
machine learning models are no less fallible than human content moderation 
decisions, they are less visible, and less easy to hold to account.47

Human content moderation is a distraction from Facebook’s power to de-
sign machine learning models. Humans remove a tiny fraction of the billions 
of pieces of content that machine learning models rank and demote every day, 
yet there is much greater scrutiny of how moderators remove content than of 
how Facebook’s engineers build machine learning models. This is understand-
able, because content removal is the more tractable form of Facebook’s 
power—but it is also the less important form of power. Consider the decision 
about whether to ban President Donald Trump from the platform. Whether 
Trump is banned makes minimal difference to Facebook or to the character of 
public debate; how newsfeed is designed is central to both. Because Face-
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book’s Oversight Board focuses public debate on individual content modera-
tion decisions and deflects from how the newsfeed and integrity systems are 
designed, a focus on the Oversight Board suits Facebook. Provided it lacks 
jurisdiction over the design of machine learning systems, the Oversight Board 
is a giant exercise in distraction.48

Holding Facebook and Google accountable for how they use prediction to 
structure our public sphere and civic information ecosystem will require us to 
ask new kinds of questions. For instance, in prediction, mistakes are always 
political: it matters who the mistakes are about and who gets to decide what 
counts as a mistake. Consider the toxicity model. If Facebook reports that the 
model has an accuracy rate of 90 percent, what kinds of content does the model 
tend to incorrectly classify as toxic? Are particular groups more likely to pro-
duce content that Facebook incorrectly classifies as toxic? Who are they? Even 
asking Facebook to report probability estimates would change how we think 
about Facebook’s power. Imagine posts appearing with labels like, “We’re fairly 
sure this post is toxic,” or “We’re 80 percent sure this post is toxic,” or “We’ve 
decided this post is toxic, but there’s a 20 percent chance we are wrong.” Face-
book and Google don’t label content this way because doing so would encour-
age people to ask how Facebook and Google generate these predictions. And 
this would point toward the deliberate human choices involved in machine 
learning: selecting top-line metrics, choosing concepts to approximate, writing 
labeling guidelines, and assembling training data. As Mike Ananny argues:

Probability matters to free speech and free speech platforms precisely 
because the probabilities governing communication environments shape 
our collective ability to see and understand unavoidably shared collective 
outcomes—to discover ourselves as publics and know our chances of self-
governance. . . . ​Probability matters to free speech because it goes to the 
heart of what it means to realize and govern ourselves. . . . ​If the chance that 
our words spread or that we hear others depends on probabilistic systems, 
then we have a vested interest in seeing probability as a political technology 
that either helps or hinders our abilities to think, associate, deviate, adapt, 
resist, or act. And when we limit probability to one type of concept, one 
particular operationalization or set of values, we limit our ability to imagine 
new social arrangements.49

Opening up our imaginations about how to govern Facebook and Google 
requires us to wrestle with what is distinctive about their infrastructural power. 
We must unpack the political character of their machine learning systems more 



154  c h a p t e r  6

incisively and examine the different kinds of systems they build in a more 
granular way, distinguishing Facebook’s newsfeed from its integrity system, 
and Google’s search from its advertising system. As machine learning becomes 
an ever more common component of vital infrastructure, citizens, elected rep-
resentatives, and regulators must ask new types of questions to interrogate the 
politics of machine learning.

The Challenge for Regulation

There is nothing new about data-driven marketing. In 1974, well before Google 
or the internet (Eric Schmidt was nineteen), the computer scientist Stafford 
Beer wrote:

We shall use the power of computers to undertake an editing process on 
behalf of the only editor who any longer counts—the client himself. . . . ​If 
we can encode an individual’s interests and susceptibilities on the basis of 
feedback which he supplies . . . ​marketing people will come to use this tech-
nique to increase the relatively tiny response to a mailing shot which exists 
today to a response in the order of 90 percent. . . . ​The conditioning loop 
exercised upon the individual will be closed. Then we have provided a per-
fect physiological system for the marketing of anything we like—not then 
just genuine knowledge, but perhaps “political truth” or “the ineluctable 
necessity to act against the elected government.”50

As Jill Lepore’s If Then convincingly shows, corporations have long sought to 
generate advertising revenue by using data to predict behavior. What makes 
Facebook and Google different is the distinctive infrastructural power in-
volved in designing ranking systems that use machine learning to solve the 
problem of abundance.51

The performativity of ranking is what makes this power distinctive. Com-
pare the performative effects of Facebook’s and Google’s systems on predictive 
policing. In predictive policing, more police officers are sent to neighborhoods 
predicted to be high risk; that leads to more crimes being recorded in those 
neighborhoods, thus increasing their measured risk and leading to more police 
officers being sent there in the future. Over time this pattern changes behavior: 
police officers begin to suspect that residents of high-risk neighborhoods are 
more prone to crime, and residents begin to feel hostile toward the police. The 
allocation of police resources serves as the mechanism through which predic-
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tions about crime risk themselves influence the future crime risk of different 
neighborhoods.

Ranking systems also influence the outcomes they purport to predict. If 
Google predicts that you are likely to engage with left-wing news websites, it 
ranks those websites higher. That ranking makes you more likely to engage 
with left-wing news websites and feed in more data that confirm you engage with 
left-wing news websites; as a result, they will be ranked higher. If Facebook 
predicts that you are likely to engage with toxic content, it shows you more 
toxic content, making you more likely to engage with toxic content and feed 
in data that confirm you engage with toxic content; as a result, you will be 
shown more toxic content. Slowly but surely, you become the kind of person 
who engages with left-wing news websites or the kind of person who engages 
with toxic content. Facebook and Google rank content and websites that are 
consistent with their predictions above those that are not, shaping behavior 
in ways that make their predictions come true. Ranking serves as the mecha-
nism through which predictions about engagement themselves influence the 
ideas and information with which people engage.

Machine learning raises the scale and speed of ranking’s performative ef-
fects. If ranking systems could sort and order vast quantities of content and 
websites without machine learning—perhaps by magic—ranking systems 
would still have this performative character. Its performativity depends on the 
behavioral consequences of displaying some things above others. But machine 
learning matters because the scale of Facebook’s and Google’s ranking systems, 
the range of citizens they reach and the breadth of the content they structure 
and order, is part of why they matter for democracy. Imagine that Facebook 
decides to build a machine learning model to predict which news sources 
people trust, then ranks news from sources that Facebook predicts people are 
likely to trust higher than sources it predicts they are not likely to trust. By 
ranking news from sources that people are predicted to be likely to trust 
higher, Facebook ensures that people will engage with more news from those 
sources, and regardless of how trustworthy those news sources actually are, 
people may come to trust them more. This outcome changes the meaning of 
trustworthiness itself, because trustworthiness is not the same as popularity: 
the trustworthiness of a newspaper, for instance, is determined by shared, in-
stitutional criteria, not by individual preferences that have made it popular. By 
using individual predictions to rank news on a vast scale, Facebook’s system 
changes the very meaning of trustworthiness.52
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Friendship offers another example. As the communications scholar Taina 
Bucher argues, Facebook’s ranking systems “decide which stories should show 
up on users’ newsfeeds, but also, crucially, which friends.” Facebook’s patent 
explains that “social networking systems value user connections because 
better-connected users tend to increase . . . ​use of the social networking sys-
tem, thus increasing user-engagement and . . . ​advertising opportunities.” By 
ranking friends who provoke more engagement above those who do not, Face-
book makes it more likely that you will engage with those friends, confirming 
their place at the top of your newsfeed. As one woman explained, “It does feel 
as if there is only a select group of friends I interact with on the social network, 
while I’ve practically forgotten about the hundreds of others I have on there.” 
Newsfeed purports to predict which friends we want to engage with, but really, 
it shapes which friends we remember. Ranking friends by engagement shapes 
how we understand the meaning of friendship.53

Facebook’s and Google’s unilateral control over digital public infrastructure 
is objectionable in its own right, but a distinctive infrastructural power is at 
work when that control is exercised through the design of ranking systems 
powered by machine learning. When people engage with content at the top of 
Facebook’s newsfeed or with websites at the top of Google’s search results, 
they are subject to this infrastructural power. This power influences people’s 
hopes and fears, wants and preferences, shared understandings and common 
concerns, shaping the capacity of citizens to imagine and choose different 
futures, debate the ends they wish to pursue, and exercise their collective free-
dom. To regulate Facebook and Google we must reckon with their power to 
shape the very agents who must assert their collective agency to regulate Face-
book and Google—citizens.
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7
Democratic Utilities

Yesterday and ever since history began, men were related to one another as 
individuals. . . . ​To-day, the every-day relationships of men are largely with 
great impersonal concerns, with organizations, not with other individuals. . . . ​
The line of demarcation between actions left to private initiative and 
management and those regulated by the state has to be discovered 
experimentally.1

—john de w e y, t h e pu blic a n d its probl e ms  (1927)

The liberty of a democracy is not safe if the people tolerate the growth of 
private power to a point where it becomes stronger than the democratic state 
itself. That in its essence is fascism: ownership of government by an individual, 
by a group, or any controlling private power.2

—fr a nk lin d. roose v e lt, “m e ssage to congr e ss on th e 
concentr ation of econom ic pow er” (1938)

The most problematic aspect of Facebook’s power is Mark’s unilateral control 
over speech. There is no precedent for his ability to monitor, organize and 
even censor the conversations of two billion people.3

— chr is hugh e s, “it ’s ti m e to br e a k u p facebook” (2019)

Curious why I think FB has too much power? Let’s start with their ability to 
shut down a debate over whether FB has too much power. . . . ​I want a social 
media marketplace that isn’t dominated by a single censor.4

—senator e liz a beth wa r r en, t w e et (m a rch 12 , 2019)

She’s right—Big Tech has way too much power to silence Free Speech.5

—senator te d cruz, t w e et (m a rch 12 , 2019)
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“In these last four years, we have made the exercise of all power more 
democratic,” began President Franklin D. Roosevelt’s Second Inaugural Ad-
dress in 1937, “for we have begun to bring private autocratic powers into their 
proper subordination to the public’s government. The legend that they were 
invincible above and beyond the processes of a democracy—has been shat-
tered. They have been challenged and beaten. . . . ​We [have written] a new 
chapter in our book of self-government.”6

This chapter reaches into the Progressive and New Deal eras to recover 
some valuable tools for thinking about how to govern Facebook and Google. 
In the industrial era, Progressive legal scholars, activists, and reformers argued 
that democracies must assert public power over corporations that control vital 
infrastructure. Focusing on the concept of public utilities, I compare recent, 
overly economistic ideas about public utilities that center on whether compa-
nies are natural monopolies with older, more political conceptions that center 
on the political problems posed by corporate control over vital infrastructure. 
These political conceptions asserted the authority of democratic states to pro-
tect the public interest by subjecting corporate control to dynamic processes 
of public administration and democratic governance.7

Facebook’s and Google’s unilateral control over ranking systems triggers 
the central concerns that animated these political conceptions of public utili-
ties. These systems have become part of the infrastructure of the public sphere, 
an essential tool for citizens to participate as political equals, speak and be 
heard, access information, organize, and make collective decisions. How Face-
book and Google design these systems shapes how citizens encounter and 
engage with one another and how they develop shared experience and com-
mon understandings of public issues and, ultimately, their capacity to exercise 
collective self-government.

Yet, as scholars have pointed out, Facebook and Google are different from 
railroads and electricity or telephone providers. Facebook and Google shape 
“how [content] is organized, how it is monetized, what [is] removed and why,” 
raising “both traditional dilemmas . . . ​and some substantially new ones, for 
which there are few precedents or explanations.”8 Unlike railroads and electric-
ity or telephone providers, whose bottleneck power is rooted in their control 
over public goods, Facebook’s and Google’s bottleneck power is rooted in the 
design of ranking systems that use predictions to direct human attention, 
molding the citizens who aspire to govern themselves. To respond to these 
new dilemmas, I propose a new category of corporations that should be sub-
ject to public oversight and democratic governance: democratic utilities.9
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Democratic utilities would be corporations whose unilateral control over 
vital infrastructure shapes the conditions of collective self-government. The 
democratic utility category recognizes that we need different tools to regulate 
the distinct kind of power that Facebook and Google exercise. For democracy 
to assert its authority over new modes of capitalism, we must develop new 
laws, regulatory institutions, and mechanisms of governance to structure ac-
countability over new forms of infrastructural power. When that power de-
pends on machine learning, the process of designing machine learning systems 
should be subject to public obligations and mechanisms of governance struc-
tured through the democratic utility framework.

Although this chapter engages with US law, my concern is with political 
strategies and concepts, not legal ones. My argument is not that as a matter 
of law the public utility concept applies to Facebook and Google, but rather, 
that by exploring the legal innovation of public utilities that Progressive-era 
scholars and legal activists developed to confront the challenges of their age, 
we can illuminate what is distinctive about the challenges of our own. By 
exploring how public utilities were conceptualized in the past, I hope to il-
luminate the pressing question of how democracies should govern corpora-
tions whose power is rooted in the design of the ranking systems, powered 
by machine learning, that function as the infrastructure of the digital public 
sphere.10

The Public Utility Concept

A few years into his second term, President Roosevelt gave an address to Con-
gress on “The Concentration of Economic Power.” “Among us today a concen-
tration of private power without equal in history is growing,” he began, noting 
that “of all corporations reporting, less than 5 percent of them owned 87 percent 
of all assets” and “one-tenth of 1 percent of them earned 50 percent of the net 
income of all of them.” “Concentration of economic power in the few,” he con-
tinued, is an “inescapable problem for modern ‘private enterprise’ democracy.” 
To address the problem he proposed “a program whose basic purpose is to . . . ​
turn business back to the democratic competitive order.”11

The under-discussed and under-theorized public utility concept provides 
rich tools for thinking about how to turn Facebook and Google back to the 
democratic order. I argue that economistic conceptions of public utilities—
corporations with monopoly control over public goods like railroads, electric-
ity, and telephone providers—have come to constrain our imaginations about 
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how and why democracies should regulate different kinds of corporate power. 
I contrast these conceptions with the broader, more political Progressive-era 
conception of public utilities, which was motivated by political concerns 
about the corporate exercise of infrastructural power.

The Origins of Public Utilities

We should start by returning to the fundamentals. Corporations, as the legal 
scholar William Novak explains, are “artificial entities that governments 
allow . . . ​human beings to create in order to accomplish certain ends”; as such, 
governments have “the authority to determine not only the ends for which 
corporations might be created but also the means by which they attain . . . ​
those ends.” For much of the history of the modern state, states have imposed 
“standard[s] of public care, public responsibility, and public accountability” 
that constrain how corporations can pursue those ends.12

Public utilities are “one of the more remarkable innovations in the history 
of democratic attempts to control the . . . ​corporation.” In the Progressive and 
New Deal eras, the public utility concept was “consciously and construc-
tively” developed to expand the reach of the administrative state in an “ex-
traordinary era of democratic political struggle and corporate regulatory in-
novation.”13 Public utilities were “in many ways” the “legal foundation” of 
“the modern American administrative and regulatory state.”14 Those who 
advocated for public utility regulation recognized the need “to ensure collec-
tive, social control over vital industries that provided foundational goods and 
services on which the rest of society depend . . . ​[and] whose set of users and 
constituencies were too vast to be empowered and protected through more 
conventional methods of market competition, corporate governance, or or-
dinary economic regulation.”15

The origins of the public utility concept lie in three distinct bodies of law. 
The first is English common law, which, since the Middle Ages, has held cer-
tain “common callings”—public surgeons, tailors, blacksmiths, innkeepers, 
common carriers—to distinct legal standards. Because those who practiced 
these trades were thought to step outside the private household to do business 
with “the public,” it was thought that they should be subject to obligations that 
protect the public. In his treatise on maritime law—described as “the most 
famous paragraph in the whole law relating to public services”16—the English 
legal scholar Matthew Hale, known for his judicial impartiality during the Civil 
War of 1642–1651, wrote:



D e m o c r a t i c  U t i l i t i e s   161

If the king or subject have a public wharf, unto which all persons that come 
to that port must come and unlade or lade their goods . . . ​because they are 
the wharfs only licensed by the queen . . . ​or because there is no other wharf 
in that port . . . ​there cannot be taken arbitrary and excessive duties for 
cranage, wharfage, pesage, etc., neither can they be enhanced to an immod-
erate rate, but the duties must be reasonable and moderate. . . . ​For now the 
wharf and crane and other conveniences are affected with a public interest, 
and they cease to be juris private only as if a man set out a street in new 
building on his own land, it is now no longer private interest, but is affected 
with a public interest.17

The second origin of the public utility concept was in states’ police powers 
to regulate commerce. The chief justice of Massachusetts, Lemuel Shaw, ex-
plained the basis of police powers in Commonwealth v. Alger when upholding 
the legislature’s right to restrict the establishment of private property within 
wharfs:

All property in this commonwealth . . . ​is served directly or indirectly from 
the government, and held subject to those general regulations, which are 
necessary to the common good and general welfare. . . . ​The power we al-
lude to is rather the police power; the power vested in the legislature by the 
constitution to make, ordain, and establish all manner of wholesome and 
reasonable laws, statutes, and ordinances, either with penalties or without, 
not repugnant to the constitution, as they shall judge to be for the good and 
welfare of the Commonwealth.18

The third and perhaps most important origin of the public utility concept 
was a shift in how corporations were established. Until the mid-nineteenth 
century, corporations were established through a special act of legislative char-
ter. This made it obvious that corporations derived their authority and pur-
pose from legislatures and that legislatures could and should impose obliga-
tions to guide their purposes and conduct. As Chief Justice John Marshall 
explained, corporations were “an artificial being, invisible, intangible, and 
existing only in contemplation of law.” Because “the objects for which a cor-
poration is created are universally such as the government wishes to promote,” 
the “right to change them is not founded on their being incorporated, but on 
their being the instruments of government, created for its purposes. The same 
institutions, created for the same objects, though not incorporated, would be 
public institutions, and, of course, be controllable by the legislature.”19
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As general incorporation replaced legislative charter as the primary means of 
establishing corporations in the mid-nineteenth century, states increasingly gov-
erned corporate power through general laws and regulations rather than particu-
larized obligations.20 As the economic historian Willard Hurst explained: “From 
the 1780s well into the mid-nineteenth century the most frequent and conspic
uous use of the business corporation—especially under special charters—was 
for one particular type of enterprise, that which we later call public utility and put 
under particular regulation because of its special impact in the community.” Pub-
lic utility regulation was a direct response to this shift in how corporations were 
established, from state charter to general incorporation.21

In bringing together and drawing on these three bodies of law, the 
Progressive-era public utility concept offered a broad justification for govern-
ment regulation of corporations to advance the public interest. The public 
utility concept was part of a broader effort to develop conceptual frameworks 
and legal tools to “assert democratic control over newly expansive forms of 
corporate power and concentration,” such as the Interstate Commerce Act 
(1887), the Sherman Act (1890), and the Federal Trade Commission Act 
(1914). Progressive and New Deal legal scholars, activists, and reformers, argu-
ing that corporate power posed a political as well as an economic problem 
because unilateral corporate control of vital infrastructure imperils the exer-
cise of collective freedom, developed a dynamic set of tools to hold private 
powers accountable to the public good. And yet our images of public utilities 
have since become increasingly narrow, confined by economistic conceptions 
of what public utilities are that constrain possible justifications for public con-
trol over corporate power.22

The Economic Conception

When most of us imagine public utilities, we think of railroad companies, 
which control a single node within a transport network that is essential for 
downstream social and economic activity, or electricity or telephone compa-
nies, which control a cable essential for the activities of businesses and 
households across the country. These images are generally understood to cap-
ture the two central components of what makes a corporation a public utility: 
first, that the corporation is a “natural monopoly,” as occurs when a “single firm 
can service the entire relevant market at the lowest cost possible thanks to” 
network effects and economies of scope and scale; and second, that it controls 
a public good, a non-rival and non-excludable good with high sunk costs in 
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production. On this conception, public utility regulation addresses “the most 
troubling form of private power” in which monopolistic firms control a non-
rival and non-excludable good that is extremely difficult to duplicate.23

As one scholar explained in 1940, “Given a monopoly of essential services, 
governmental activity to perform the regulatory tasks undertaken in other 
fields by competition would seem almost inevitable. . . . ​Regulation has been 
instituted because competition has been conspicuously absent, and the pur-
pose has been, universally, to protect the consumer from exploitation by those 
in a monopoly position.” A company that controls a railroad in a coal field 
wields power over companies that wish to buy coal and over consumers who 
depend on fair and equitable access to energy. A company that controls the 
telephone cable in a small town wields power over businesses and citizens who 
depend on nondiscriminatory access to telecommunications services.24

This narrow conception is the legacy of a deliberate attempt to redefine the 
meaning of public utilities. Beginning in the mid-twentieth century, law and 
economics scholars argued that by entrenching a relationship between regula-
tors and corporations, public utility law itself created and sustained monopo-
lies. Once “the policy of state-created, state-protected monopoly” had become 
“firmly established over a significant portion of the economy,” the “public util-
ity status” became “the haven of refuge for all aspiring monopolists who found 
it too difficult, too costly, or too precarious to secure and maintain monopoly 
by private action alone.” Decades of similar arguments have left us with an 
image of public utilities as necessary evils: stultifying, ineffective, but essential. 
Unlike in the Progressive era, when many of the best lawyers practiced and 
theorized public utility law, until recently public utilities were considered a 
professional dead end.25

Yet the scope and goals of democratic control over corporate power need 
not depend on whether corporations are natural monopolies that control pub-
lic goods. There are other ways to reason about what makes corporate power 
objectionable and about how to govern it. As William Novak argues, “In con-
trast to the anemic vision of ‘public utilities’ in contemporary discourse,” we 
should recover an older set of tools for governing corporate power “in which 
conceptions of public interest, public service, public goods, and public utilities 
were anything but marginal or aligned, ” but instead were “innovative, capa-
cious, and extraordinarily efficacious.” In thinking about how to govern Face-
book and Google, we should draw on this older, more dynamic set of tools, 
including the political conception of public utilities, which is concerned above 
all with how best to prioritize democracy over capitalism.26
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The Political Conception

In the early twentieth century, as William Novak argues, “the legal concept of 
public utility was capable of justifying state economic controls ranging from 
statutory police regulation to administrative rate setting to outright public 
ownership of the means of production.”27 Legal reformers, institutional econ-
omists, and Progressives systematically explored the connections between 
social, economic, and political power, experimenting with different ways of 
asserting public power over different kinds of corporate control of social in-
frastructure. The public utility concept was the crucial prong in a dynamic 
“movement toward [public] control,” as the institutional economist John 
Maurice Clark argued in 1926; it covered electricity and the telephone, irriga-
tion and flood prevention, radio and aerial navigation, the Federal Reserve 
system, prison corporations, public health and insurance firms, and even the 
“democratization of business.”28

Public utilities “in this broader sense, [are] not a thing or type of entity but 
an undertaking—a collective project aimed at harnessing the power of private 
enterprise and directing it toward public ends.”29 As John Cheadle explained in 
1920 in his “Government Control of Business,” “Monopoly is significant as one 
among many social and economic situations that may be considered by the 
legislature in adopting its policy.”30 Or as the legal scholar Nicholas Bagley put 
it more recently, “A business need not be monopolistic in a strict sense” for it 
to be treated as a public utility. “An extraordinary range of market features—the 
costs of shopping around, bargaining inequalities, informational disadvantage, 
rampant fraud, collusive pricing . . . ​and more—could all . . . ​warrant state in-
tervention.”31 Our analysis must consider the political problems associated with 
the corporate exercise of infrastructural power, not just the economic problems 
associated with the monopolistic control of public goods.

The roots of what I call the political conception of public utilities lie in the 
US Supreme Court decision in Munn v. Illinois in 1877, when the Court upheld 
an Illinois statute that regulated rates charged for storing grain.32 In a sweeping 
and foundational defense of the powers of the legislature to regulate corpora-
tions through the administrative state, the Court argued that elevators and 
warehouses that stored grain were “affected with a public interest” and there-
fore were the legitimate objects of regulatory measures that imposed public 
control and asserted the common good. The idea that the scope and form of 
public oversight should depend on how corporate infrastructural power is 
“affected with a public interest” became a foundational principle for judging 
when and how corporations should be subject to regulatory oversight.33
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In the next few decades, the Munn doctrine was cited in numerous rulings 
that upheld diverse forms of regulation. For instance, in an unsuccessful effort 
to broaden the scope of civil rights regulation in 1883, Justice John Marshall 
Harlem wrote:

The doctrines of Munn v. Illinois have never been modified by this court, 
and I am justified, upon the authority of that case, in saying that places of 
public amusement . . . ​are clothed with a public interest, because used in 
a manner to make them of public consequence and to affect the commu-
nity at large. The law may therefore regulate . . . ​the mode in which they 
shall be conducted, and, consequently, the public have rights in respect 
of such places. . . . ​It is consequently not a matter of purely private 
concern.34

This idea was best articulated in the seminal text of public utility law, Bruce 
Wyman’s 1,500-page The Special Law Governing Public Service Corporations, 
published in 1911. Wyman synthesized old English common law doctrines of 
public callings and carriers, public utilities law, and emerging legal develop-
ments in public works and public employment. He understood the dynamism 
and reach of the public utility concept: “What branches of industry will even-
tually be of such public importance as to be included in the category . . . ​it 
would be rash to predict.”35 A few decades later, in 1930, Felix Frankfurter, as-
sociate justice on the US Supreme Court from 1939 to 1962, agreed. Justice 
Frankfurter described the public utility concept as “perhaps the most signifi-
cant political tendency at the turn of the century.” He too understood the 
concept’s radical implications: “Suffice it to say that through its regulation of 
these tremendous human and financial interests which we call public utilities, 
the government may in large measure determine the whole socio-economic 
direction of the future.”36 In a later essay he wrote for the original Encyclopae-
dia of the Social Sciences, Frankfurter explained:

[The] contemporary separation of industry into businesses that are “pub-
lic” and hence susceptible to manifold forms of control . . . ​and all other 
businesses, which are private, is thus a break with history. But it has built 
itself into the structure of American thought and law and while the line 
of division is a shifting one and incapable of withstanding the stress of 
economic dislocation, its existence in the last half century has made pos
sible, within a selected field, a degree of experimentation in governmental 
direction of economic activity of vast import and beyond any historical 
parallel.37
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On the broader political conception, public utilities are corporations whose 
exercise of infrastructural power shapes the terms of citizens’ common life. 
This recognizes that when forms of economic regulation are of “limited effi-
cacy in addressing private power concerns when it comes to infrastructural 
goods,” states must draw on other regulatory tools to structure democratic 
control over corporations that exercise infrastructural power.38

The political conception identifies three central characteristics of corpora-
tions that should be subject to democratic oversight. First, they provide a good 
or service that is subject to significant network effects with increasing returns 
to scale and high sunk costs for competitors, placing limits on the capacity of 
market competition to discipline and structure accountability. Instead of fo-
cusing on the narrow question of natural monopoly, this conception incorpo-
rates a wider analysis of how production dynamics shape the nature of a cor-
poration’s infrastructural power. Second, such corporations provide a good or 
service that constitutes a kind of vital infrastructure that is essential for a wide 
range of economic, social, and political activities. Third, unilateral control over 
this vital infrastructure gives corporations a bottleneck power that makes 
downstream users, whether companies, civic organizations, or individual citi-
zens, vulnerable to manipulation, unfair practices, and exploitation.

The political conception captures the concerns about infrastructural power 
explored in the last chapter. The design of infrastructure shapes who wins and 
who loses, which values are advanced and which are blocked, implicating ra-
cial justice, consumer welfare, labor, productivity, and business. When infra-
structure is essential for citizens to govern themselves and function as equals 
in their social, economic, and political lives, unilateral control over that infra-
structure can exacerbate underlying inequalities of participation and power. 
As the lawyer Sabeel Rahman argues:

As citizens in a complex and highly unequal economy, we have . . . ​interests 
in public values like equal access, non-discrimination, and in stable provi-
sion of foundational, infrastructural goods and services—and our concerns 
extend beyond price to problems of power, control, and accountability. Our 
challenge is to take these strategies and values to innovate regulatory poli-
cies that fulfill these aspirations in the context of modern technological and 
economic forces.39

The political conception of public utilities offers a dynamic and flexible 
understanding of corporate power, opening up a wide range of regulatory ap-
proaches to structure the governance of corporations that control vital social 
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infrastructure. It is concerned not only with concentrated corporate power’s 
ability to crowd out competitors, raise barriers to entry, and stifle innovation, 
but also with the threat it poses to citizens’ liberty and capacity to govern 
themselves.

Applying the Concept

In 1935, Congress passed the Public Utility Holding Company Act, which 
aimed to address economic concentration and unfair practices in public utility 
holding companies. As one senator opened his discussion of the act: “The 
people of this Nation have been regaled with stories of the railroad manipula-
tion of politics, but in their palmiest days the railroad kings were cheap pikers 
compared to the clever, ruthless, and financially free-handed political manipu-
lators of the power trust.”40 The act granted the Securities and Exchange Com-
mission (SEC) sweeping powers to analyze and restructure the entire industry. 
As one SEC secretary explained: “People forget about it, but it really was 
epochal. . . . ​Imagine today if Congress gave a government agency the authority 
to study the entire high-tech industry and the responsibility to reorganize it.”41 
The remainder of this book argues that to regulate Facebook and Google, this 
is precisely what we should do.

This section argues that Facebook’s and Google’s unilateral control over 
ranking systems triggers all three components of the political conception of 
public utilities: they are subject to strong network effects and economies of 
scope and scale; their ranking systems constitute vital social infrastructure; 
and unilateral control over those systems has created a corporate bottleneck 
power that threatens citizens’ liberty and exercise of self-government. This is 
not to argue that, as a matter of law, Facebook and Google should be treated 
as public utilities, but to demonstrate that we can learn from the regulatory 
innovations developed by those who devised the public utility concept as we 
decide how to respond to current concerns about Facebook’s and Google’s 
infrastructural power.

The Economics of Machine Learning

Facebook and Google use machine learning to power ranking systems that 
solve the problem of abundance. Facebook’s newsfeed uses predictions 
about engagement to rank content in a person’s inventory, and Google’s 
search ranks use predictions about relevance to rank websites in response 
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to search queries. Facebook’s and Google’s revenue depends on the ability 
of these systems to persuade people to visit as often and for as long as pos
sible in order to gather data on which to train advertising systems. Face-
book’s and Google’s production dynamics depend on the economics of 
machine learning.42

The concept of tipping is useful here. Markets prone to tipping tend toward 
a single, dominant player; known as winner-take-all markets, competition is 
generally for rather than within these markets. Once a market has tipped, it is 
extremely difficult for new entrants to depose the dominant firm without 
policy intervention. In digital markets, “the challenges to effective competi-
tion . . . ​do not come about solely because of platforms’ antic-competitive be
havior,” as Jason Furman, former chair of President Obama’s Council of Eco-
nomic Advisers, explained in a major report. “Their network-based and 
data-driven platform business models [themselves] tend to tip markets 
towards a single winner.” In markets where the primary product is machine 
learning systems that organize and structure information, two forces produce 
a tendency toward tipping.43

The first is the network effect of the utility of a service growing as the num-
ber of users increases. Facebook and Google are subject to strong network 
effects. The more people there are on Facebook, the greater the chance you 
can use Facebook to keep in touch with high school classmates or the people 
you met while traveling. Similarly, the more websites Google indexes, the 
greater the chance that Google will find that quote or bit of information you 
are looking for. The more of our world that Facebook and Google organize and 
rank, the more useful Facebook and Google become.44

Machine learning influences the network effects to which Facebook and 
Google are subject. The more data Facebook has, the more accurately it can 
predict which content will engage which users. The more data Google has, the 
more accurately it can predict which websites will be relevant to which search 
queries. As newsfeed and search systems improve, more data for training is 
acquired by advertising delivery systems, and better advertising delivery sys-
tems generate more revenue. There is a compounding dynamic to the econom-
ics of machine learning: more data leads to better machine learning systems, 
which create more revenue, enabling Facebook and Google to capture an ever 
higher share of global digital advertising, a market likely to be worth over $580 
billion by the end of 2025.45

The second force that produces a tendency toward tipping arises from 
economies of scope and scale. Because there are minimal physical distribu-
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tion costs, the costs of building a machine learning model are similar whether 
there are 10 million or 100 million users, and each additional user represents 
a declining marginal cost. Facebook and Google have an incentive to grow 
and scale incredibly fast (it took five years, from 2004 to 2009, for Facebook 
to go from 1 million to 350 million users) by investing in the fixed costs of 
establishing a large user base to reduce the average cost per user and increase 
the utility of the product.46 The size of this user base makes it extremely hard 
for new firms to compete. They cannot develop comparably effective machine 
learning systems without the data that come from scale, and they cannot 
develop comparable scale without developing comparably effective machine 
learning systems.47

Here again, the production dynamics depend on machine learning. The 
more data Facebook and Google have, the better their ranking systems will 
be at predicting engagement and relevance. Having more data also makes it 
easier to build new machine learning models, which enable Facebook and 
Google to enter new markets with much better products than those of exist-
ing competitors. (Imagine the machine learning models you could build by 
combining data from Google’s maps, mail, and search systems.) As people 
come to “rely more and more on a platform to organize their lives through 
their online social, cultural, or economic activity, their data become more 
informative about their future choices and firms are willing to pay to influ-
ence those choices . . . ​a few ‘gatekeeper’ firms [will be left] in a position to 
control the tracking and linking of . . . ​behaviors across platforms, online 
services, and sites.”48

There are obvious potential harms to consumers. Market power in digital 
advertising may result in markups paid for by advertisers, reducing consumers’ 
access to ads. By using behavioral techniques like framing, nudges, and de-
faults, Facebook and Google can influence the outcomes they predict, en-
abling them to display the most profitable ads rather than those that provide 
the most long-term value to consumers. Facebook and Google “understand 
that in some settings they can obtain higher margins if they either make all of the 
necessary complements themselves, or position themselves as a mandatory 
bottleneck between partners and customers,” reducing the possibility of suc-
cessful challenge by competitors and stifling future innovation.49

Yet the political conception of public utilities we are applying to Facebook 
and Google is concerned above all with political problems, not economic 
ones. We must fold this analysis of production dynamics into a broader evalu-
ation of Facebook’s and Google’s infrastructural power.
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Machine Learning as Infrastructure

The second component of the political conception is that the good or service 
a company provides has become a kind of vital infrastructure. Facebook’s and 
Google’s machine learning systems have come to dominate “both our eco-
nomic landscape and the structure of the public sphere itself.”50

“Like a road system” or “a telecommunications network,” whose benefits 
“are generated at the ends,” Facebook’s and Google’s social value depends on 
“the wide variety” of activities they facilitate. The two companies support a 
dizzying range of “commercial, educational, social, [and] political” activities 
of “individuals, corporations, government actors, or other entities.”51

The public interest conception pays particular attention to social and 
political activities. The value of Facebook’s and Google’s ranking systems as 
“public and social infrastructure . . . ​dwarfs [their] value as commercial infra-
structure” because of “the range of capabilities [they provide] for individuals, 
firms, households and other organizations to interact with each other and to 
participate in various activities and social systems.” Although these activities 
often evade “observation or consideration within conventional economic” 
measures, they have “significant effects on fundamental social processes and 
resource systems that generate value” because they enable “end-users [to] in-
teract with each other to build, develop, produce, and distribute public and 
social goods. Public participation in such activities not only benefits the par-
ticipants directly . . . ​[but] also results in external benefits that accrue to soci-
ety as a whole, both online and offline.”52

Several scholars have observed that Facebook’s and Google’s ranking sys-
tems have become part of the infrastructure of the public sphere. As early as 
2010, Microsoft researcher Danah Boyd wrote that Facebook had become a 
service that people “feel is an essential part of their lives, one that they need 
more than want. . . . ​Facebook never wanted to be a social network site; it 
wanted to be a social utility. . . . ​Nor will most people give up Facebook, re-
gardless of how much they grow to hate [it].” Boyd argues:

If Facebook is a utility—and I strongly believe it is—the handful of people 
who are building cabins in the woods to get away from the evil utility com-
panies are irrelevant in light of all the people who will suck up and deal with 
the utility to live in the city. . . . ​When people feel as though they are wed-
ded to something because of its utilitarian value, the company providing it 
can change but the infrastructure is there for good. Rather than arguing 
about the details of what counts as a utility, let’s move past that to think 
about what it means that regulation is coming.53
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Zuckerberg has said as much himself. In a letter written in 2017, he mentions 
“infrastructure” twenty-six times and “social infrastructure” fifteen times:

History is the story of how we’ve learned to come together in ever 
greater numbers—from tribes to cities to nations. At each step, we built 
social infrastructure like communities, media and governments to em-
power us to achieve things we couldn’t on our own. . . . ​In times like 
these, the most important thing we at Facebook can do is develop the 
social infrastructure . . . ​for community—for supporting us, for keeping 
us safe, for informing us, for civic engagement, and for inclusion of 
all. . . . ​I am reminded of President Lincoln’s remarks during the Ameri-
can Civil War: “We can succeed only by concert. It is not ‘can any of us 
imagine better?’ but, ‘can we all do better?’ . . . ​As our case is new, so we 
must think anew, act anew.” . . . ​There are many of us who stand for 
bringing people together and connecting the world. I hope we have the 
focus to . . . ​build the new social infrastructure to create the world we 
want for generations to come.54

Some scholars resist the description of Facebook’s and Google’s systems as 
vital infrastructure. Although some “increasingly speak of larger social media 
platforms like Facebook as a sort of ‘social utility’ or a ‘social commons’ and 
claim that they are essential to one’s social existence . . . ​the reality is that such 
sites are not essential to survival, economic success, or online life . . . ​unlike 
water and electricity, life can go on without Facebook or other social network-
ing services.”55 But infrastructure need not be necessary for survival for us to 
consider it and regulate it as vital infrastructure, since railroads, electricity, and 
telephones are not essential for survival either.

Consider the concept of “pervasiveness.” Courts have upheld the regulation 
of corporations that distribute information in the public sphere when those 
corporations control a pervasive kind of infrastructure, such as radio frequen-
cies or broadcasting channels.56 The Supreme Court has rejected the idea that 
the internet constitutes a pervasive kind of infrastructure because “the receipt 
of information on the Internet requires a series of affirmative steps more de-
liberate and directed than merely turning a dial. . . . ​The special factors recog-
nized . . . ​as justifying regulation of the broadcast media . . . ​—the scarcity of 
available frequencies at its inception; and its “invasive” nature—are not pre
sent in cyberspace.”57 Yet if we distinguish Facebook’s and Google’s ranking 
systems from the internet as a whole, “when we consider that a user can sud-
denly, unexpectedly, and involuntarily encounter something as disturbing as 
a live-streamed murder or suicide in one’s news feed in very much the same 
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way that one can unexpectedly be exposed to foul language on the radio, it 
does seem that a compelling case for pervasiveness could be made.”58

There are two reasons why Facebook’s and Google’s ranking systems may 
be pervasive. First, by ordering abundant quantities of content or websites, 
ranking systems direct citizens’ attention. People are more likely to engage 
with the content that Facebook predicts they are more likely to engage with 
because that content is displayed at the top of their newsfeed. People are more 
likely to read the websites that Google predicts they are more likely to read 
because those websites are displayed at the top of their search results. As we 
have seen, far from involving deliberate and directed steps, ranking systems 
make their predictions come true, shaping the circulation of ideas and infor-
mation in the public sphere in their own image. Second, by solving the prob
lem of abundance, ranking systems impose a kind of scarcity on the distribu-
tion of content. Although there are thousands of pieces of content in a user’s 
Facebook inventory and billions of websites indexed on Google, by ordering 
and sorting this material, ranking systems make this abundance practically 
inaccessible. The scarcity is artificial, the product of ranking rather than the 
physical characteristics of public goods, but its effects on citizens are no less 
profound. Facebook’s and Google’s ranking systems may be just as pervasive 
as television and radio.

Facebook’s and Google’s systems also support a wide range of activities that 
are fundamental to citizenship, as the Supreme Court recently seems to have 
recognized. “While in the past there may have been difficulty in identifying 
the most important places . . . ​for the exchange of views,” the Court continued, 
“today the answer is clear. It is cyberspace.”

Seven in ten American adults use at least one Internet social networking 
service. . . . ​On Facebook, for example, users can debate religion and poli-
tics with their friends and neighbors or share vacation photos. . . . ​While 
we now may be coming to the realization that the Cyber Age is a revolution 
of historic proportions, we cannot appreciate yet its full dimensions and 
vast potential to alter how we think, express ourselves, and define who we 
want to be. . . . ​Social media allows users to gain access to information and 
communicate with one another about it on any subject that might come to 
mind. . . . ​[Social media] are [for many people] the principal sources for 
knowing current events, checking ads for employment, speaking and listen-
ing in the modern public square, and otherwise exploring the vast realms 
of human thought and knowledge. These websites can provide perhaps the 
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most powerful mechanisms available to a private citizen to make his or her 
voice heard. They allow a person . . . ​to “become a town crier with a voice 
that resonates farther than it could from any soapbox.”59

Facebook’s and Google’s machine learning systems are a pervasive kind of 
infrastructure that support activities that are vital to citizenship. These activi-
ties are political not just in the obvious sense of enabling citizens to fight elec-
tions, organize civic campaigns, or distribute political material, but in the 
deeper sense of enabling citizens to encounter and engage with one another, 
develop shared experience and a common understanding of public issues, and 
access shared resources of information and record. Exerting public control 
over the design of the infrastructure that supports those activities is funda-
mental to protect the liberty and self-government of citizens.60

Bottleneck Power

The final component of the political conception is that companies exercise a 
kind of bottleneck power. Because Facebook’s and Google’s ranking systems 
impose artificial scarcity on abundant quantities of content and websites, uni-
lateral corporate control over those systems leads to an especially objection-
able kind of bottleneck power.

Bottleneck power is “a situation where consumers . . . ​rely upon a single 
service provider, which makes obtaining access to those consumers . . . ​by 
other service providers prohibitively costly.”61 As the Furman report explains: 
“One, or in some cases two firms in certain digital markets have a high degree 
of control and influence over the relationship between buyers and sellers. . . . ​
As these markets are frequently important routes to market, or gateways for 
other firms, such bottlenecks are then able to act as a gatekeeper between 
businesses and their prospective customers.”62

There are sound economic reasons to regulate companies with bottleneck 
power: “The bottleneck firm has the incentive and ability to harm competi-
tion. . . . ​These firms require extra monitoring to be sure they are not violating 
antitrust, or other laws, because of the uncertainties in technology and de-
mand, the speed at which platforms tip, the irreversibility of tipping, and the 
need for expert evaluation of the design of algorithms.” This is what supports 
nondiscrimination rules: “For almost a century, public utility companies and 
common carriers had one common characteristic: all were required to offer 
their customers service under rates and practices that were just, reasonable, 
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and non-discriminatory.” In the case of Facebook and Google, “non-
discrimination rules [could] foster entry and diversity, create potential sources 
of disruptive innovation and protect start-ups and other entrants,” preventing 
“a digital business with bottleneck power from exercising it” to preempt com-
petitors and “expropriate[e] rents.”63

When corporations distribute information in the public sphere, there are 
more political reasons for regulating bottleneck power. Before the American 
Revolution, the British Crown concentrated control over communications 
platforms, enabling the Crown’s postmaster to refuse to deliver newspapers 
sympathetic to revolutionaries. Congress responded after the Revolution, in 
1792, by passing the Postal Service Act, which guaranteed equal access rights 
and prohibited the Postal Service from discriminating.64 Similarly, after West-
ern Union consolidated control over telegraph lines across the country during 
the Civil War, Congress moved in 1866 to prevent it from favoring its own 
clients in its service provision by passing the Telegraph Act, which prohibited 
any corporation from acquiring monopoly control over this vital infrastruc-
ture of communication.65

Imposing nondiscrimination requirements on Facebook and Google 
would “help ensure the inclusiveness of the platform public sphere by making 
it harder for the big tech companies to use their economic power to squelch 
disfavored voices and viewpoints . . . ​a duty of fair, reasonable, and non-
discriminatory dealing would also provide regulators a legal hook they could 
use to regulate the operation of these companies in all sorts of other ways. . . . ​
It is generative, open-ended, and dynamic.”66 When Senator Warren argued 
that Google’s search should be required to meet such a standard of fair, rea-
sonable, and nondiscriminatory dealing, she was “signaling she believes con-
centrated power of tech giants needs to be combated not only by the antimo-
nopoly tool of antitrust but also by the antimonopoly tool of public utility 
regulation.”67

The public interest conception is centrally concerned with the ways in 
which bottleneck power threatens political liberty and the exercise of col-
lective self-government. “Public utility laws,” as Genevieve Lakier argues, 
“are designed to protect the public’s right of access to important goods and 
services—to goods and services that one must have access to if one wishes to 
participate fully in society. It should be obvious that the goods and services 
that platform companies provide are goods of this kind.” As the infrastructure 
of our digital public square, Facebook’s machine learning systems are a kind 
of bottleneck in citizens’ common life as they use the platform, which is a 
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critical tool for communication and organization, political expression, and 
collective-decision-making. As the infrastructure of our digital public library, 
Google’s machine learning systems are a bottleneck in citizens’ information 
ecosystem: they shape what citizens learn and know, as well as how public 
knowledge is structured, organized, and distributed.68

Here again, it is critical to recognize the pivotal importance of the dynam-
ics of machine learning. Facebook’s newsfeed and Google’s search solve the 
problem of abundance by using the predictions of hundreds of finely tuned 
machine learning models to rank the vast quantity of content and websites 
that could be displayed. Facebook’s and Google’s bottleneck power is rooted 
in the design of these ranking systems: “Those who control what might be 
described as the access apparatus—the ability to meaningfully sort through 
huge databases and to organise them in meaningful and useful ways—act as 
gatekeepers to the information trove. . . . ​While those with access to the in-
ternet can access a range of content, they cannot . . . ​create their own organ-
isational utilities.”69 Benjamin Barber drew the obvious conclusion in The 
Nation in 2011: “For new media to be potential equalizers, they must be treated 
as public utilities, recognizing that spectrum abundance (the excuse for 
privatization) does not prevent monopoly ownership of . . . ​software plat-
forms and hence cannot guarantee equal civic, education, and cultural access 
to citizens.”70

The bottleneck power that Facebook and Google exercise by designing 
ranking systems is also critical as a matter of law, because bottleneck power is 
central to the interaction between public utility regulation and the First 
Amendment. The Supreme Court has repeatedly ruled that private companies 
that exercise editorial control over speech cannot be required to restrict the 
flow of speech, except “when there is good reason to believe that doing so is 
necessary to prevent the property owner from exercising bottleneck control 
over an important medium of communication.”71 The Supreme Court upheld 
forced access laws in broadcasting because the local television industry was 
dependent on cable companies to carry their programming, such that cable 
operators exercised “control over most (if not all) of the television program-
ming that is channeled into the subscriber’s home [and could] thus silence the 
voice of competing speakers with a mere flick of the switch.”72 Several scholars 
have argued that while Facebook and Google are “dominant platforms,” they 
“do not enjoy anywhere close to this level of dominance. There is no switch 
they can flick that can prevent disfavored speakers from disseminating their 
message on other, less dominant platforms.”73
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Yet this is precisely what Facebook and Google have. With a redesign of their 
machine learning systems—not so far from the flick of a switch—Facebook 
and Google can silence whoever they want on whatever basis they want. In our 
imaginary public square, people whose voices are not streamed into others’ 
headphones could still in principle be heard if someone wandered around for 
hours trying to find them, but in practice they are silenced by the corporation’s 
power to determine which speech gets streamed into whose headphones. In 
the Library of Babel, books that the Book-Man refuses to point toward could 
still in principle be accessed by chance or by sheer force of will, but in practice 
those books are rendered inaccessible by the Book-Man’s power to decide 
which books to point people toward. Facebook’s and Google’s ranking systems 
are bottlenecks in the digital public sphere. Designing those systems involves 
the exercise of an especially pernicious bottleneck power because ranking 
makes its predictions come true, shaping what most of us see and hear for a 
huge proportion of the time we spend on the internet.

Perhaps the clearest example is Marsh v. Alabama, a case in which the Su-
preme Court held that the First Amendment prohibited a corporation from 
punishing a resident of a company-owned town for distributing religious liter
ature. In applying a “public function” test—in which the First Amendment 
applies if a private corporation exercises powers traditionally reserved to the 
state—the Court focused on the functions of the infrastructure that the corpo-
ration controlled (the streets, sidewalks, public buildings) rather than the fact 
of its private ownership: “Whether a corporation or a municipality owns or 
possesses the town[,] the public in either case has an identical interest in the 
functioning of the community in such manner that the channels of communica-
tion remain free.” The corporation should not be permitted “to govern a com-
munity of citizens” in a way that “restricts their fundamental liberties.”74

Let me end by considering an objection. “Social media services are not 
physical resources with high fixed costs, and they do not possess ‘bottlenecks’ 
in any conventional sense,” argues one paper:

Even if network externalities exist that reward larger social media platforms, 
and even if an existing social media platform denies a competitor use of its 
“facility,” competitors can duplicate such platforms. . . . ​The challenge 
comes down to the challenge of building a user base, not building infra-
structure. The infrastructure needed to compete is essentially code, com-
puters and services. This digital infrastructure represents a huge distinction 
from the physical infrastructure required in other industries, where creating 
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competing facilities requires a massive capital investment. Rolling out a 
new version of code simply doesn’t entail anywhere near the same fixed 
costs as rolling out new physical towers, wires, and distribution hardware 
that are used in traditional communications networks.75

This objection illustrates the importance of understanding that Facebook’s 
and Google’s infrastructural power is exercised through the design of ma-
chine learning systems. The two companies’ greatest asset is not code; it is 
machine learning systems and the data on which they depend. Facebook and 
Google use ranking systems powered by machine learning to organize news, 
information, content, and websites. The power of these systems depends on 
the volume of data on which they are trained, and that depends on the num-
ber of users Facebook has or the number of websites Google has indexed. 
Acquiring the data needed to develop a newsfeed system like Facebook’s or 
a search system like Google’s would be practically impossible for another 
company. Those systems are what constitute vital infrastructure, and control 
over those systems is where an objectionable kind of corporate bottleneck 
power resides.76

The political conception provides a framework for reasoning about when 
and how public control should be asserted over corporate control of vital in-
frastructure that supports the basic activities of citizenship. Applying this po
litical conception to Facebook and Google would, as Rahman argues, make 
public utility regulation once again “vital for regulating those private actors 
operating in goods and services whose provision” appears “to require some 
degree of market concentration and consolidation—and whose set of users 
and constituencies were too vast to be empowered and protected through 
more conventional methods of market competition, corporate governance, or 
ordinary economic regulation.”77

My purpose here is not to argue that because Facebook and Google 
crowd out competitors, raise barriers to entry, and stifle innovation they 
should as a matter of law be regulated as public utilities. It is to argue that 
Facebook’s and Google’s power triggers many of the concerns that animated 
the legal scholars and reformers who articulated the political conception of 
public utilities in the early twentieth century. The power to build ranking 
systems that function as the infrastructure of our digital public sphere poses 
not just economic problems but also political problems, because it threatens 
the capacity of citizens to exercise political liberty and collectively govern 
themselves. As Rahman argues, “The problem of private power [is] best 
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understood as not just economic, but a political problem of . . . ​the accumu-
lation of arbitrary authority unchecked by the ordinary mechanisms of po
litical accountability.”78

By ranking content based on predictions about relevance, Facebook and 
Google exercise a pervasive and pernicious infrastructural power that shapes 
the conditions for the exercise of collective self-government. How we regulate 
Facebook and Google should depend on how best to ensure that the exercise 
of this infrastructural power supports the flourishing of democracy.

Democratic Utilities

Although Facebook’s and Google’s ranking systems trigger many of the con-
cerns that animated the political conception of public utilities, we should not 
regulate the two companies as we have regulated traditional public utilities. 
To see why, consider a proposal put forward in an op-ed in the Financial Times 
by Tristan Harris, a technologist and former Google ethicist. Harris proposed 
that Facebook and Google should be regulated as “attention utilities”—that is, 
platform businesses “that have created vital public digital infrastructure.”79

The regulations that Harris argues we should impose resemble the kinds of 
regulations imposed on traditional public utilities. Attention utilities should 
be “required to operate in the public interest, according to rules and licences 
that guide their business models.” They should “be required to convert to a 
monthly licence free model a bit like the BBC or a subscription model like 
Netflix,” and they should submit “to the terms of an operating licence framed 
by a duty of care,” as suggested by the EU’s antitrust commissioner, Margrethe 
Vestager.80 Attention utilities would be subject to a social impact assessment 
that evaluates “new products . . . ​for their potential impact on mental health, 
social isolation, fake news, polarisation and democracy. This pre-clearance 
would be akin to an environmental impact assessment or safety protocols used 
for medical devices.”81

Harris’s proposal illustrates a common but misguided way of using the pub-
lic utility framework to think about how to regulate Facebook and Google. 
This begins by comparing Facebook and Google to industrial-era public utili-
ties, then proposes different ways to subject Facebook and Google to obliga-
tions that resemble those developed in the industrial era. Critics rightly re-
spond that industrial-era public utility regulations may prove ineffective and 
counterproductive when applied to Facebook’s and Google’s processes for 
designing dynamic machine learning systems.
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Beyond Traditional Public Utilities

Consider one of Harris’s proposals: requiring utilities to pre-clear products 
with a dedicated regulator. The intuition behind such a proposal comes from 
how physical infrastructure is regulated: a railroad company is required to 
pre-clear plans for a new pricing structure, and a telephone company is re-
quired to pre-clear plans for a new 5G network. In these cases, pre-clearance 
checks the corporate control over public goods, allowing regulators to im-
pose public values like equity and safety. As Tom Wheeler, former chairman 
of the Federal Communications Commission (FCC), has argued, pre-
clearance was characteristic of industrial-era “rigid utility-style regulation,” 
because regulatory “micromanagement” was the most effective way to protect 
the public interest.82

Proposals like this have been subject to forceful criticisms. Consider one 
from the Harvard lawyer Susan Crawford. Despite their size and evident mar-
ket power, argues Crawford, it’s a misclassification to treat Facebook and 
Google as public utilities, because they do not own or operate a “physical 
network” franchised by the government, and unlike electricity, gas, commu-
nications, or water, they are not regulated by public utility commissions. 
People can “#deletefacebook and still live respectably,” which is much “harder” 
to do when seeking “transport, power, communications, water, and sewer ser
vices. Because Facebook is not a physical, tangible network and is not on the 
same level of necessity as a ‘real’ utility,” Crawford concludes, “it isn’t one.” 
Designating Facebook and Google as utilities risks letting “real” utilities off 
the hook and stifling future innovation.83

Peter Swire, a former member of President Obama’s Review Group on 
Intelligence and Communications Technologies, makes a similar argument. 
Swire argues that as we evaluate the costs of a lack of regulation, our regula-
tory proposals must also consider “government imperfections in regulation,” 
which can be “especially steep in industries that otherwise would continue 
to innovate.” He uses the “old public utility approach” of pre-clearance as an 
example, arguing that it had “numerous flaws” because it “does not adapt 
readily to high-innovation markets where competition is typically based on 
factors other than price.”84

It is easy to see the force of this critique. Imposing industrial-era proposals 
like pre-clearance on Facebook and Google may well prove ineffective or 
counterproductive. For one thing, Facebook’s and Google’s ranking systems 
are already well established, so requiring pre-clearance for future updates to 



180  c h a p t e r  7

those systems may not make much difference. For another, requiring a regula-
tor to pre-clear machine learning models may slow future innovation. More 
importantly, the regulator tasked with making decisions about whether Face-
book’s newsfeed or Google’s search violates a duty of care would have im
mense discretionary power. Pre-clearance may do little to orient Facebook’s 
and Google’s infrastructural power toward the public interest.

This is the wrong conversation to be having. Traditional public utility regula-
tion is not suitable for governing Facebook and Google because Facebook and 
Google are not traditional public utilities. The purpose of exploring the con-
cerns that animated Progressive legal reforms is to open our imaginations about 
when and how democracies should assert their authority over corporate con-
trol of vital infrastructure. Examining why Progressive legal reformers re-
sponded to the problems of their age by developing the public utility concept 
can illuminate the kinds of regulatory concepts we need to address the prob
lems of our own age. Applying the concerns that animated these reformers to 
the specific nature of Facebook’s and Google’s power suggests that we may need 
our own regulatory innovations to regulate Facebook and Google.

We need to move beyond industrial-era images of public utilities and reach 
for underlying principles. For instance, as Tom Wheeler argues, the “responsi-
bility to proactively identify and mitigate potential harms” characteristic of 
public utility regulation “is as valid today as it ever was.” However, “its imple-
mentation” through “prior approval mechanisms is inappropriate for the ap-
plication of fast-moving digital technology. In its place, a new agile regulatory 
model should be adopted.”85 Transplanting proposals devised in a different era 
of production makes it too easy for Facebook and Google to argue that regula-
tion would stifle innovation and fail to protect the public interest. Instead, we 
should “return” to “the basic principles” of the Progressive-era public interest 
conception of public utilities and consider how “a new regulatory process” 
could best give effect to those principles. As corporate power is increasingly 
exercised through the design of predictive tools, we need to innovate the frame-
works we draw on to govern this new kind of corporate power.86

Because Facebook and Google are different from traditional public utilities, 
critics are right that many of the obligations placed on traditional utilities may 
not work if imposed on Facebook and Google. Instead of rejecting the rele-
vance of the traditional public utility framework—and with it, the possibilities 
for regulating Facebook and Google to address the political problems they 
pose—the political conception invites conceptual and regulatory innovation 
to assert democratic oversight of new kinds of corporate infrastructural power. 
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Different forms of corporate power pose different kinds of political problems 
that require different kinds of regulation. As FDR argued, democracy is not a 
static political system, but a process of innovation in which each generation 
must reimagine the institutional structures that embody the ideals of democ-
racy to meet the concrete challenges of their age. That is what we must do with 
Facebook and Google.

The Possibilities of Self-Governance

The need for regulatory innovation should not surprise us. The political prob
lems posed by Facebook and Google are different from the political problems 
posed by railroads or by electricity or telephone providers. Instead of confin-
ing the relevance of the public utility concept to the companies we currently 
think of and regulate as public utilities, we should reach for the broader, richer, 
and deeper set of ideals that underpin the Progressive-era political conception 
of public utilities. The most compelling argument for regulating Facebook and 
Google is not that we need a technocratic solution to protect competition or 
consumers, but that we need regulatory experimentalism to structure the ex-
ercise of self-rule in conditions of data-driven capitalism.

I propose a new category of corporations that should be subject to processes 
of public control and democratic governance: democratic utilities. Democratic 
utilities are corporations whose infrastructural power shapes the possibilities 
of collective self-government itself. The motivating purpose of regulating 
democratic utilities is to protect the flourishing of democracy.

Facebook and Google are both a distinctive kind of democratic utility that 
structures our public sphere and organizes our information ecosystem. Their 
infrastructural power is rooted not in the control of public goods like railroads 
or electricity or telephone cables, but in the design of ranking systems that 
impose an artificial form of scarcity, direct citizens’ attention, and shape the 
exercise of self-governance. By using ranking to determine what appears where 
on which people’s newsfeeds and search results, Facebook and Google shape 
the ideas and information that citizens engage with on a vast scale. The two 
companies’ unilateral control over these ranking systems concentrates social 
and political as well as economic power, shaping how we understand and in-
terpret the world around us, discuss fundamental matters of common concern, 
organize social and political groups, and make collective choices.

The democratic utility concept focuses our attention on the dynamic and 
pervasive power of a company that designs infrastructural ranking systems. It 
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targets regulatory responses toward the functions of those ranking systems in 
a flourishing democracy, exploring the activities they support, who they affect 
and make vulnerable, and how best to empower citizens to design them to 
support a healthy public sphere and civic information architecture. The next 
chapter explores the obligations and mechanisms of governance that should 
be imposed on Facebook and Google to ensure that they build infrastructural 
ranking systems to support the flourishing of democracy.87
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8
Regulating for Democracy

The many, who are not as individuals excellent men, nevertheless can, when 
they have come together, be better than the few best people, not individually 
but collectively. . . . ​For each individual among the many has a share of 
excellent and practical wisdom, and when they meet together, just as they 
become in manner one man, who has many feet, and hands, and senses, so too 
with regard to their character and thought. . . . ​Hence the many are better 
judges than a single man . . . ​for some understand one part, and some another, 
and among them they understand the whole.1

—a r istotl e (350 bce)

Ancient peoples are no longer a model for modern ones. . . . ​You are neither 
Romans, nor Spartans; you are not even Athenians. Leave aside these great 
names that do not suit you. You are Merchants, Artisans, Bourgeois, always 
occupied with their private interests, with their work, with their trafficking, with 
their gain; people for whom even liberty is only a means for acquiring without 
obstacle and for possessing in safety. . . . ​This situation demands maxims 
particular to you. Not being idle as ancient Peoples were, you cannot ceaselessly 
occupy yourselves with the Government as they did: but by that very fact that 
you can less constantly keep watch over it, it should be instituted in such a way 
that it might be easier for you to see its intrigues and provide for abuses. Every 
public effort that your interest demands ought to be made all the easier for you 
to fulfill since it is an effort that costs you and that you do not make willingly. For 
to wish to unburden yourselves of them completely is to wish to cease being 
free. “It is necessary to choose,” says the beneficent Philosopher, “and those who 
cannot bear work have only to seek rest in servitude.”2

—je a n-jacqu e s rousse au (1764)

The task of democracy is forever that of creation of a freer and more humane 
experience in which all share and to which all contribute.3

—john de w e y, “cr e ati v e de mocr ac y ” (1939)
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on october 5, 2021, Frances Haugen, a former Facebook product manager, 
testified before the US Senate. She argued that to regulate Facebook and 
Google, “there needs to be a dedicated oversight body, because right now the 
only people in the world who are trained . . . ​to understand what’s happening 
inside of Facebook are people who grew up inside of Facebook.” This oversight 
body would be a new “regulatory home” with the knowledge and authority to 
create structures of oversight of technology companies like Facebook and 
Google. To design and establish this body, we must “break out of previous 
regulatory frames . . . ​privacy protections or changes to Section 230 alone will 
not be sufficient . . . ​[because] they will not get to the core of the issue, which 
is that no one truly understands . . . ​[the] choices made by Facebook.”4

This book has focused on one kind of choice made by organizations like 
Facebook: choices about the design and integration of machine learning sys-
tems. When organizations like child welfare agencies or police departments 
make choices about the design and use of these systems, they exercise a dis-
tinctive kind of power: the power to predict. Haugen was among the first 
whistleblowers to recognize the importance of the political character of this 
power for regulating Facebook and Google. Time and again, she argued, the 
most important choices that Facebook and Google make are value-laden 
choices about the design of machine learning systems that function as part of 
the infrastructure of the public sphere, such as Facebook’s newsfeed or 
Google’s search. Governing these choices will require moving beyond existing 
regulatory frameworks. Building on the analysis of the political character of 
Facebook and Google’s systems in chapter 5, of the infrastructural power they 
wield in designing them in chapter 6, and of the democratic utility framework 
in chapter 7, this chapter develops a constructive alternative approach to regu-
lation that is rooted in a concern for the flourishing of democracy.

As you read this chapter, imagine you are a US senator charged with devel-
oping proposals for regulating Facebook and Google. Because you are con-
cerned above all with the flourishing of democracy, as all US senators ought to 
be, you begin by articulating a set of principles to guide the design of Facebook’s 
and Google’s systems to ensure that they support a healthy public sphere and 
civic information ecosystem. I describe three, which would serve as yardsticks 
against which to evaluate the design of Facebook’s and Google’s systems: anti-
corruption, diversity, and shared experience. Exploring what these principles 
mean in practice sharpens some of the most important and interesting ques-
tions about regulating Facebook and Google: How should Facebook design a 
newsfeed system to enable diverse citizens to encounter one another in condi-
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tions of respect and equality and to actually come to know one other? How 
should Google design a search system to support the formation of shared 
knowledge and a resilient civic information architecture? How should democ-
racies ensure that Facebook and Google build systems that support the social 
and informational conditions of collective self-government? These questions 
remind us that the connection between political values and choices in machine 
learning is at the heart of regulating Facebook and Google.

As I have argued in this book, disagreements about political values and how 
to embed them in machine learning systems are both unavoidable and desir-
able. There will always be contests over what principles should guide the de-
sign of our public sphere and how those principles are to be expressed in the 
design of machine learning systems. What matters is that we regulate Face-
book and Google to institutionalize the process of asking and answering the 
right questions—those being questions that force us to articulate what a 
healthy public sphere and information ecosystem look like and to justify how 
we design machine learning systems in light of that vision. I have been lucky 
enough to work with talented legislators, regulators, and technologists striving 
to do just that, and what I have learned above all is that a great deal of humility 
is required. What we need is a governance regime that invites intentional ex-
perimentation and reflection and keeps alive the possibility of change and revi-
sion in the design of machine learning systems that function as digital infra-
structure to support the social and informational conditions of collective 
self-government.5

I argue that this approach requires two crucial shifts in how we think about 
regulating Facebook and Google. The first is a shift from a focus on technical 
explanations to a focus on institutional justifications. We need structures of 
accountability that require Facebook and Google to justify how the systems 
they build advance shared goals, such as the principles of anticorruption, di-
versity, and shared experience. Those justifications do not require technical 
explanations of the inner logic of machine learning models, as many privacy-
focused regulatory proposals suggest, but principled justifications that surface 
the political values built into technical choices. The second is a shift from tech-
nocratic to participatory decision-making. We need to involve civil society 
actors and public bodies with relevant knowledge and expertise in ongoing 
judgments about how to advance shared goals in the design of Facebook’s and 
Google’s machine learning systems. I argue that we should do so by creating a 
new platform regulator, the AI Platforms Agency (APA), to develop mecha-
nisms of empowered participatory governance.
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The regulation of Facebook and Google is an opportunity for regulatory 
innovation. By combining structural reforms to corporate governance and the 
administrative state with scrutiny through participatory decision-making, the 
approach I describe would not only regulate Facebook and Google but also 
introduce a much-needed shift in how we approach regulation itself, abandon-
ing the search for stable, technocratic solutions and embracing institutional 
experimentalism as part of the urgent project of democratic reform.

Goals

At the center of the Pynx, the hill in Athens opposite the Acropolis, is a raised 
platform called the bema. The bema was designed to elevate and project the 
speech of leaders like Pericles and Demosthenes to the several thousand citizens 
of ancient Athens assembled to make decisions about matters of war, taxation, 
and punishment.6 In ancient Rome, the Forum was designed to be the center of 
political activity: it housed government buildings and was the site of elections 
and public speeches as well as Rome’s commercial center.7 In seventeenth-
century London, coffeehouses were designed as places where citizens could read 
newspapers, discuss affairs of state, and trade in goods and gossip.8

All healthy political societies design public spaces to advance shared goals 
because the design of these spaces affects the texture of daily life. We should 
think of the machine learning systems that are part of the infrastructure of the 
digital public sphere in a similar way. If designing these systems involves the 
exercise of infrastructural power, as I have argued, we should ensure that they 
are designed to support the social and informational conditions of collective 
self-government.

Three Principles

As a US senator, you have decided to articulate a few principles that capture 
those conditions. These principles will guide the choices that Facebook and 
Google make about the design of their ranking systems powered by machine 
learning: the values those systems express, the top-line metrics they optimize, 
the concepts they approximate, and the guidelines that shape the labeling of 
the data on which they are trained. I explore three: anticorruption, which 
holds that Facebook and Google should design systems that prioritize the 
public interest above advertising revenue; diversity, which holds that those 
systems should promote a diversity of voices and values in the public sphere 
by encouraging serendipitous encounters among citizens; and shared experi-
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ence, which holds that those systems should forge shared experience through 
a civic information architecture.

These principles flesh out what it means to be a good democratic utility—
one that intentionally designs machine learning systems to advance the princi
ples of anticorruption, diversity, and shared experience. Exploring what these 
principles look like in practice illustrates the kind of ongoing discussion we 
must have about how Facebook’s and Google’s machine learning systems 
should support the flourishing of democracy.9

I must emphasize at the outset that while our public sphere would be much 
healthier if Facebook and Google deliberately designed systems to advance 
these principles, there is no technical solution to the hard, face-to-face work 
of sustaining democracy and co-creating our common life. Whenever I feel 
uneasy about the technocratic character of technical solutions to democratic 
problems, I recall a speech given by John Dewey in 1939, on the eve of the 
Second World War:

Democracy . . . ​is the sole way of living which believes wholeheartedly in the 
process of experience as end and as means; as that which is capable of gen-
erating the . . . ​emotions, needs, and desires so as to call into being the things 
that have not existed in the past. For every way of life that fails in its democ-
racy limits the contacts, the exchanges, the communications, the interac-
tions by which experience is steadied while it is enlarged and enriched. The 
task of this release and enrichment is one that has to be carried on day by 
day. Since it is one that can have no end till experience itself comes to an end, 
the task of democracy is forever that of creation of a freer and more humane 
experience in which all share and to which all contribute.

Democracy as a way of life is controlled by personal faith in personal 
day-by-day working together with others. Democracy is the belief that even 
when needs and ends or consequences are different for each individual, the 
habit of amicable cooperation—which may include, as in sport, rivalry and 
competition—is itself a priceless addition to life . . . ​to treat those who 
disagree—even profoundly—with us as those from whom we may learn, 
and in so far, as friends.10

anticorruption

There is nothing new about private control over the infrastructure of the pub-
lic sphere. The Roman Forum was a center of commercial as well as political 
activity; London’s coffeehouses were owned by private proprietors but served 
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a function that was in part public. The democratic utility concept invites us to 
examine the kinds of social and political interactions and activities that ma-
chine learning systems support, and then to derive goals that orient the design 
of those systems toward creating a healthy public sphere and resilient civic 
information ecosystem.11

The anticorruption principle holds that those who build vital infrastructure 
should consider and seek to advance the public interest rather than simply 
focusing on private gain. The anticorruption principle treats the public interest 
as a pragmatic ideal, forged through the process of deliberation, participation, 
and collective decision-making, and insists that the outcome of that process 
should have implications for the appropriate exercise of power in the perfor
mance of public functions, such as the design of ranking systems that solve the 
problem of abundance. Public goals need not be wholly insulated from com-
mercial imperatives, but a continuous effort should be made to orient the 
building of vital infrastructure toward public goals rather than merely the ac-
crual of private wealth. The pursuit of private gain is not itself corrupt, but we 
must ensure that it involves sincere and ongoing consideration of the public 
interest. The anticorruption principle responds to the corruption critique, 
which argues that the political economy of digital advertising encourages 
Facebook and Google to build systems that capture and retain attention, cor-
rupting the public sphere in pursuit of profit.12

To see what the anticorruption principle might mean in practice, consider 
different ways of paying for the public sphere. There are taxes, in which the 
entire public pays for public assets like pavements, parks, schools, and, previ-
ously, post offices; fines, paid by a subset of the public who violate a set of 
rules; and fees, paid by a subset of the public who use a particular service, such 
as buses and now post offices. Facebook and Google use advertising to pay for 
the public sphere they build. This is not itself new. In 1833, the New York Sun 
caused a sensation by charging one cent for each newspaper, promising “to lay 
before the public . . . ​the news of the day” and “to offer an advantageous me-
dium for advertisements.” What makes Facebook and Google different is the 
way the “business model has infected and driven the pathologies of . . . ​digital 
and private informational infrastructure.” The anticorruption principle would 
require Facebook and Google to better separate the incentives of digital 
advertising from the design of informational infrastructure.13

One way to do this would be to ban targeted advertising altogether, encour-
aging companies like Facebook and Google to shift toward a subscription busi-
ness model. With an annual revenue of $85 billion and 2.8 billion users, Facebook 
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earns about $30 per user per year. Facebook could charge a fee that varies ac-
cording to where a user lives or what they earn. A ban on targeted ads falls 
squarely within the tradition of fair and just pricing rules. “As with non-
discrimination and common carriage, the ban would place limits on the kinds 
of practices legally available to information platforms . . . ​alter[ing] the 
revenue-generating strategy of the firms themselves.” Margarethe Vestager, the 
EU’s antitrust commissioner, has proposed something similar, arguing that 
Facebook and Google should be required to charge users for services.14

A better option might be to impose a structural firewall between advertising 
systems and ranking systems that distribute ideas and information, insulating 
the process of designing systems that function as public infrastructure from the 
process of designing digital advertising systems. Such a firewall would be like 
separating the risky securitization arms of financial institutions from core 
banking functions, or banning a railroad company from controlling related 
services, such as the production of coal. The newspaper industry pioneered a 
similar firewall in insulating editorial judgments from commercial imperatives. 
Where broadcasters fail to faithfully serve the public interest, the Supreme 
Court has even suggested that private ownership can be rescinded.15

In the democratic utilities approach, structural firewalls would isolate the 
component of Facebook and Google that functions as social infrastructure 
and subject that component—and only that component—to obligations and 
mechanisms of governance designed to support a healthy public sphere and 
information ecosystem. It would separate ranking systems that solve a problem 
of informational abundance, like Facebook’s newsfeed and Google’s search, 
from advertising delivery systems that determine who sees which ads. The 
democratic utilities approach would separate choices about the design of ma-
chine learning systems that serve as infrastructure from choices about the 
design of systems that serve simply commercial, revenue-raising functions.16

This approach mirrors Tim Wu’s proposals for imposing a separations 
principle on what he calls “information monopolies”: companies that “traffic 
in forms of individual expression” and are “fundamental to democracy.” Wu 
describes his separations principle not as

a regulatory approach but rather [as] a constitutional approach to the in-
formation economy . . . ​a regime whose goal is to constrain and divide all 
power that derives from the control of information. . . . ​A separations 
Principle would mean the creation of a salutary distance between each of 
the major functions or layers in the information economy. It would mean 
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that those who develop information, those who control the network infra-
structure on which it travels, and those who control the tools or venue of 
access must be kept apart from one another.17

By transforming the political economy of Facebook and Google, structural 
firewalls would better align the two companies’ incentives with the public inter-
est. Facebook’s newsfeed would be structurally separated from Facebook’s ad-
vertising system, and Google’s search would be structurally separated from 
GoogleAds. Advertising delivery systems would not be subject to the obligations 
and mechanisms of governance entailed by regulation as a democratic utility and 
would instead be subject to requirements designed to protect economic compe-
tition. Establishing these firewalls would ensure that Facebook and Google ad-
equately consider the public interest as they design and operate machine learn-
ing systems that are part of the infrastructure of the digital public sphere.18

In practice, this structural separation could take various forms. One would 
be a firewall within each company between the governance structures that 
control the ranking and advertising systems, separating the engineers, data 
scientists, policy teams, and vice presidents who build Facebook’s newsfeed 
and Google’s search from those who build the companies’ advertising delivery 
systems. The companies could create entirely separate corporate decision-
making structures for each system by establishing different boards for each, 
with different composition and representation requirements. Another option 
would go further, requiring firewalls between the data that Facebook uses to 
build its newsfeed, and Google its search system, and the data they use to train 
advertising delivery systems. With a firewall between these data repositories, 
each system could be subject to different portability, interoperability, and 
transparency requirements.

A firewall between data systems may also require a different way to pay for 
ranking systems that serve as infrastructure. One option would be a tech tax 
targeted at profits. Revenues could be spent not only on running Facebook’s 
newsfeed or Google’s search but also on building and operating the physical 
spaces that Dewey argued were critical to democratic life.19

diver sit y

In flourishing democracies, citizens with different experiences and identities 
encounter one another not merely as objects in books or films or plays, but as 
people with different perspectives they try to understand and appreciate as 
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they get to know one another. As the Harvard lawyer Cass Sunstein argues, 
citizens need “exposure to materials, topics, and positions [they] would not 
have chosen in advance” and “a range of positions” on “substantive questions 
of policy and principle.” Such exposure was among James Madison’s central 
concerns. Madison feared that social groups that become siloed, insulated 
from each other’s opinions and ways of thinking, could solidify into what he 
called “factions”—groups that place the welfare of other group members 
above the welfare of the nation.20

Madison’s solution to faction was the geographic structure of representa
tion. By dispersing diverse social groups across a large nation, representatives 
in each district or region would be required to make judgments about how 
best to filter and sift different views to forge the national interest. As the di-
vides in modern democracies become ever more strongly correlated with geo
graphy, Madison’s solution to the problem of faction has become increasingly 
strained. We need new ways to sustain robust institutions of social learning 
that avert the problem of faction.21

The principle of diversity requires that institutions operating as informa-
tion bottlenecks work to ensure that citizens are exposed to opinions and ways 
of thinking that differ from their own. The principle of diversity is intimately 
bound up with serendipity, the fortuitous encounter with people or ideas we 
did not expect to find in a forum we trust. It encourages us to think about the 
creation of spaces in which citizens come together without quite knowing 
what to expect. This is the very opposite of Facebook’s newsfeed and Google’s 
search, which, because they are ranking systems, make people more likely to 
engage with the content or websites that they are predicted to engage with. 
Instead of influencing the behavior they claim to predict, ranking systems 
would be required by the diversity principle to proactively promote diverse 
sources of ideas and information.

To apply this principle Facebook and Google would have to redesign the 
digital public sphere. Facebook could introduce a serendipity button: “Imag-
ine if you could flip a switch on Facebook and turn all the conservative view-
points that you see into liberal viewpoints, or vice versa. You’d realize that your 
news might look nothing like your neighbor’s.”22 Or better, Facebook and 
Google could change ranking systems themselves. Imagine if they built rank-
ing systems that predict not the content people want to see, but the content 
they do not want to see—what they don’t tend to click on, like, or share. Face-
book and Google could use those systems to occasionally show users content 
that they’re not predicted to engage with. They could present this content in 
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appealing ways and notify users that, while they might not agree with it, they 
might still find it interesting, suggesting “Try this” or “Here is a different view” 
or “Have you thought about this?” or “Here is what others think.” A serendip-
ity button would build diversity and chance into the infrastructure of the digi-
tal public sphere, pushing against the performative power of prediction by 
mimicking the unexpected interactions in the streets, in bars, or reading the 
newspaper.

We could borrow from James Madison and use geography to advance the 
diversity principle. If place is critical to bridging across diverse citizens, we 
could embed place in the regulation of Facebook and Google. Ranking sys-
tems could be designed to promote engagement and information flows across 
different geographies by distributing content with thresholds for geographic 
diversity, deliberately exposing people to content and websites produced by 
fellow citizens who live in places they might otherwise not encounter. This 
approach would mirror other policy proposals for weakening the force of pa-
rochial ties and building alternative structures for controversial political views, 
such as introducing a new version of the draft or establishing geographic lot-
teries for admission to elite colleges. If one of the informational conditions of 
democracy is that individuals are unexpectedly exposed to the opinions and 
attitudes of others, machine learning systems that shape our informational 
ecosystem should be built to support and secure this condition.23

We could also draw inspiration from the fairness doctrine, a regulatory ob-
ligation previously applied to broadcasting. The fairness doctrine required 
broadcasters to “(1) devote a reasonable portion of broadcast time to the dis-
cussion and consideration of controversial issues of public importance,” and 
it further stipulated “(2) that in doing so, [they be] fair—that is . . . ​affirma-
tively endeavor to make . . . ​facilities available for the expression of contrasting 
viewpoints held by responsible elements with respect to the controversial is-
sues presented.” The doctrine was not simply an equal airtime regulation but 
also a statement of a positive duty to consider “what the appropriate opposing 
viewpoints were on these controversial issues, and who was best suited to 
present them.” The fairness doctrine could be reimagined as a design principle 
for infrastructural ranking systems like newsfeed or search.24

The constitutionality of the fairness doctrine has been a subject of intense 
debate. The constitutionality of the FCC’s imposition of public interest criteria 
hinged on the inevitable scarcity of radio frequencies. “Because of the scarcity 
of radio frequencies, the Government is permitted to put restraints on licens-
ees in favor of others whose views should be expressed on this unique me-
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dium. But the people as a whole retain their interest in free speech by radio 
and their collective right to have the medium function consistently with the 
ends and purpose of the First Amendment. It is the right of the viewers and 
listeners, not the right of the broadcasters, which is paramount.”25 As the 
media scholar Philip Napoli argues, the fairness doctrine “rested on the notion 
that the proportion of audience attention controlled by these networks was so 
large that the public interest in diversity and competition was served by requir-
ing the networks to allow other content creators to have access to this massive 
accumulation of audience attention.”26

Although no First Amendment analogy quite captures Facebook’s and 
Google’s distinctive infrastructural power, they are certainly more like radio 
stations than newspapers. By solving the problem of abundance, Facebook’s 
and Google’s machine learning systems impose an artificial scarcity on citi-
zens’ informational ecosystem. As I have argued, their ranking systems shape 
access to newspapers and determine who reads what news, but they are not 
like newspapers themselves. Facebook and Google use this point to argue 
against all regulation—we should not be regulated because we are not infor-
mation producers—but it is really an argument against regulation that treats 
Facebook and Google as information producers. Like broadcasters, if Face-
book and Google exercise bottleneck power over the flow of information and 
ideas, they may have a corresponding duty to ensure a diversity of information 
sources and viewpoints. We could reimagine the fairness doctrine as a design 
principle of infrastructural ranking systems like Facebook’s newsfeed and 
Google’s search.27

shared experience

A self-governing people must be conscious of themselves as a people, a collective 
that shares experiences, feelings, attitudes, habits, and hopes. As some die, others 
are born, and the composition and character of a citizenry change, the existence 
and consciousness of the ultimate agent in a democracy, the people, depends on 
collective memory. Some of the most interesting bits of seminal texts in the his-
tory of political thought are discussions about the common experiences and 
commitments that political societies need to endure over time.28

There are four benefits to shared experiences and information. First, 
whether a presidential TV debate, a new movie, or a sports event, people enjoy 
shared experiences. The very fact that something is enjoyed by many people 
at once is a source of its value. Second, shared experiences support social 
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interactions, providing common topics, memories, and concerns that enable 
people from diverse backgrounds to communicate and engage. The offerings of 
public broadcasting channels like the British Broadcasting Corporation (BBC) 
and televised sporting events provide a focal point for people to discuss and 
interpret experiences, a kind of social glue that helps forge a civic culture and 
information ecosystem. Third, shared experiences underpin social trust. Not 
only is social trust a feeling of solidarity, a view of others as fellow citizens en-
gaged in the shared enterprise of self-government, but it undergirds collective 
action, whether adhering to Covid-19 restrictions, fighting a war, or supporting 
those who have suffered misfortunes. Fourth, information also has a valuable 
social property: when one person knows something, others have the opportu-
nity to learn it too, enabling each person to function as an information conduit 
in a connected social web. Shared experiences forge a nation: public holidays 
symbolize moments of shared significance (one reason we should make elec-
tions into public holidays), as does the coronation of a monarch.29

The shared experience principle requires that the institutions occupying 
bottleneck positions in our information ecosystem support shared experiences 
and widely disseminate public information to promote common purpose 
across diverse citizens.

The principle of shared experience could focus on time. Democracies rely 
on shared memories of certain moments: the assassination of JFK in 1963, the 
passage of the Civil Rights Act of 1964, 9/11, the invasion of Iraq, the night of 
the 2016 presidential election, the Black Lives Matter protests in the summer of 
2020, and the storming of the Capitol on January 6, 2021. Or in the United 
Kingdom: the 1966 World Cup Final, the race riots of 1981, the funeral of Prin-
cess Diana in 1997, the 7/7 London bombings or the Manchester Arena attack 
in 2017, the opening ceremony of the London Olympics, and the night in 
June 2016 when the British learned that they had voted to leave the European 
Union. Whether the passing of legislation or significant sporting events, at par
ticular moments a society comes together to share an experience. Because they 
read different opinion columns or watch different news stations, citizens inter-
pret that experience through different lenses, of course, but the experience itself 
is required to have the bridging conversations with others who interpret it dif-
ferently. Like the diversity principle, the shared experience captures a basic 
informational condition of collective self-government. The two principles work 
in tandem. The shared experience principle ensures that citizens receive infor-
mation about events or topics of public importance, while the diversity princi
ple ensures adequate diversity in the sources of that information.
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If shared experiences at particular moments help forge common purpose, 
Facebook’s and Google’s ranking systems could be built to ensure the wide-
spread distribution of information about significant events and moments in 
time. Facebook and Google could create a content category for information 
about events, topics, culture, and issues of widespread public importance, then 
build ranking systems that display that content higher in people’s newsfeeds 
or search results. The two companies could design community debate pages 
or subsidize advertising to enable government officials or local representatives 
to disseminate information and engage in public argument, especially at mo-
ments of great public import. They could create pages that provide public edu-
cation about important topics—not just about elections, but about other top-
ics of historical, political, or cultural significance—and monitor and update 
them over time.

There are two objections to the idea of imposing shared goals—such as the 
three principles we have explored—on the design of Facebook’s and Google’s 
machine learning systems. First, doing so risks a kind of censorship. There is 
an “insoluble tension between an obligation to regulate [media] in the public 
interest while simultaneously avoiding censorship,” and as such, “public inter-
est [obligations] can be used to advance partisan or private interest.”30 Because 
the concept of a singular public interest is a fiction, whoever makes judgments 
about the public interest imposes a kind of censorship. “If the government is 
empowered to advance the public interest online, it will necessarily affect the 
moderation decisions of private companies. . . . ​Given the history of partisan 
abuse of the public interest . . . ​the burden of proof should rest with those ad-
vocating for public interest standard[s] for the internet to show that their rules 
would not impose new restrictions on free speech.” Second, imposing shared 
goals risks creating a powerful infrastructure for propaganda that would con-
centrate too much power in the hands of whoever interprets these principles 
in the design of Facebook’s and Google’s machine learning systems.31

These objections do not appreciate what Facebook and Google already do. 
As we have seen, by solving the problem of information abundance, ranking 
systems impose an artificial kind of scarcity on vast quantities of content and 
websites, and the design of those systems inevitably imposes restrictions on 
who is seen and heard by whom. Building a ranking system is by definition a 
kind of censorship. Similarly, the top-line metrics, values, and concepts built 
into the design of ranking systems inevitably impose a certain way of structur-
ing the flow of information and ideas in the public sphere. Facebook’s and 
Google’s systems are already infrastructure for propaganda. The question is 
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simply whether we wish to stand back and permit the unavoidable power of 
censorship and propaganda involved in building Facebook’s and Google’s sys-
tems to be exercised in pursuit of advertising revenue, or to step up and work 
to ensure that these systems support the flourishing of democracy.32

Beyond Competition

I want to consider a more persuasive objection, one that has lurked in the 
background of the last few chapters. Readers versed in antitrust or competi-
tion policy might think that the problem with the approach I have described 
is that it would forestall economic competition. Jason Furman’s report on 
competition policy in the digital era begins: “Some people argue that digital 
platforms are natural monopolies where only a small number of firms can suc-
ceed, making competition impossible. The logical conclusion of that view is 
utility-like regulation of the type used for electricity distributors. . . . ​We dis-
agree . . . ​seeing greater competition among digital platforms as not only nec-
essary but also possible—provided the right policies are in place.”33

I have already argued that it is a mistake to apply industrial-era conceptions 
of public utilities to Facebook and Google. The political conception of public 
utilities developed in the Progressive era focuses not simply on whether cor-
porations are natural monopolies, but on the political problems posed by the 
corporate exercise of infrastructural power. The fact that Facebook and Google 
are different from traditional utilities should prompt us to focus on the under
lying concerns that motivate the political conception, not to reject the concept 
of public utilities outright. Just as competition policy must be developed in an 
age of data-driven capitalism, so too must other areas of regulation, including 
public utility law. Although this point goes some way to addressing Furman’s 
objections, it is a little too quick. We should dwell a while longer on the rela-
tionship between competition policy and the democratic utility framework I 
have proposed.34

I have some sympathy with the view that the economics of machine learning 
is likely to make Facebook and Google natural monopolies. Google, for in-
stance, accounts for nearly 90 percent of all search queries in the United States, 
and almost 95 percent on mobile devices. But when and how a democracy regu-
lates corporations should not hinge on whether they are natural monopolies, 
but on the nature of the power they wield; in particular, regulation should be 
aimed at ensuring that the exercise of that power supports the flourishing of 
democracy. If Facebook and Google cease to wield the infrastructural power I 
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have explored—perhaps because they are eclipsed by some other social net-
work or search provider, or because they are broken up by successful antitrust 
suits—they no longer need to be regulated as democratic utilities. The demo
cratic utility approach does not depend on—and is agnostic toward—debates 
about whether Facebook and Google are natural monopolies.35

A deeper challenge of Furman’s argument is that public utility regulation 
would give up on, and even prevent, economic competition. On this view, 
asking the corporation that controls our imaginary public square to ensure 
that there is no hate speech or to fact-check every pamphlet would entrench 
its dominance by creating a kind of dependency. Similarly, requiring Facebook 
and Google to advance the principles of anticorruption or diversity or shared 
experience would establish a symbiotic relationship that leaves the state de-
pendent on the two companies to advance the goals it lays down. The result, 
at best, would be a disincentive for the state to enforce competition policy, and 
at worst, a corrupt institutional dependency that makes Facebook forever the 
dominant social network and Google the dominant search provider. This out-
come would fail to achieve the purpose of public utility regulation: to protect 
political liberty and the exercise of self-government.36

We should appreciate the force of this point. There may indeed prove to be 
tensions between competition policy and the imposition of shared goals on 
the design of infrastructural machine learning systems. The more goals govern-
ments impose on Facebook and Google, the more governments may come to 
depend on Facebook and Google to advance those goals, especially given the 
technical expertise required to build machine learning systems. This is one 
reason why incentives like tax breaks and government subsidies may be a bet-
ter way to begin regulating Facebook and Google than the imposition of spe-
cific legal duties focused on different kinds of permissible and impermissible 
content. But these tensions should not be overstated. Imposing shared goals 
that orient the exercise of infrastructural power need not entrench the domi-
nance of Facebook and Google. One good piece of evidence for this is found 
in Furman’s own proposals.

Furman proposes that a special legal category should be created for corpo-
rations like Facebook and Google: firms with strategic market status (SMS). 
SMS firms would be subject to a code of anticompetitive conduct, enforced 
by a new regulator “that sets out how [an] SMS [firm is] expected to behave 
in relation to activity motivating its SMS designation.” By “defin[ing] the 
boundaries of anti-competitive conduct in digital markets,” the code of con-
duct seeks to protect competition among SMS firms. Determinations about 
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which firms fall into the SMS category should “be an evidence-based eco-
nomic assessment as to whether a firm has substantial, entrenched market 
power in at least one digital activity, providing the firm with a strategic posi-
tion (meaning the effects of its market power are likely to be particularly wide-
spread and/or significant)”; this assessment would focus “on assessing the 
very factors which may give rise to harm, and which motivate the need for 
regulatory intervention.”37

There are striking similarities between the SMS concept and the concept 
of democratic utilities, and judgments about whether to treat a corporation as 
an SMS firm are similar to judgments about whether to treat a corporation as 
a democratic utility. Whether or not Facebook and Google are natural mo-
nopolies, the economics of machine learning makes it extremely difficult for 
competitors to challenge their power. That is why SMS determinations con-
sider whether a corporation’s power has “widespread and/or significant ef-
fects,” including, presumably, effects on the distribution of ideas and informa-
tion. Furman’s own argument suggests that we need some special category that 
responds to the distinctive power of Facebook and Google; the only question 
is what criteria warrant inclusion in that category and what kinds of obliga-
tions follow.

My argument is concerned with how we approach regulation that supports 
the flourishing of democracy, rather than what legal category we assign to 
public utilities. Given the pervasive effects of Facebook’s and Google’s systems 
on the digital public sphere, democracies should seek to ensure that those 
systems are designed to support the flourishing of democracy. Nothing hangs 
on the term “public utilities”; I just happen to think that the concerns that 
prompted Progressive-era legal reformers to develop the public utility concept 
illuminate how democracies should regulate Facebook and Google. You could 
describe my approach as “sector-specific regulation” that applies to firms with 
“strategic democratic status” (SDS) and the motivating argument would still 
obtain, because it focuses on the nature of the infrastructural power that 
democratic utilities exercise. Like mine, Furman’s proposals recognize that 
there are some corporations whose position in digital markets is not likely to 
change anytime soon and that the power of those corporations should be sub-
ject to a distinct set of regulatory obligations.38

The difference is that Furman’s rules aim to protect competition, whereas 
mine aim to support the flourishing of democracy. This is the point pressed 
by the democratic utility approach. While the idea that economic competition 
itself protects political liberty has historically been among the most potent 
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arguments for antitrust reform and enforcement, the democratic utility ap-
proach insists that the obligations and structures of governance imposed on 
Facebook and Google should aim to do more than simply protect economic 
competition.39

Insofar and for as long as Facebook and Google exercise an infrastructural 
power that shapes conditions of collective self-government, Facebook and 
Google should design machine learning systems to protect the public interest, 
promote exposure to a diversity of sources of information ideas, and forge 
shared experience and civic information architectures. In the age of data-
driven capitalism, we should regulate Facebook and Google as democratic 
utilities and we should require Facebook and Google to respect pro-
competition rules. The democratic utility approach is not opposed to competi-
tion policy; it simply holds that competition policy is not sufficient. If propo-
nents of competition policy insist on an insoluble tension between these two 
approaches, we should remember that democracy comes before capitalism, 
not the other way around.

Practice

Anticorruption, diversity, and shared experience are not meant to be definitive 
statements of the principles that characterize a healthy public sphere. I have 
chosen these principles in order to illustrate the vital importance of focusing 
on the connections between political values and choices in machine learning 
if we are to regulate Facebook and Google to support the flourishing of de-
mocracy. As a US senator, you understand that contests over political values 
and how best to express them in technical systems are part of what it means to 
live in a flourishing democracy. What you therefore seek is an approach to 
regulating Facebook and Google that institutionalizes the asking and answer-
ing of the right questions—those being questions that force different actors 
to articulate what they believe a healthy public sphere looks like and how they 
will design machine learning systems to support it. You want regulatory struc-
tures that embed processes of experimentation and collective learning about 
different duties and obligations and different ways of designing technical sys-
tems to advance them.

This section explores how we might do this in practice. I argue for two shifts 
in how we think about regulating Facebook and Google. The first is a shift from 
technical explanations to institutional justifications. Facebook and Google 
should be required to justify the concrete choices they make in designing their 
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machine learning systems, not to provide technical explanations of the inner 
logic of those systems, as required by many regulatory approaches focused on 
privacy. The second is a shift from technocratic to participatory decision-
making. To ensure that Facebook and Google build infrastructural machine 
learning systems to advance shared goals, the right actors must be in the room, 
including civil society groups and public bodies with relevant experience and 
expertise. I argue that we should create a new regulator, the AI Platforms 
Agency (APA), to support this shift to participatory decision-making by de-
veloping mechanisms of empowered participatory governance.

Accountability

We need to start with institutional structures that enable elected representa-
tives, citizens, and regulators to evaluate whether Facebook’s and Google’s 
machine learning systems advance shared goals, such as the principles of an-
ticorruption, diversity, and shared experience. Exploring how to achieve this 
returns us to one of this book’s central themes: the gaps in experience, ac-
countability, and language.

Recall when I asked you in chapter 5 to imagine that you were a Facebook 
engineer who wanted to change the newsfeed ranking system by introducing 
the toxicity model. After you ran experiments to determine the content that 
different people tended to find toxic, and then hired people to label thousands 
of pieces of content, you used A/B tests to evaluate how the model would af-
fect newsfeed’s top-line metrics; finally, you presented your findings to prod-
uct managers, policy teams, and vice presidents. These higher-ups held a 
thirty-minute meeting to review your evidence, evaluate alternative ways of 
designing the model, and decide whether to give the green light or send your 
team back to the drawing board.

To whom does Facebook owe a justification about how it has designed this 
machine learning model? And how should Facebook offer that justification? 
What information should Facebook provide to citizens, representatives, and 
regulators? Imagine a journalist asking your boss, the vice president respon-
sible for the toxicity model, how it was built. There is a good chance that your 
boss will know little about the model, because they lack your engineering ex-
perience or the time to understand it. A journalist might listen to the vice 
president’s generalities—“it gives people more of what they want to see”—and 
be none the wiser about whether the model advances the principles of diver-
sity and shared experience. This is the experience gap: the journalists skilled 
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in making judgments about how information should be distributed in the 
public interest are not the ones who make choices about the design of machine 
learning models that distribute information in the public sphere. And it is also 
the accountability gap: the vice president responsible for the effects of a model 
does not understand how the engineer designed it.

This raises a problem about how to structure accountability. How can we 
ensure that the vice president’s uninformed answers actually reflect technical 
choices made in machine learning? If the vice president does understand those 
technical choices, how can we ensure that the vice president explains them in 
ways that actually inform journalists, citizens, and regulators, many of whom 
do not speak the language of computer science? How should Facebook and 
Google be held accountable for ensuring that they design their systems to 
sustain a healthy public sphere and information ecosystem?

justification >  expl anation

Many scholars of privacy law have argued that accountability requires Face-
book and Google to provide technical explanations of the inner logic of their 
machine learning models. Because machine learning models are often nonlin-
ear, nonmonotonic, and discontinuous and use large numbers of inputs, it can 
be extremely hard to understand why a model produces a particular predic-
tion.40 They argue that inscrutability blocks accountability, because citizens’ 
lives are shaped by the predictions of models whose logic they cannot under-
stand, and so Facebook and Google should be required to explain the inner 
logic of their machine learning systems.41

The thought underpinning this idea is simple. Accountability requires 
that citizens justify to one another how the technologies they build affect 
their common life. Accountability is part of how citizens authorize the com-
plex decision-making procedures to which they are subject. Because the 
systems built by Facebook and Google have become part of the infrastruc-
ture of the digital public sphere, these companies should be required to jus-
tify to citizens and representatives how they design these systems to advance 
shared goals. On this view, whoever designs a machine learning model must 
explain how the model works in order to justify the model to those whose 
lives it shapes. Accountability requires justification, and justification re-
quires explanation.42

To probe this reasoning, consider an example. Suppose a woman is in-
volved in a car crash that leaves her paralyzed from the waist down. After she 
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wakes up in the hospital, she asks: “Why did I crash?” Ford, the company that 
made her car and serviced it a few weeks earlier, sends a crash investigator, who 
leaves a report by her bed. It explains: “The velocity of your car produced a 
centrifugal force on the wheel hub, which gradually produced a rotating mo-
tion on the wheel stud, which, in turn, loosened the front left wheel from the 
chassis. The resulting force made your vehicle swerve to the left. The particles of 
the central barrier then came into contact with the polymers on the left side 
of the vehicle, breaking the molecular structure of the polymer on the driver’s 
side, and rapidly reducing the speed of your vehicle to a halt. The rapid reduc-
tion and speed caused the bones in your upper spine to crack, resulting in the 
injuries you have today.”

This explanation is clearly unsatisfactory. Although it might be accurate, 
answering the victim’s question with an account of microphysics is beside the 
point. It is an explanation at the wrong level. What the victim wants to know 
is why her wheel came off. She wants Ford to justify why her wheel came off 
even though its mechanics serviced the vehicle the previous month. Ford’s 
account of the microphysics of the car crash not only misunderstands what 
the victim wants to know but evades institutional responsibility by failing to 
justify what happened.

To those subject to the predictions of Facebook’s and Google’s machine 
learning models, offering explanations of their inner logic is a little like offering 
an account of the microphysics of a car crash to the victim of that crash. The 
right form of explanation can be crucial to the giving and receiving of justifica-
tions, but the wrong form can undermine it. The demand for technical expla-
nations of Facebook’s and Google’s systems conceives of explanation at the 
wrong level—and more precisely, at a level not relevant to justification and 
therefore to accountability. We should not adopt technical solutions to expla-
nation without thinking through what is required to structure accountability 
over time.

Two shifts in focus from technical explanations are implied here. First, to 
clarify what is being justified, the focus should be on how Facebook and 
Google design and use machine learning systems, not on the technical details 
of those systems. What matters is not how their systems work but why they 
work as they do. Second, to whom the justification is offered should be shifted: 
Facebook and Google should justify their choices about those systems not to 
individual citizens but to empowered regulators. Less emphasis should be 
placed on the rights of isolated individuals who are expected to understand 
complicated technical models and more on how to structure institutional 
accountability.
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what should be justified?

As I have argued throughout this book, machine learning is a process that in-
volves concrete choices made by humans. The focus on whether and how to 
provide technical explanations of a machine learning model obscures the prior 
question: How did the machine learning model come to be designed this way? 
That is a question about the justification of institutional choices that is both 
prior to and more significant than the question of how the model works. In 
these choices lie trade-offs about discrimination and fairness, who wins and 
who loses, the values built into a model, and the concepts it approximates, 
along with a host of other normative and epistemological assumptions, some 
of which we have explored with the toxicity example.

Shared goals like the principles of anticorruption, diversity, and shared ex-
perience should serve as yardsticks against which to evaluate the specific de-
sign choices I identified in chapter 5. First, Facebook and Google should be 
required to justify the top-line metrics that their ranking systems are built to 
optimize or the target variable that individual machine learning models are 
trained to predict. The choice of top-line metrics or target variables embeds 
important moral and political choices that profoundly shape the interests and 
values advanced by machine learning systems. Second, Facebook and Google 
should justify the concepts that machine learning systems approximate and 
the guidelines that shape how those concepts are interpreted and applied, such 
as toxicity, hate speech, and trustworthiness. Third, Facebook and Google 
should provide summary statistics about the training data sets they have as-
sembled to train machine learning systems.43

These choices shape the systems that Facebook and Google build. For citi-
zens, civil society groups, and regulators to evaluate whether these systems are 
advancing a healthy public sphere and civic information architecture, the com-
panies’ concrete choices must be identified, surfaced, explained, and evaluated 
against shared goals. Explanations conducive to accountability would illumi-
nate Facebook’s and Google’s choices about top-line metrics and target vari-
ables, concepts and guidelines, and training data, because these are the choices 
through which Facebook and Google exercise infrastructural power.

to whom should justifications be offered?

If our goal is to regulate Facebook and Google to support the conditions of 
collective self-government, their justifications must be offered not to isolated 
individuals but to empowered regulators. Like most concerns about machine 
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learning, justifications can be evaluated only with an aggregate analysis of the 
impact of machine learning systems. To structure the kind of accountability that 
supports experimentation and reflection, Facebook and Google should justify 
their choices about the design of their machine learning systems to an empow-
ered, well-resourced regulator that can execute this aggregate analysis.

We should separate two distinct sets of justificatory requirements. Those 
in the first set are designed to empower citizens by ensuring that democratic 
utilities explain the processes and principles they use to make choices in the 
design of important machine learning systems. Facebook and Google could 
relatively easily outline the basic principles that underpin the design of their 
newsfeed and search systems—such as their top-line metrics, concepts and 
guidelines, and summary statistics about training data—as well as provide 
aggregate information summarizing what kinds of content or websites are 
being shown to whom, which could be examined by technologists, academics, 
journalists, policy experts, and the broader public. The complexity of machine 
learning is not an excuse for failing to provide basic information that illumi-
nates what machine learning systems are designed to do.

The second set of justificatory requirements would be aimed at a well-
resourced regulator, such as the AI Platforms Agency, which would be empow-
ered to obtain the information needed to make judgments about whether 
Facebook’s and Google’s design choices are in practice advancing shared goals. 
They could request technical information, including the data sets used to train 
machine learning models, top-line metrics and target variables, and the inputs 
they use, and require that Facebook and Google provide information to aca-
demic and civil society researchers. As the legal scholar Margot Kaminski ar-
gues, rather than “arguing over” the “instrumental value of individual notice, 
or publicly releasing source code,” we should structure “accountability across 
a firm’s decision-making, over time.”44

beyond privacy

To structure the accountability of democratic utilities we must focus on prin-
cipled justifications of design choices in machine learning, not technical 
explanations of the inner logic of machine learning models. An institutional 
approach to establishing and structuring accountability must move beyond 
the framework of personal privacy.

Consider an example. Facebook’s “Why Am I Seeing This?” tool, known 
as WAIST, promises to explain to individuals why newsfeed displays a par
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ticular piece of content. When someone clicks on the tool, they see explana-
tions like: “You are friends with the person who produced this post” or “You 
are in your 30s” or “You have liked posts similar to this one in the past.” To 
the question “Why am I seeing this?” the tool answers, “Because you are 
friends with the person who produced this post, you are in your 30s, and you 
have liked similar posts.”

That explanation may be true, but it is beside the point. Citizens want to 
know why Facebook built newsfeed the way it did, not what categories are 
relevant to why they saw an individual post. Why is newsfeed’s top-line met-
ric meaningful social interactions, and how is MSI defined? What kind of 
content would a user see if Facebook chose a different top-line metric? What 
are the concepts that newsfeed’s machine learning models invoke in the mod-
eration of public debate? How are those concepts defined? On what informa-
tion are those models trained? According to what guidelines? The kind of 
explanation required to justify newsfeed’s ranking system focuses on choices 
and principles, not on technical explanations of the inner logic of its machine 
learning models.45

Tools like WAIST allow Facebook to claim that it has justified the design 
of newsfeed. The focus on technical explanations suits Facebook, because it 
distracts from prior, more fundamental choices about the values and interests 
advanced by its design of its newsfeed system, which draw attention to Face-
book’s pervasive infrastructural power. The danger is that many citizens will 
react to WAIST’s explanations by no longer feeling any need to press for an-
swers to the harder, more fundamental question of why newsfeed was built 
the way it was. Technical explanations can distract from institutional justifica-
tions. Knowing how a machine learning model works is not itself a check on 
the power of those who decide how it works. Algorithmic explanation does 
not constitute institutional justification.

The widespread focus on technical explanations has been driven by an un-
critical bent toward transparency, which is thought to matter because to see is 
to know, and knowledge is power, as if the provision of information inexorably 
fosters effective oversight. On this view, technical explanations of machine 
learning models provide information that individuals can use to challenge the 
power of those who designed those models. This assumption is a mistake. 
Transparency is a means, not an end in itself, an instrumental good that has 
value if and when it furthers accountability. As the conditions in which trans-
parency furthers accountability are more limited than is often supposed, the 
drive toward transparency often produces regulatory regimes that fail to 
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achieve accountability over time. If technical explanations deflect from the 
need for institutional justification, the uncritical bent toward transparency 
suits Facebook and Google.46

Transparency is valuable insofar as it furthers the aim of accountability, but 
it must be put in its place. Transparency may be necessary for some forms of 
accountability, but it neither constitutes nor is sufficient for accountability. 
The same goes for individual explanations of the logic of machine learning 
systems. They are valuable if and when they enable institutions to justify those 
systems to individuals and regulators. Accountability requires justification, 
and justification requires explanation. The form of each should determine the 
form of the other.47

The focus on transparency stems from the origins of many proposals for 
regulating Facebook and Google in privacy law. The idea is that if knowledge 
is power, and to see is to know, transparency ensures that individuals can see 
institutions, and privacy ensures that institutions cannot see individuals. 
Transparency checks the power of institutions, and privacy protects the power 
of individuals. Scholars who cut their teeth as privacy lawyers have trans-
planted their tendency to reach for transparency to address a wide range of ills 
in debates about how to regulate Facebook and Google.48

We cannot let the limits of the privacy debate influence how we structure 
accountability in the regulation of Facebook and Google. The privacy debate 
has been hemmed in by its focus on individual consent, a concept that has 
proved to be a mirage, both in theory and in practice. As a result, that debate 
has overlooked more fundamental challenges about how to structure account-
ability over the exercise of institutional power. The danger is that individual 
“understanding” of a machine learning model takes the role that individual 
“consent” is supposed to play in securing institutional accountability. Indi-
vidual understanding may be just as much of an illusion as individual consent. 
If individual-understanding-of-machine-learning-models becomes the new 
individual-consent-to-the-use-of-personal-data, we should expect a wholesale 
failure to hold Facebook and Google to account.49

Institutional justification, not algorithmic explanation, is essential to the 
accountability constitutive of collective self-government. The technical expla-
nation of machine learning models is never sufficient for, is often unnecessary 
to, and sometimes actively distracts from the structuring of accountability to 
citizens, administrative officials, and elected representatives. Holding the goal 
of supporting the flourishing of democracy at the front of our minds requires 
a laserlike focus on points of choice in the face of apparent technical inevitabil-
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ity. Facebook and Google must be required to justify the choices they made 
in building infrastructural machine learning systems, and we must not be dis-
tracted by whizzy technical explanations of how those systems work.

Democratic Experimentalism

The approach I have described would transform the governance of Facebook 
and Google. Both companies would be required to justify to a well-resourced 
regulator the concrete choices made in the design of infrastructural ranking 
systems against the yardstick of shared goals, such as the principles of anticor-
ruption, diversity, and shared experience. But to structure processes of deliber-
ate experimentation and reflection about how best to design these systems to 
advance shared goals, we need to answer a further question: Who should make 
judgments about whether Facebook’s and Google’s systems are being satisfac-
torily designed to advance shared goals? We must shift away from technocratic 
forms of decision-making toward mechanisms of empowered participatory 
governance.

By starting with the creation of a regulator with the technical skills to un-
derstand and evaluate how Facebook and Google build machine learning 
systems—what I have proposed calling the AI Platforms Agency—we can 
establish an institutional home for the skill of bridging the language and expe-
rience gaps to surface the political values involved in machine learning. Rather 
than dwell on the details of this regulator, I want to explore one of the vital 
things that a regulator like an APA could do: structure innovative mechanisms 
of empowered participation that involve civil society groups and public bodies 
with relevant knowledge and expertise, alongside citizens, in the design and 
evaluation of Facebook’s and Google’s systems. I explore how citizen assem-
blies involving legislators and regulators could be used to devise the obliga-
tions to which Facebook and Google are subject; how mini-publics involving 
public bodies like the National Archives or the FCC and civil society groups 
could be used to scrutinize choices about the design of particular machine 
learning systems; and how citizen juries could be used to decide whether those 
systems are in practice advancing shared obligations.50

Here my proposals differ sharply from conventional approaches to regulat-
ing Facebook and Google. If our goal is to support the conditions of collective 
self-government, the structures of governance we establish should empower 
citizens, regulators, elected representatives, and civil society to co-design the 
infrastructure of the public sphere and co-create the obligations against which 
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that infrastructure is evaluated. As a recent report explained, “Although how 
people use social media and other digital platforms has negatively affected the 
practice of democratic citizenship, we can redesign these platforms and their 
uses to support, rather than erode, our constitutional democracy and sense of 
common purpose.” By intentionally experimenting with innovative mecha-
nisms of deliberative democracy to design the infrastructure of the digital 
public sphere, we can reorient and restructure Facebook and Google to sup-
port the flourishing of democracy.51

This approach would constitute a radical experiment in democratic and 
administrative reform as it builds mechanisms of empowered participation 
into the governance of corporations that exercise the distinctive kind of in-
frastructural power I have explored. It would ensure that the administrative 
structures created to regulate Facebook and Google do not “create veils of 
legitimacy that . . . ​dampen the critical and participatory energies of the pub-
lic . . . ​thwarting citizen control rather than enhancing it.” The regulation of 
Facebook and Google should enhance, not diminish, collective action and 
democratic power.52

Two decades of research and experiments in deliberative democracy have 
developed myriad innovative structures for enhancing participation and de-
liberation. This research has found that people are social problem-solvers who 
reason in groups. When people know that deliberation will result in decisions 
with real stakes, they are remarkably willing to deliberate, especially those 
“turned off by standard partisan and interest group politics.” Providing reasons 
and listening respectfully have been shown to reinforce each other. Delibera-
tion may slow things down, but it may also generate sustainable solutions to 
common problems by injecting sites of listening into political and regulatory 
processes. Introducing mechanisms of empowered participation would make 
the structures through which Facebook and Google are governed more par-
ticipatory and more responsive, part of a wider strategy of democratic reform 
“that puts the citizen at the center.”53

These mechanisms are very different from self-imposed corporate gover-
nance tools like Facebook’s Oversight Board. First, they would be structured 
by an accountable public regulator, the APA, rather than being at the whim of 
shareholders and CEOs like Mark Zuckerberg. Second, and crucially, they 
would have jurisdiction over the design and evaluation of machine learning 
systems, including Facebook’s newsfeed and integrity systems and Google’s 
search, not just individual content moderation decisions. As I have argued, 
unless governance tools like Facebook’s Oversight Board have jurisdiction 
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over the design of machine learning systems, rather than just individual con-
tent moderation decisions, they are little more than a distraction.54

Three mechanisms of empowered participation could be used in the gov-
ernance of Facebook and Google to broaden the kinds of actors involved in 
the different decisions involved in the design and evaluation of different ma-
chine learning systems.

First, because citizen assemblies are most effective when they address com-
plex matters of considerable public importance, citizen assemblies would be well 
suited to devising and developing the broad obligations imposed on Facebook 
and Google. These assemblies could include elected representatives deliberat-
ing alongside experts from regulatory bodies and then submitting recommen-
dations. For instance, to develop the obligations guiding the design of Google’s 
search ranking system, the APA could invite public bodies like the National 
Archives and the American Library Association to periodically examine how 
effectively particular obligations are ensuring that the search ranking system 
is advancing the principles of anticorruption, diversity, and shared experience, 
and these bodies could update those obligations if necessary. As diverse actors 
with different perspectives co-create the goals that infrastructural search rank-
ing systems are required to advance, they would be building legitimacy and 
widening participation.55

Second, mini-publics could be used to scrutinize the actual design of Face-
book’s and Google’s machine learning systems; by providing a forum for gath-
ering information and synthesizing evidence, they could serve as an effective 
tool to connect corporate decisionmakers with the concerns of civil society 
actors, experts, and citizens. As a forum for contestation and the scrutiny of 
experts, a mini-public brings diverse perspectives to the otherwise technical 
domains of building and evaluating infrastructural machine learning systems, 
and these different perspectives can inform and widen public deliberation.56 
The APA could convene monthly mini-publics that bring together the FTC, 
the FCC, and civil society bodies like Upturn and the American Civil Liberties 
Union to examine major updates to Facebook’s newsfeed system. When Face-
book announces significant updates to its integrity system—for instance, if 
they were to introduce the toxicity model we have explored—the APA could 
convene a mini-public to examine the design principles that underpin the 
model and evaluate evidence about its likely impact. The mini-public’s delib-
erations would broaden the information base that Facebook uses to design its 
core machine learning systems, producing better decisions as well as greater 
legitimacy.57
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Third, citizen juries could be used to make controversial decisions about 
individual cases, whether they involve particular machine learning systems or 
individual content moderation decisions. Citizen juries build legitimacy for 
their judgments and educate citizens by empowering them to participate in 
decisions about important issues of public concern. This function is critical 
because citizens’ “capacities to deliberate and make public decisions atrophy 
when left unused, and participation in these experiments exercises those ca-
pacities more intensely than conventional democratic channels,” enabling 
citizens “to develop and deploy their pragmatic political capabilities.” The APA 
could use citizen juries to make high-stakes individual decisions, like whether 
to ban President Trump from Facebook, whether to demote Dan Savage’s 
spreadingsantorum​.com site, or how to respond to egregious search results or 
hate groups operating on Facebook and Google. Citizen juries could also be 
used for visible binary decisions, such as whether Facebook should be allowed 
to deploy a model that moderates public debate using personalized predic-
tions about toxicity.58

What motivates these reforms is the urgent need for democratic reform and 
experimentation. As modern states have become larger and more diverse and 
the problems they face more complex, the institutions of nineteenth-century 
representative democracy have become increasingly distanced from the ideals 
that animate democracy: the active involvement of the citizenry, collective 
action and decision-making, and public debate on issues of common concern. 
To combat the “erosion of democratic vitality” and the “withering of democ-
racy,” we may need to embrace radical experiments in the design of political 
and administrative institutions.59

By exploring different ways of organizing decision-making in corporations 
and the administrative state, my approach aims to encourage the kind of insti-
tutional experimentation that can reinvigorate democracy. Being more granu-
lar about the machine learning systems built by Facebook and Google opens 
up possibilities for using mechanisms of empowered participation to involve 
civil society groups and public bodies in making different kinds of decisions 
about the design and evaluation of these systems. We should not sap the en-
ergy from these experiments by overengineering them, handing too much 
control to experts, using complicated polls, or restricting the decisions that 
participants can make. Doing so would undermine their purpose—they are 
experiments, after all. The point is to do them, to see what works and what 
doesn’t, and to learn.
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Regulating Facebook and Google is an opportunity to recover the lost art 
of institutional design and experimentation. As the classicist Josiah Ober ar-
gues, “An enhanced capacity for institutional innovation in the face of . . . ​
change is a central feature of ” resilient democracies; “the capacity for institu-
tional innovation is promoted by growing sophistication and sustained diver-
sity of participants, whilst sophistication and diversity are, in turn, promoted 
by well-designed institutions.” We will sometimes be uneasy as we embrace 
experimentalism, or even frightened. But we must embrace the uncertainty of 
democratic reform, which, after all, is what democracy is all about. We must 
forge our future by taking a leap in the dark, together—the very opposite of 
prediction.60
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Conclusion

Above all come together. You are ruined without resource if you remain 
divided. And why would you be divided when such great common interests 
unite you? . . . ​In a word, it is less a question of deliberation here than of 
concord; the choice of which course you will take is not the greatest 
question: were it bad in itself, take it all together; by that alone it will become 
the best, and you will always do what needs to be done provided that you do 
so in concert.1

—je a n-jacqu e s rousse au,  
l et t er s w r it t e n from t h e mou n ta i n  (1764)

At the bottom of all the tributes paid to democracy is the little man, walking 
into the little booth, with a little pencil, making a little cross on a little bit of 
paper—no amount of rhetoric or voluminous discussion can possibly 
diminish the overwhelming importance of that point.2

—w inston chu rchi ll (194 4)

hackathons—marathons of hacking—bring together a group of tech-
nologists to solve a problem or develop an idea. Facebook’s Like button and 
its messaging tool were created at hackathons, as was GroupMe, a messaging 
app acquired by Skype for $50 million. Another spawned TrumpScript, a 
now-discontinued programming script that emulated Trump’s language and 
forbade the use of fractions or decimals because “America never does any-
thing halfway.”3

In 2017, The Fourth Group hosted a hackathon with an unusual aim: auto-
mating politicians. The team that won, Civic Triage, created a chat bot that 
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would replace weekly surgeries, when British MPs meet their constituents, by 
offering an automated, continuous messaging service to listen to constituents’ 
concerns and direct them toward relevant services.4

Technologists have also begun to apply machine learning to politics. The US 
company Kimera aims to build “artificial general intelligence”: all-knowing, 
general-purpose systems that, instead of learning to predict a well-defined tar-
get variable, aspire to perform every cognitive task as well as humans. In prac-
tice, artificial general intelligence remains elusive, even delusional, a subject 
more for journalists and corporate PR than computer scientists. But our fasci-
nation with these systems, and their possible applications to politics, is reveal-
ing. Mounir Shita, Kimera’s CEO, is working on a system called Nigel that will 
“assist you in political discussions and elections [by] figuring out your goals 
and what reality looks like to you . . . ​assimilating paths to the future to reach 
your goals . . . ​constantly trying to push you in the right direction.”5

By learning to predict your political views, Nigel aims to tell you how to 
vote. Nigel “might push you to change your views, if things don’t add up in the 
algorithm, [but] the whole purpose of Nigel is to figure out who you are. . . . ​
If you are a racist, Nigel will become a racist. If you are a left-leaning liberal, 
Nigel will become a left-leaning liberal. There is no political conspiracy behind 
this.” Another technologist, Thomas Frey, is building AI systems that learn 
which voters tend to pick candidates who “are good looking and make us feel 
better” and which tend to vote for “elected officials who make the best deci-
sions,” so that we can “add more value to the votes of those who are better 
informed, better educated or more involved.”6

Many hope that AI might correct democracy’s worst vices. If democracy’s 
problem is disinformation and demagoguery, AI promises rationalism and con-
sistency; after all, it’s “hard to brainwash an AI.” For others, like César Hidalgo, 
director of the Collective Learning group at MIT’s Media Lab, democracy’s 
problem is its “user interface.” Politicians are meant to “aggregate the views and 
needs of constituents,” but in practice, politics is “filled with compromises.” 
Ideally, we would vote on everything ourselves, but in practice, citizens have a 
“cognitive bandwidth problem.” To get around this, Hidalgo suggests, we 
should automate voting. Each voter would have a digital delegate, their very 
own political avatar, that would gather information about their needs, views, 
and opinions. To start with, these avatars could vote on laws proposed by real 
politicians and get feedback from citizens on how they voted. If this worked, 
“an algorithm could be developed” to “write laws that would get a certain per-
centage of approval,” creating “a world in which direct democracy and software 
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agents are a viable form of participation.” An automated Congress or Parliament 
would have as many legislators as citizens.7

These proposals might seem far-fetched, but there is nothing inevitable 
about how we do democracy today. There are numerous ways of institutional-
izing the ideals of political equality and collective self-government. Across the 
history of democracy, how we select those who rule us has changed consider-
ably. Ancient Athenians selected officeholders by lottery, and when America 
was founded, elections were considered an aristocratic constraint on an un-
predictable demos, not the essence of democracy. How we vote has changed 
too. A century ago, few democracies had secret ballots; now, as postal and 
online voting become more common, we are moving ever closer to holding 
elections in the privacy of our homes. Democracy changes more often, and 
more radically, than we might imagine.

The representative element of modern democracy was deliberately de-
signed to curtail the demos because, for most of democracy’s history, political 
elites have not really trusted the majoritarian judgments of citizens. For James 
Madison, the purpose of legislatures was to refine and enlarge citizens’ views 
“by passing them through the medium of a chosen body of citizens,” not to 
give people a voice but to speak in their stead. Similarly, much of twentieth-
century social science focused on the apparent stupidity and irrationality of 
voters. Joseph Schumpeter, the Austrian-born American economist, argued 
that, “if results that prove in the long run satisfactory to the people at large are 
made the test of government for the people, then government by the people . . . ​
would often fail to meet it.” For the political scientist William Meyer, “the 
wants and desires of the common man are inextricably out of line with what 
he really needs and ought to have.” More recently, Christopher Achen and 
Larry Bartels have argued that voters do not have coherent preferences, pay 
little attention to politics, and generally vote for strange and often contradic-
tory reasons. “Election outcomes,” they write, “turn out to be largely random 
events from the viewpoint of contemporary democratic theory.” Democracy 
is a world in which “unexpected events . . . ​insufficient information, hurried 
and audacious choices, confusions about motives and interests, plasticity and 
even identification of political identities, as well as the talents of specific indi-
viduals . . . ​are frequently decisive in determining the outcomes.”8

Given that democracy is so rubbish, it should be no surprise that so many 
seem to want to automate it. If machine learning can eliminate prejudice and 
arbitrariness from the decisions of judges, why not the decisions of voters too? 
Surely democracy free from disinformation and demagoguery would be better 
democracy? Why is rule by prediction such a terrible idea?
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There are some obvious answers. For one thing, predictive tools make 
mistakes. Voting is hard to predict because narratives and stories matter in 
politics. For another, individualized predictions overlook the collective char-
acter of voting: it’s not just about predicting how one person votes in isolation, 
but about how citizens vote as a collective. The most troubling aspect of these 
proposals, however, is their attitude to freedom: what it means to make free 
choices as a community of self-governing political equals.

Hidalgo’s proposal makes democracy itself an exercise in performative 
prediction. To have a legislature of political avatars that vote on bills written 
using predictions about what bills will pass would be to have citizens’ votes 
determined by patterns of behavior and the writing of laws determined by 
predictions about how citizens will vote. Predictions about citizens’ votes 
themselves would shape what citizens vote on. Predictions about how citizens 
will vote would come true, not because they capture what citizens want their 
future to look like, or because they capture any judgment about what their future 
should look like, but because those predictions themselves have shaped the bills 
that citizens get to vote on. Using prediction to automate democracy misunder-
stands the nature of both prediction and democracy. By taking the relation-
ship between them to an extreme, these proposals can teach us something 
about both.

Democracy in the Age of AI

Let’s start with prediction. At first glance, prediction seems oriented toward 
the future. The word itself comes from the Latin praedicere, which means “to 
foretell” or “to give notice,” to declare something before it happens. Prediction 
is the power of foreknowledge, the capacity to use knowledge of the future to 
make decisions that shape it.

Yet, as I have argued in this book, prediction is more about the past than 
the future. By predicting the risk of a child suffering abuse and neglect, 
AFST revealed persistent patterns of racial and socioeconomic inequality in 
the provision of welfare services in Allegheny County, Pennsylvania. By pre-
dicting the probability that Facebook users will click on ads for different 
jobs, p(click) reproduced enduring inequalities of race and gender in the US 
labor market. By using hyperlinks to predict the relevance of websites in 
search, Google’s search reinforced the dominance of websites that were al-
ready dominant. We imbue machine learning models with an almost mythi-
cal power to predict the future, but we all too easily forget that they learn 
from the past.
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Performativity is often the mechanism through which predictions shape 
the future. Because police officers record a higher proportion of crimes in the 
neighborhoods they are sent to, predictive policing tools effect the outcomes 
they predict. Because people are more likely to click on content or websites at 
the top of their newsfeed or search results, Facebook’s and Google’s ranking 
systems make predictions about engagement come true. Performativity can 
change people’s behavior. Police officers who begin to feel suspicious toward 
residents of high-risk neighborhoods, or toward residents who act out when 
unfairly surveilled, are subject to prediction’s performative power. So are 
people who read left-wing news websites that Google predicts they want to 
read, or people who engage with toxic content that Facebook predicts they 
want to engage with. Instead of offering knowledge of the future, prediction 
often traps us in the past.

And that’s the thing: prediction can only be based on the past. As recounted 
in chapter 1, I grab my coat when there are dark and ominous clouds because 
when there have been dark and ominous clouds in the past, it has tended to 
rain. The reason I stocked up on gas when the United States declared war on 
Iraq is that when the United States has gone to war with oil-producing states 
in the past, the price of oil has tended to go up. AFST is useful only if the 
characteristics of parents who have abused or neglected their children in the 
past are similar to the characteristics of parents who will abuse or neglect their 
children in the future. Facebook’s toxicity model is useful only if similar kinds 
of people tend to find similar kinds of content toxic over time. Data that sup-
port valid statistical inference must not only be a representative sample of the 
population but capture a past world that is roughly like the future. For the 
predictions of machine learning models to be useful, the future cannot be too 
different; otherwise, training data provide no information about the future. 
To the extent that the future is radically different from the past, prediction is 
a poor guide to the future.

In the realm of decision-making, the assumption that the future will look 
like the past is not neutral, for it bakes in a set of moral and political judgments. 
Performative prediction illustrates that making decisions on the assumption 
that the future will look like the past makes it more likely that the future will 
in fact come to look like the past. Whether in child welfare services, predictive 
policing, or Facebook’s and Google’s ranking systems, I have shown that when 
the past is not neutral—because some social groups have wielded power over 
others, some values have been prioritized, some voices have been unfairly si-
lenced, or some sources of information have been mistakenly overlooked—
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the choice to base decisions on unconstrained predictions cannot be neutral 
either. It is a choice to structure our decisions in ways that project the past into 
the future, and the more decisions we base on prediction, the more of our 
world will come to be shaped by that choice.

That’s the first thing that these proposals get wrong. Aspiring to use predic-
tion to automate democracy forgets that prediction doesn’t just estimate the 
future—it assumes that the future will look like the past. If we delegate too 
many decisions to prediction, we will make the future look like the past.

Freedom is the opposite of prediction. At an individual level, when we 
make choices using our knowledge of the past, we assume that our choices are 
not determined by the past. Human freedom depends on the possibility of 
breaking with the past, sometimes radically. Immanuel Kant was struck by this 
in 1784. After studying data about the marriage patterns of Prussians, Kant 
observed that in “registers of these events in great countries,” choices about 
who to marry seemed to display “as much conformity to the laws of nature as 
the oscillations of the weather,” as if human choices are “as much under the 
control of universal laws of nature as any other physical phenomena.” Kant’s 
political philosophy sought to understand what it means to describe humans 
as free given these apparently inexorable patterns. He argued that freedom is 
not something we can observe but something we must assert, that it is a moral 
standpoint we take when we act as humans. The assertion of human freedom 
is what makes us human.9

Freedom is also the opposite of prediction in a collective sense. Democ-
racy is the exercise of our collective freedom to choose the rules we live by, 
and the exercise of collective freedom also depends on the possibility of 
breaking with the past, sometimes radically. This is what happens in revolu-
tions when people adopt a new constitution and system of government. 
Whereas the metric of prediction is accuracy, the metric of democracy is 
collectively made choices. The collectiveness of the choice is what makes 
the choice legitimate. The authority of a constitution or government flows 
from it being chosen by the people, whether or not it was the best option on 
the table, or it produces the most economic growth, or it expresses the best 
moral principle.

And this understanding of the origin of authority points to the second thing 
that these proposals get wrong. They treat democracy as a mechanism for pref-
erence aggregation, a decision rule for accurately approximating the policy 
preferences of a citizenry, whereas in fact democracy is a form of collective 
agency. My point is not to argue against these specific proposals, but to reflect 
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on what these proposals tell us about the meaning of democracy in an age of 
ubiquitous prediction.

Reforming Democracy?

For democracy to flourish in an age of ubiquitous data-driven decision-
making, we must ensure that the institutions we develop to regulate machine 
learning empower us to wrestle with its political character, rather than burying 
it beneath superficially neutral technocratic objectives.

In the first half of the book, I explored the political character of the machine 
learning systems used to distribute benefits and burdens in child welfare agen-
cies, banks, and law enforcement. Using predictions to allocate benefits and 
burdens can compound the social inequalities encoded in data, entrenching 
the obstacles to living and participating as political equals encountered by 
some citizens. The danger is that we will embrace superficially neutral solu-
tions, like mathematical definitions of fairness or nondiscriminatory duties, 
that prohibit institutions from using categories of disadvantage to address 
disadvantage. In our imaginary lawsuit, when p(click) excluded race and gen-
der but compounded inequalities of race and gender, it was found not to be a 
discriminatory practice, but when Facebook sought to use race to deliberately 
address racial inequality, the law prevented it from doing so. Instead, I argued, 
the ideal of political equality should guide the governance of decision-making, 
supporting positive duties to advance equality enforced by regulators rather 
than courts. I described a new AI Equality Act that would institutionalize on-
going consideration of ways to interpret and apply the ideal of political equal-
ity across decision-making systems in different institutions that affect different 
social groups.

In the second half, I explored the political character of the Facebook and 
Google machine learning models used to make decisions about the distribu-
tion of information and ideas. Using predictions to rank ideas and information 
doesn’t simply enable people to access what they want—it shapes what they 
want, corroding the capacity of citizens to exercise their collective freedom to 
debate the ends they wish to pursue. Although competition and privacy law 
may protect consumers from obvious harms, they may also hinder our capac-
ity to debate and experiment with designing infrastructural ranking systems 
that support a healthy public sphere and civic information ecosystem. Instead, 
I argued for a new AI Platforms Agency that would embed mechanisms of 
empowered participatory governance every step of the way in the design and 
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evaluation of Facebook’s and Google’s machine learning systems, supporting 
collective experimentation and learning about designing those systems that 
will best support the flourishing of democracy.

By exploring these two cases alongside each other, my purpose has been to 
show that debates about fairness and nondiscrimination and the regulation of 
Facebook and Google are wrestling with problems that are fundamentally to 
do with democracy. In both cases, regulatory responses that seek to exercise 
state power with purported neutrality would actually ensure that prediction 
entrenches the status quo. Instead of reaching for stable technocratic solutions, 
we should articulate the guiding ideals that capture the characteristics of a 
flourishing democracy and establish institutional structures that will enable 
us to continually ask questions about how to achieve these ideals and that will 
leave open the possibility of changing our answers. By holding the flourishing 
of democracy as my goal, I have imagined different ways of responding to these 
problems that aim to ensure that the governance of institutions that build and 
use predictive tools advances political equality and supports the exercise of 
collective self-government. That is what it means for democracy to push 
against the grip of prediction.

Let me end by drawing out two wider lessons, one straightforward and one 
more challenging. The straightforward lesson is that there is no neutral way to 
make collective choices. To co-create a future that is different from the past we 
must consciously invoke political ideals and ceaselessly debate how to interpret 
and apply them in practice. The exercise of collective power involved in estab-
lishing regulatory structures unavoidably benefits some more than others and 
protects some values while violating others. Just as choices in machine learning 
have this political character, so too do choices about how we govern machine 
learning. To ensure that predictive tools are used to create a different future—a 
more equal future where all have the opportunity to flourish and diversity sup-
ports common purpose—we must intentionally embed the asking of political 
questions in the governance of predictive tools. If data captured a different 
world, then perhaps we could govern predictive tools and the institutions that 
use them by requiring fair and nondiscriminatory decision-making and by pro-
tecting competition and privacy. But that is not our world.

This conclusion suggests the second lesson: embedding the asking of po
litical questions in regulatory structures will require reforming the administra-
tive state and changing how we think about policymaking itself. Instead of 
seeking to identify optimal policy solutions, regulation should structure pro
cesses of experimentation and collective learning in order to support the 
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intentional iteration of policy responses to shared challenges. The aim of regu-
lation is not settled solutions but co-ownership over the process of describing 
a problem and co-creation of imaginative solutions to addressing it. Instead of 
efficiency and optimization, the goal is to secure the foundations of legitimacy 
and to empower a population to work toward solutions in the knowledge that 
they can develop them. If democracy is to flourish in the age of AI, we must 
reform the structure of the administrative state.10

The first step is a renewed appreciation for the political goals of regulation. 
Consider antitrust law. The stated motivation behind recent efforts to reform 
antitrust law is to respond to new challenges: “There is an urgent need to de-
velop a new pro-competition regulatory regime for online platforms . . . ​given 
the fast-moving, complex nature of the markets we have reviewed, and the 
wide-ranging, self-reinforcing problems we have identified,” read one report. 
Such an antitrust regime would be “better suited to the challenges of the Digi-
tal Age,” concluded another.11 Although antitrust law is indeed outdated, it has 
become a blunt tool for regulating Facebook and Google because it has been 
caught in a technocratic mindset in public policy. As the historian Richard 
Hofstadter observed: “Once the United States had an antitrust movement 
without antitrust prosecutions; in our time there have been antitrust prosecu-
tions without an antitrust movement.” We have lost an appreciation that anti-
trust aims “to keep concentrated private power from destroying democratic 
government.”12 As argued by Senator John Sherman—after whom the Sher-
man Act is named—regulation “constitute[s] an important means of achieving 
freedom from corruption and maintaining freedom of independent thinking, 
political life, a treasured cornerstone of democratic government.”13

The goal of the two regulatory approaches I have described is not to iden-
tify optimal policy solutions, but to advance political equality and support the 
conditions of collective self-government. Achieving these ends will require us 
to approach regulation not as a static set of rules but as a tool for continuously 
structuring and restructuring the organization of power in social, economic, 
and political institutions in ways that support the flourishing of democracy.14 
As the philosopher Alain de Benoist writes:

It is one thing to surround oneself with technicians and experts, and quite 
another to charge these people with identifying the objectives to be pur-
sued. To wish to put the government into the hands of “experts” is to forget 
the act that the judgment of experts must itself be reassessed and re-
evaluated, as political decision-making implies both conflicts of interest and 
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a number of possible choices. Now, our age, which has previously bowed 
to the myth of decision-making via “technical knowledge,” is increasingly 
forgetful of all this. An acceptance of the operative role of experts may thus 
quickly lead to the legitimatising of technocracy. Under the pretext that the 
increasing complexity of public affairs makes politics necessarily dependent 
upon “those who know,” the people are being stripped of their sovereignty, 
while the very notion of politics goes up in smoke.15

Or as Ian Shapiro articulates the challenge: “We all have an interest in our deci-
sions being informed by the best available knowledge. But we should not suc-
cumb to the illusion that technical expertise can displace politics or render it 
redundant. This is not so much because experts usually know less than they 
claim or believe, though this is often true. It is because technical knowledge is 
never neutral in its applications.”16

My exploration of the politics of machine learning makes this clear. Pre-
cisely because technical choices involve the exercise of power, if we are to 
govern predictive tools to ensure that they support, rather than corrode, 
democratic ideals, we must acknowledge and intentionally structure regula-
tion to keep its political goals alive. What matters is not which particular values 
or interests predictive tools prioritize at any given moment, but the processes 
and mechanisms of governance used to surface and interrogate those values 
and interests over time. Institutionalizing continuous processes of experimen-
tation, reflection, and revision will force us to ask how best to advance political 
equality and support the conditions of collective self-government over time. 
As the use of prediction in decision-making becomes ever more common, we 
must embed the active consideration of how best to realize democratic ideals 
in the governance of predictive tools.

That is why democracy cannot be automated. Not even for the most com-
plex function it is possible to imagine is democracy about optimization. It is 
about deciding to make history together. If democracies can summon the po
litical energy, the widespread use of prediction offers the opportunity for 
greater intentionality and openness about the goals of decision-making and 
greater legislative direction to ensure that institutions support the conditions 
of political equality and collective self-government. We must seize this op-
portunity and embed active consideration of democratic ideals in the heart of 
the regulatory state.
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17. Notice that the predictor Ŷ  and the target variable Y have swapped places from defini-
tions focused on errors. The FPR conditions the predictor Ŷ  on the value of the target variable 
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true crime rates, what makes for a good employee, or, in Facebook’s case, the true value of an 
individual seeing an ad. Even though the variables that a model is trained to predict are enor-
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recorded for whites, resulting in the uneven distribution of systematic errors across protected 
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whether the use of machine learning to achieve a legitimate objective is “proportionate” in a 
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“reasonable alternative” stage of disparate impact cases. “Finding an aim that is considered le-
gitimate for the purposes of objective justification is much less difficult than showing that the 
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learning will increasingly hinge on what counts as an “objective justification” of a PCP that is 
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reasons for (c) are complex and multifaceted, but they are irrelevant for establishing prima facie 
indirect discrimination. It is enough that were it not for (a) or (b), the particular disadvantage 
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to the training data and may also require access to the model itself.

36. In the United Kingdom, some might argue that a case like p(click) constitutes a “proxy 
case” of direct discrimination on the grounds that p(click) subjects women to the particular 
disadvantage of the “greater risk” of being shown a job ad with a lower average income than those 
shown to men. Consider Lady Hale’s judgment in Coll: “The question of comparing like with 
like must always be treated with great care—men and women are different from one another in 
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many ways, but that does not mean that the relevant circumstances cannot be the same for the 
purpose of deciding whether one has been treated less favourably than the other. Usually, those 
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on the one hand, the traditional liberal aspiration for neutrality and blindness in the allocation 
of social benefits and burdens; and on the other, the more substantive aspiration for democratic 
citizens to relate to one another as equals, with all the concomitant implications for moderating 
social and economic inequality. If indirect discrimination provides few internal resources to 
guide that reasoning, greater emphasis on proportionality may unearth the “surprising” fragility 
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