


“In a world where the integration of AI is advancing rapidly, AI for 
Peace provides a timely and insightful exploration of the untapped 
potential of AI for promoting peace, countering hate speech, protect-
ing human rights, and addressing climate change. Paige and Branka 
underscore the imperative of developing AI responsibly, highlighting 
the ethical considerations and challenges that must accompany this 
challenging, interdisciplinary, but fascinating journey. As AI evolves, 
so must our awareness and commitment to harnessing it for the 
greater good. This book serves as a compelling call to action for in-
dividuals, data scientists, policymakers, and communities alike to 
embrace AI’s positive role in creating a more peaceful world. I urge 
all readers to delve into its pages and reflect on the profound impli-
cations AI holds for the future of peace.” 

Dr. Eduard Fosch-Villaronga, Ph.D. LL.M M.A. Associate Professor  
and Director of Research at the eLaw Center for Law and Digital Technologies  

at Leiden University (NL)

“AI for Peace provides a nuanced exploration of the intricate rela-
tionship between artificial intelligence and global peace, making 
a compelling case for the responsible use of AI in conflict predic-
tion, human rights, and climate action. Its rigorous analysis not 
only identifies the pitfalls and ethical considerations but also offers 
a roadmap for leveraging AI as a tool for sustaining peace and pro-
moting social good.” 

Dr. Roman V. Yampolskiy, Department of Computer Science  
and Engineering at the University of Louisville

“Artificial intelligence is transforming every aspect of our politics, 
economics, and social affairs. Much like nuclear technologies dur-
ing the post-Second World War era, AI emergence has the potential 
to generate monumental benefits and catastrophic harms. Predict-
ably, concerns are growing over the misuse and weaponization of 
generative and general AI – from the spread of disinformation and 
deepfakes to the deployment of drone swarms and chimeric viruses. 
Yet considerably less attention is devoted to the burgeoning field of 



“peace tech” and the ways in which machine learning, natural lan-
guage processing, and spatial processing can prevent armed conflict 
and build more resilient societies. Paige Arthur and Branka Panic’s 
timely, compact, and highly readable volume – AI for Peace – fills this 
knowledge gap. Arthur and Branka have produced a fascinating over-
view that expertly navigates the intersections of data science, tech-
nology and peacebuilding.

“At the center of AI for Peace is an appeal for ethical AI governance. 
AI frameworks should ensure that technologies are designed and 
deployed to maximize fairness, inclusivity, transparency, security, 
privacy, accountability, as well as “peacefulness.” The authors also 
recommend that humanitarian, development, and peacebuilding or-
ganizations adopt an “ethics in crisis” approach that enables rapid 
and responsible AI deployment to mitigate harms and save lives. AI for 
Peace not only builds the theoretical scaffolding for an innovative new 
discipline, it also offers a powerful roadmap to guide peacebuilding 
practice on the front lines. Arthur and Panic show that while AI can 
amplify hate speech, subvert privacy, and fight wars, it can also im-
prove conflict forecasting, monitor ceasefires, counter disinforma-
tion, and wage peace.” 

Robert Muggah, Founder of SecDev Group and Igarapé Institute

“The authors of this book wrote their introduction in the summer 
of 2023, and examples from the Russo–Ukraine war are found 
throughout the book. By the time I am writing this review in au-
tumn 2023, the Israel–Palestinian conflict has once again flared into 
open warfare with the Hamas atrocities leading to massive Israeli re-
taliation. Of course, as is often the case, the origins of both conflicts 
are far deeper: in Israel including partition in 1947, the Holocaust, 
early 20th century Zionism and post-Roman diaspora; and in Ukraine 
memories of Stalinism, second-World War Nazi-nationalist alliances, 
and Russification in the 18th century. When wounds can take genera-
tions to heal, is there any hope for peace?

“As a mathematician by training, I was struck by the authors’ 
analogy of predicting conflict and predicting cloud formation. Both 



are positive-feedback situations where each small action may result 
in ever-larger consequences, the ‘butterfly-wing’ effect, which inev-
itable leads to extremes and ultimately chaos. Most often, engineers 
do not try to predict or manage chaos, but instead to avoid it. It is 
thus encouraging that this book is focused on ‘peace’ not as mere 
absence of violence, but as a positive state to seek.

“The chapters on hate speech, human rights and climate get to 
the heart of some of the key factors that drive violent conflict. Indeed, 
it has been argued that the long civil war in Syria was triggered by 
a combination of deep religious and ethnic divisions, human-rights 
abuses and the 2006–2010 drought. Similarly, behind the current 
Ukrainian conflict lay years of accumulating distrust between east-
ern and western leaning factions, and also in part a water war as the 
impact of the cutting off of Crimea’s principal water supply in 2014 
was intensified by climate-change exacerbated drought in 2020.

“At its worst, AI can intensify the cycles of mutual antagonism, 
accelerating the chaotic descent into violence. However, this book 
paints an alternative, where AI can be a force to de-escalate the lan-
guage of division, to help those promoting fair societies, to bring 
information that can help us deal with environmental conflicts, and 
ultimately, as we are invited to consider in the final chapter, to ensure 
that a fundamental ethical principle of all AI is ‘sustaining peace’.”

Alan Dix, Professorial Cardiff Metropolitan University and Director of the 
Computational Foundry, Swansea University Wales, UK
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AI FOR PEACE

The role of artificial intelligence in war is widely recognized, but is 
there also a role for AI in fostering peace and preventing conflict?  
AI for Peace provides a new perspective on AI as a potential force for 
good in conflict-affected countries through its uses for early warn-
ing, combating hate speech, human rights investigations, and ana-
lyzing the effects of climate change on conflict.

This book acts as an essential primer for introducing people 
working on peacebuilding and conflict prevention to the latest 
advancements in emerging AI technologies and will act as guide for 
ethical future practice. This book also aims to inspire data scientists 
to engage in the peacebuilding and prevention fields and to better 
understand the challenges of applying data science in conflict and 
fragile settings.



AI FOR EVERYTHING

Artificial intelligence (AI) is all around us. From driverless cars to 
game winning computers to fraud protection, AI is already involved 
in many aspects of life, and its impact will only continue to grow in 
future. Many of the world’s most valuable companies are investing 
heavily in AI research and development, and not a day goes by with-
out news of cutting-edge breakthroughs in AI and robotics.

The AI for Everything series explores the role of AI in contempo-
rary life, from cars and aircraft to medicine, education, fashion and 
beyond. Concise and accessible, each book is written by an expert 
in the field and will bring the study and reality of AI to a broad 
readership including interested professionals, students, researchers, 
and lay readers.
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INTRODUCTION

In 2020, with the introduction of OpenAI’s GPT-3, a highly advanced 
language generator, researchers asked the tool to write an essay to 
convince humans that robots are coming in peace. “Stephen Hawking 
has warned that AI could ‘spell the end of the human race.’ I am here 
to convince you not to worry. AI will not destroy humans. Believe 
me,” claimed GPT-3, followed by more arguments that AI is not a 
threat to humanity.1

Fast forward a few years, and the conversation surrounding AI’s 
peaceful nature has gained renewed prominence, coinciding with 
the release of ChatGPT and GPT-4. As AI becomes increasingly inte-
grated into autonomous society, concerns arise regarding the possi-
bility of catastrophic events that could stem from its implementation.

In response to these concerns, in 2023, a letter was released 
from industry leaders, researchers, and other observers, urging for 
a pause on research on all AI systems surpassing the capabilities of 
GPT-4, which they refer to as “giant AI experiments.”2 While exam-
ining the potential threats posed by generative and general AI is 
crucial, it is equally important to acknowledge the possible nega-
tive impacts and potential misuse of narrow AI. From the deploy-
ment of drone swarms armed with advanced weaponry that could 
serve as sophisticated weapons of mass destruction to the exploita-
tion of facial recognition for surveillance and human rights abuse, 
as well as the creation of AI-generated deepfakes (fraudulent vid-
eos, images, and text), the risks associated with AI technology are 
multifaceted and demand further attention. Indeed, AI is a growing 
element in the military strategy of many countries, and investments 
in defense and national security are rising every year. Military uses 
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of AI are multiple and advanced, in warfare, situational awareness 
and threat monitoring, autonomous weapons systems, and battle-
field healthcare.

A BURGEONING FIELD OF “PEACE TECH”

By contrast, exploring and utilizing “AI for peace” has been limited, 
even though this is a growing field of work that also intersects with 
many other fields. We describe how citizens, data scientists, policy-
makers, and communities can be empowered to use AI to build and 
sustain peace in their countries.

But what is peace? In this book, we follow the consensus of peace-
building practitioners that peace should be understood not as a nega-
tive term—the absence of violence—but rather as a positive one—the 
presence of social trust, resilience to violence, and strong civic and 
community institutions to manage conflicts when they (inevitably) 
arise. Peace is a holistic concept that draws on many different facets 
of human relationships, from economic security to social trust to 
socio-emotional wellbeing, among others. In this book, we do not 
have space to cover every topic relating to peaceful societies; rather, 
we survey some of the most important developments for people 
working in this field and those hoping to contribute to it.

The use of AI for peace is new, and it has been driven by the revo-
lutions in data and technologies that have taken place over the last 
few years. These revolutions have generated volumes of data (satellite, 
video, images, news, text, etc.) that are growing at a massive speed, 
scale, and frequency. They have also resulted in highly advanced sta-
tistical modeling and the use of AI, including machine learning, neu-
ral networks, and natural language processing, to analyze that data. 
One example of how quickly change is happening is the advance 
from GPT-3.5 (ChatGPT) to GPT-4, which took less than 6 months.

Peacebuilders have already been using new technologies—not 
necessarily AI-driven—to do a variety of things. There is much 
about the digital and data revolution that has had positive benefits 
for peace work. There has been an explosion of useful data to help 
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understand how strong societies are, where their institutions to reg-
ulate conflict may be weak, and to help guide decisions about how 
to strengthen them further. Peacebuilders have also seized upon a 
myriad of practical applications. They have used human review of 
satellite images to detect evidence of war crimes in Darfur; they have 
used mobile cell phone networks to warn communities of potential 
militia attacks in remote areas of the Democratic Republic of the 
Congo; and they have used social media platforms to share ideas, 
connect with one another, organize against authoritarian govern-
ments, publicize human rights abuse, and generate social movements 
for justice.3 In their daily work, peacebuilders have drawn upon 
productivity tools like automated translation (and now ChatGPT) 
to improve their ability to communicate efficiently and effectively.

These applications are relevant both to countries that are currently 
peaceful (to help them stay that way) and to those that are emerg-
ing from violent conflict. Indeed, AI may contribute even to sen-
sitive peace negotiation processes between warring parties. People 
involved in peace processes can already take advantage of digital 
tools like satellite images and geographic information systems (GIS) 
to monitor ceasefires and the disengagement of military forces. 
During peace negotiations themselves, which have usually been the 
domain of a small elite, negotiators and mediators can also draw on 
AI-driven tools to ensure that the peace process taps into the broader 
public sentiment around key conflict issues—which may not be fully 
represented by the elite men (most often) sitting at the table. For 
example, the United Nations has developed a tool for sentiment anal-
ysis and opinion mining using natural language processing of public 
social media sources. AI can help mediators see patterns, anticipate 
stumbling blocks in the negotiation, and make sure that there is a 
broader buy-in to the key terms of the agreement than that of only 
the conflict leaders. All of this will contribute to a greater likelihood 
that a peace agreement, once signed, will actually endure.

In short, AI-driven tools are just one part of a larger set of human 
and machine “technologies” that peacebuilders can draw upon in 
their work, depending on their needs and the ethics of using them.
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GOALS AND PLAN OF THE BOOK

Our aim is to provide a fresh perspective on AI as a potential force 
for good for peace and in already conflict-affected regions. We delve 
into the diverse technologies in the AI landscape, such as machine 
learning, natural language processing, and image processing—and 
demonstrate how, when ethically used, these can be harnessed to 
collect and process vast amounts of data, uncover patterns, and 
enhance the work of peacebuilders. We also shed light on risks 
and emphasize the importance of embedding ethics in all stages of 
AI-enabled activities—design, development, and implementation. It 
is imperative that those dedicated to peace navigate this landscape 
with caution, balancing the potential benefits of AI with an aware-
ness of its malicious use and unintended consequences.

This book is an introduction to the latest advancements in emerging 
technologies and encourages practitioners, especially, to take a more 
active role in the use of AI in their work. At the same time, the book 
speaks to data scientists and AI experts, raising their awareness about 
the impacts of their work beyond bias and transparency and adding a 
peace and prevention lens to their work. It will also empower them to 
bring their technical expertise to the peacebuilding field.

We cannot hope to be comprehensive in addressing two such 
large and multifaceted fields: AI and peace. There are sadly a number 
of fascinating issues we have not had space to cover, such as how 
“smart cities” (which deploy sensors in urban areas to collect useful 
data for managing urban spaces) could be designed with the aims of 
peacebuilding, conflict prevention, and social cohesion in mind, or 
how AI-driven tools are starting to be used by UN peacekeepers in 
some of the world’s most challenging contexts.

Our chapters therefore capture key aspects of innovation— 
and hopefully make readers curious enough to start asking further 
questions. Beyond describing AI innovations, we take care in each 
chapter to explain what the specific challenges are for peace for each 
topic, because this broader understanding helps to explain why AI 
tools can be relevant to solving those challenges.
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In Chapter 1, we start with conflict prediction. This is because 
preventing violent conflict before it starts is the goal of every person 
in this field, given the devastation of war. We describe how risk for 
conflict is assessed, as well as the important AI-assisted gains that 
have been made in the past ten years in forecasting which countries 
are at highest risk for violence. But we also show both the limits of 
current modeling and why predicting conflict onset—when a peace-
ful society will tip into war—is such a hard problem. We look at 
new approaches, such as AI-assisted efforts to better understand why 
countries are peaceful, rather than why they fall into conflict.

In Chapter 2, we look at hate speech because this is a key method 
by which leaders create polarization and mobilize populations for 
violence. Our focus is on how AI has not only led to the massive 
proliferation of hate speech but is also being used to detect, limit, 
and actively counter it. Understanding how to fight hate speech is 
also important, given the parallels with the political uses of misin-
formation and disinformation. When citizens’ arguments (and deep 
beliefs) are based on misinformation, deep fakes, and hateful stereo-
types, the risk of tipping into violence can be greater. While much 
of this chapter focuses on content that is proliferating on the big 
social media platforms, we also give some examples of other groups 
that are using AI to detect and counter hate speech.

In Chapter 3, we survey the positive uses of AI to support human 
rights, especially in conflict-affected countries. Respect for human 
rights is essential to peace, and the erosion of rights is a warning 
signal that a society may be tipping into violence. We condemn the 
many violations of rights for which AI-enabled surveillance technol-
ogies are being used, but our focus here is on the citizens, activists, 
and scientists who are bending this technology for their own peace-
ful and rights-protecting ends. We conclude the chapter by showing 
how human rights frameworks are useful for curbing some of the 
most pernicious social effects of AI-enabled technologies.

Chapter 4 tackles an area of growing urgency: climate change. 
We raise awareness of the promise and perils of AI for understand-
ing the relationship between conflict and climate change, and we 
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explore new tools for anticipating, preventing, and responding to 
climate-related conflict. Our aim is to explore the potential for build-
ing planet-centered technologies as well as foster more informed 
climate- and conflict-aware technologists, data scientists, designers, 
engineers, and technology activists.

As we navigate the intricate intersection of AI and peace, we 
remain mindful of the ethical considerations and challenges that 
accompany this rapidly evolving landscape. In Chapter 5, the con-
cluding chapter of this book, we grapple with the ethical dilemmas 
surrounding the “AI for peace” concept, examining the risks associ-
ated with biases, privacy infringements, unintended consequences, 
digital colonialism, and the pressing imperative for responsible and 
accountable design, development, and implementation.

This book aims to raise awareness and serve as a call for action 
for humanity to seize the momentum in rights-respecting, ethical 
AI development—and steer it towards a future in which AI aids 
humanity in sustaining peace, rather than perpetuating wars.

CONCLUSION

While this book illustrates the potential for AI to contribute to 
sustaining peace, the prevention of violent conflict, and the safe-
guarding of human rights, it is vital to acknowledge that AI alone 
is not a panacea.

Ultimately, while AI can be a valuable tool to address various 
challenges of conflict and peace (when used responsibly), achiev-
ing peace requires multifaceted approaches that encompass not only 
technological innovation but also human peacebuilders who under-
stand peacemaking and conflict resolution practices, how to foster 
social and economic development, and the practice and politics of 
coordinating the collective efforts of governments, international 
organizations, and citizens themselves.

As we write this introduction in summer of 2023, we are keenly 
aware that this book may go quickly out of date. Our hope is that 
this work—which is a narrow snapshot in time—will provide a 
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common point of departure for future innovation and collabora-
tion among peacebuilders, technologists, policymakers, and others. 
By harnessing the capabilities of ethical AI to advance peacebuild-
ing efforts, we can strive towards a future where technology and 
humanity converge to foster lasting peace.
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AI AND CONFLICT PREDICTION

OUR REACH EXCEEDING OUR GRASP

Since at least Nostradamus in the sixteenth century, the possibil-
ity of predicting the onset of war has ignited the imagination in 
the hope that people could therefore prevent it. Books, television, 
and movies have unleashed multiple visions of a super-human 
AI so powerful that it could predict patterns of human behavior  
accurately—and that they could then eliminate threats to peace. The 
idea of “AI for peace” includes dark examples, like Ultron in the 
twenty-first century Marvel movies, in which a “peacekeeping” AI 
turns on humanity, and the AI in the television series Westworld, 
which predicts the behavior of individual humans in order to 
eliminate violence—but ends up being used for violent and coer-
cive ends. But the idea also includes more positive ones, such as the 
mid-twentieth-century invention of Hari Seldon’s “psychohistory” 
in Isaac Asimov’s Foundation novels, in which prediction aims to guide 
humanity toward a more peaceful future.

Yet our imagination has outpaced our capabilities. The reasons 
for peace breaking down and violent conflict breaking out are com-
plex and contingent on highly local factors, including the discus-
sions and decisions of individual leaders—much of which may 
be deliberately secretive. There is no AI on the horizon that could 
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turn these fictions into reality. Identifying in advance the specific 
moment when a foreign leader has decided to invade (as Putin did 
in Ukraine in February 2022) or when a society’s institutions are so 
weak that it will tip from an uneasy peace into mass violence (like 
in Rwanda in April 1994) is not yet within our grasp.

Instead, researchers have more successfully focused on using the 
power of data to identify rising risks for violence and forecast potential hot 
spots. In other words, AI so far is most likely to help us prepare for 
the possibility of conflict, without knowing for sure whether it will 
erupt with absolute certainty. And, indeed, there is a lot of promise 
for AI to take this kind of modeling to the next level. In this chapter, 
we will: better understand violent conflict and what makes it dif-
ficult to predict; review the pioneering efforts to identify rising risks 
and hot spots, with a focus on how AI has enabled better and more 
use of data; assess the challenges to using AI in predicting conflict; 
and look to the future of AI in conflict prediction.

UNDERSTANDING AND PREVENTING 
VIOLENT CONFLICT

All societies have conflict. In more peaceful societies, conflict is man-
aged successfully through local and national institutions, such as com-
munity boards, legislatures, courts, and (in many countries) bodies 
to negotiate between workers and private companies. Between coun-
tries, conflicts are managed through diplomacy and treaties, as well 
as through regional and global bodies, such as the United Nations.

These institutions do not always work well; they may constantly 
change, and they may be challenged by groups that feel excluded. 
Indeed, all societies have also, at one point or another in their his-
tories, experienced violent conflict, whether this is civil war (such as 
in the United States and Spain) or interstate war, like World Wars I 
and II (1914–1918 and 1939–1945). Sometimes, civil wars and inter-
state wars go hand in hand, like in the First and Second Congo Wars 
(1996–1997 and 1998–2003), which included countries neighboring 
the Democratic Republic of Congo.
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In recent years, researchers have refined arguments and evidence 
for the causes of violent conflict—especially violent conflict used 
to control, contest, or take over a state. Researchers have focused 
on better understanding the different roles of greed (economic moti-
vations) and grievance (real and perceived injustice and inequality 
between ethnoreligious, regional, and other groups) as motives for 
violent conflict. They have explored what happens when political 
and social institutions are too weak to resolve conflicts peacefully.

In short, they have built a good body of evidence for the main 
structural factors driving violent conflict, which is critical to the effec-
tive use of AI to help with forecasting and prediction. There are 
many structural factors (from economic development to geography 
to governance, etc.), but we can understand them through a few 
examples.1 Take inequality, which is mentioned above. Inequalities 
in wealth and political participation between groups in a society—
for example, ethnic groups or regional groups—are important. Such 
inequalities can give rise to grievances and calls for reform, which, 
if not met, can lead to war or calls for secession. A second example is 
the existence of low levels of trust in the government, especially in 
countries where the government is not seen to deliver basic public 
goods to people, like security and simple infrastructure. As a result, 
people may turn to non-state groups to provide security, food, and 
healthcare at the local level—setting up a challenge to the gov-
ernment and the potential for violence. When it comes to conflict 
between countries, key factors include a range of real and perceived 
threats to security. Such threats can be military, such as the buildup 
of weapons or forces, but they can also be nonmilitary, such as the 
control of energy supplies needed by neighbors. When this happens, 
we typically see countries take steps to protect themselves—which 
can in turn be seen as a threat by the other country. This can trigger 
a dangerous escalation of mistrust.

Structural factors like inequality, low trust, and insecurity set the 
conditions. But on their own, they do not provide enough informa-
tion to predict the specific tipping point for escalation and the onset 
of violent conflict. Here is where researchers have emphasized the 
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importance of considering the dynamic processes by which groups and 
leaders in conflict mobilize, repress, and negotiate with one another. 
As Robert A. Blair and Nicholas Sambanis point out, “Structural 
characteristics tend to make poor predictors of the timing of civil 
war onset and often cannot distinguish between violent and non-
violent conflict. Grievances alone are not sufficient to explain the 
escalation of nonviolent conflicts into violent ones. …Process-based 
research on conflict escalation has focused in particular on the role 
that state repression or accommodation of claim-making groups can 
play in dynamically altering the costs and benefits of rebellion.”2 
Indeed, a key challenge now is to predict where conflict will erupt 
in previously peaceful societies. This is because there is a “conflict 
trap” for countries—once they have a conflict, it is much more likely 
to re-erupt and, therefore, easier to predict.

Thus, both structural and process-oriented factors are important 
for understanding conflict. Can AI help? Let us look at what has been 
tried so far.

PREDICTION AND FORECASTING: 
INITIAL ATTEMPTS

Using this body of evidence, over the past decade, social scientists 
in the United States, Europe, and beyond have started to tap into the 
potential of larger data sets and AI to take the leap from describ-
ing and explaining violent conflict to providing a forecast of where 
and when it might take place. Why? Because this information could 
be critically important to political leaders, citizens, policymakers, 
and others who might be able to help prevent a crisis or minimize 
the devastation that results from it. Conflicts can cause mass human 
suffering; wreak havoc on communities, economies, and environ-
ments; and break essential bonds of trust among citizens and the 
government. It would be better to avoid or reduce these harms than 
to spend decades trying to repair them. Some of these efforts have 
taken place in the private sector, with companies like Lockheed 
Martin and Palantir making efforts—not without controversy as 
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their work is not public and has mainly been used by governments. 
We focus here on more openly available options, mainly from the 
public and academic sectors.

While the revolution in data quantity has created new opportu-
nities for modeling, what seems immediately clear is that big data 
alone cannot transform the study and prediction of violent conflict. 
The flood of information one could potentially have access to (for 
example, social media posts, search engine data, cellular network 
data, satellite images, etc.) would seemingly put real-time infor-
mation about conditions on the ground directly into the hands of 
social scientists. But researchers still face the same problems with 
the quality and relevance of the data as they would with a smaller 
data set—with the challenge greatly magnified given the sheer scale 
of the information, much of which might be mis/disinformation. In 
the end, social scientists still must select the data most relevant to the 
phenomenon being predicted, and this requires a rigorous research 
design and significant testing.

This is one reason that many social scientists have not primarily 
used big data (as yet) in order to help with the forecasting and pre-
diction of violent conflicts. Instead, they continue to rely on more 
traditional, vetted data sources on organized, politically related vio-
lence and crisis, such as the Political Instability Task Force (PITF), 
the Armed Conflict Location and Event Data (ACLED), and the 
Uppsala Conflict Data Program (UCDP). They have also integrated, 
among others, trusted data from development agencies about eco-
nomic development and data about a country’s governance and 
political institutions—for example, the Varieties of Democracy 
project (V-Dem). This said, some have also tapped into larger data 
sets. This includes global news-related data, for example, from the 
AI-driven Global Database of Events, Language, and Tone (GDELT), 
among others.

Many of these data sets already rely on AI—specifically, natural 
language processing and text classification techniques—to generate 
data. For example, one of the main sources of data on armed con-
flict, ACLED, has been using machine learning to help classify types 
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of protest events around the globe. The Carter Center, in partnership 
with Microsoft’s AI for Good team, has also used text classification 
(specifically, BERT) for projects to track conflict dynamics in Syria.3

Mainly using a wide variety of data from smaller, trusted data 
sets, researchers have used machine learning techniques to achieve 
a measure of success in forecasting violent conflict—especially in 
the short term and especially in countries where there is already a 
degree of violent conflict, often measured in terms of the number 
of “battle-related” deaths. Machine learning is used for detecting 
patterns and finding relationships among the data, helping to deter-
mine which conflict factors are most salient in which countries.

A 2023 review of conflict and mass violence forecasting sys-
tems showed that half of such systems surveyed are already using 
machine learning algorithms to help identify patterns and generate 
forecasts. Many of these are using random forest algorithms, which 
operate through vast decision trees that work through large data sets 
to yield a result.4 A noteworthy example of this use is the Violence 
& Impacts Early-Warning System (ViEWS), a consortium between 
the University of Uppsala and the Peace Research Institute–Oslo, 
which aims to forecast the potential for political violence in Africa 
and the Middle East. While there are many examples of how natu-
ral language processing and machine learning are being used to 
strengthen forecasting, ViEWS provides a good synopsis of how 
researchers are incorporating new techniques and addressing pre-
vious failings.5

The goal of ViEWS is to predict the number of fatalities in impend-
ing state-based conflict in the coming 1–36 months. It relies on 
more than 200 different country-level predictors, including conflict 
history data (UCDP, ACLED), political institutions (V-Dem), a vari-
ety of development indicators, as well as news monitoring sources.6 
In recent years, it has updated its methodology to use random for-
est classifier algorithms to train sub-models. It then uses a genetic 
algorithm to weight the sub-models in ensembling them together 
for the forecasting.7 ViEWS is trying to straddle the divide between 
structural and process-related indicators of violence by including 
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data on both longer term trends and indicators of rising instability, 
such as protests. Additionally, it aims to update its data at least once a 
year, but ideally once a month, as available. This update is important 
as violence dynamics can change very quickly.

How well do the forecasts of ViEWS and other systems hold up? 
For ViEWS, in most cases, the actual number of fatalities is between 
50 percent and 200 percent of the predicted level. An exception, 
however, is when ViEWS predicts between 3 and 10 fatalities, in 
which case there is a sizeable share of instances where the actual 
fatalities exceed 20—sometimes significantly so.8

More generally, the 2023 review (mentioned above) of several 
forecasting models assesses forecasts for African countries for the 
year 2020. It shows, first, that the models included in the review 
drew similar conclusions about the countries at highest risk for con-
flict, including Sudan, Nigeria, and Somalia, among others. They 
also generally showed the potential for a higher risk of violence in 
countries that actually did see violence—for example, in Ethiopia, 
which erupted in conflict toward the end of 2020. However, most of 
the systems suggested a static risk over time that saw little change. 
What is needed from a policy perspective, however, is to show finer 
grained shifts that would indicate a rapidly escalating risk (like in 
Ethiopia), rather than just a general risk without a sense of whether 
that risk is quickly increasing or decreasing.9

In other words, no one has yet found a “magic bullet” for predict-
ing conflict or crisis. And perhaps we should not expect to find this 
violent conflicts are complex, aggregated events, with different root 
causes in different places, rather than single outcomes—for some 
observers, predicting them is more like trying to predict the onset 
of a complex financial crisis than predicting a more simple, single 
measure like the inflation rate.10 An interesting conclusion so far 
is that the drivers of instability themselves change, and so models 
must change as well. For example, a pioneering model that was very 
good at predicting country-level political instability between 1995 
and 2004 (predicting 85.7 percent of events) did a much poorer job 
for events between 2005 and 2013 (predicting only 35.3 percent of 
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events). Importantly, it did not predict significant Arab Spring crises 
in 2011 (Egypt, Syria, or Libya).11

Indeed, where the models have shown the greatest promise so 
far is in predicting changes in violence when a conflict is already 
underway—rather than predicting the start of a violent conflict in a 
previously peaceful society.12 New research is currently in progress 
to tackle the “hard problem” of forecasting conflict onset, including 
a prediction competition organized by the ViEWS team.13

LOCALIZED DETECTION MODELS

On a remote hillside in Syria, someone taps their phone to open 
an app. It is 2018, and planes are making bombing runs on civilian 
targets. The person is part of a network of “spotters” who watch the 
skies for aircraft and upload sightings into the Sentry app by Hala 
Systems. The information is transmitted to Hala, a US-based com-
pany. Hala integrates it with their own data from remote acoustic 
sensors positioned in Syria, which record sounds that can help iden-
tify the type and speed of the planes. An AI-enabled program helps 
to determine if the plane is a threat and if a warning should go to 
civilians in the area through Hala’s smartphone app.14

Social scientists’ attempts to predict the onset or escalation of 
conflict, as described in the previous section, are not the only valu-
able approach. Also important is the ability to offer “early warnings” 
that violence may be imminent so that people can seek protection 
or governments can put resources in place to help. Hala Systems 
has been at the leading edge of using AI to put early warning sig-
nals directly into the hands of people in harm’s way. But there are 
many other initiatives that are attempting to provide similar infor-
mation. For example, when violence is imminent, people often leave 
their homes in mass. The UN Refugee Agency’s (UNHCR) Project 
Jetson experiment is now using machine learning algorithms for 
large-scale data on issues like food insecurity and violence to pre-
dict displacement in Somalia.15 The Danish Refugee Council has also 
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developed a machine learning-driven prediction model for displace-
ment from one to three years in the future, claiming that half of the 
predictions are accurate more than 90 percent of the time.16 When 
an indicator of imminent movement is noticed, governments or the 
UN can put resources in place or act diplomatically to try to address 
the underlying causes, including conflict.

Using natural language processing, AI, remote sensing, vision-
ing, and other AI-driven technologies has the potential to improve 
these existing, more localized initiatives to stop violence in its tracks 
or allow people to seek safety. Some of these initiatives rely heav-
ily on local people reporting on events they observe. For example, 
the Economic Community of West African States has a network of 
human monitors across the region that regularly feed observations 
into a central Early Warning System based in Nigeria. And the Kivu 
Security Tracker in eastern Congo has a network of monitors who 
use text messaging and cell phones to send warnings into a central 
database, which can then be shared out with communities at risk. 
While this kind of real-time observational data can be critical to 
protecting people, human monitors cannot see everything, and they 
bring their own biases. To the extent that more and different kinds 
of data can complement human observers, including using AI, sys-
tems may be improved.

HOW AI CAN HELP

The dream of using AI to replace the judgment of experts and their 
more traditional information sources is still far off. But AI is already 
proving essential in a several ways.

First, researchers are benefiting from using natural language pro-
cessing to convert text to usable data. Having a machine help with 
tasks reduces the amount of time and work that human researchers 
need to use. This is already being done, although it does not elimi-
nate the need for human supervision and vetting of the data being 
produced.
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Second, machine learning methods like random forest (as well as 
others that are increasingly used for conflict prediction, like neural 
networks) can move through large, diverse data sets more efficiently 
than traditional models. And they have the potential to yield new 
insights about the most relevant conflict factors for different coun-
tries.17 Random forest is one of the most commonly used, as it works 
both for the classification of unlabeled data (unsupervised learning) 
and for regressions to understand relationships between dependent 
and independent variables (supervised learning). Both of these uses 
are valuable in current attempts to forecast conflict.

Third, use of AI is enabling more accurate prediction, which 
is in turn strengthening empirical evidence for testing theories of 
conflict onset and escalation. It may be surprising, but in the past, 
many models for conflict or crisis were evaluated based on whether 
their results were “statistically significant”—not the degree to which 
the models could actually make correct predictions. Now more and 
more researchers are arguing that for a theory to be valid, it should 
also be able to predict (not just explain). AI techniques have already 
proven to be essential in creating the out-of-sample data needed for 
testing and prediction of models on “real-world” situations that are 
not already included in the model.

Finally, the ensembling of different models to reduce or average 
out errors is already a standard feature of forecasting approaches. 
Researchers have used both boosting and stacking algorithms to 
learn how to best combine the models or to create a weighted aver-
age of predictions. Deeper use of ensembling algorithms will be a 
big part of the future.

CHALLENGES

Predicting conflict is difficult, especially when the conflict takes 
place in a previously peaceful country. There is always a degree 
of uncertainty involved. Some believe that conflict “onset”—
that is, where it is new and not part of a conflict trap or cycle 
of violence—is inherently resistant to modeling. Onset relates to 
things that may be fundamentally hard for AI: people breaking 
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rules rather than following them; miscommunication (“informa-
tion failures”) between conflict parties; and even secrecy and hid-
ing information (and data) that would help give a fuller picture 
of the dynamic to outsiders. Some argue that behaviors around 
conflict are fundamentally different than the kinds of behaviors 
researchers typically try to predict, such as voting and consump-
tion patterns.18 In fact, there may still be some reason to think that 
human forecasters may do as well as machine learning models 
(so far) when it comes to conflict—some researchers have shown 
the promise of human “superforecasters” to predict more complex 
social phenomena.19

In addition, even with the models and algorithms we currently 
have, there are challenges around the quality, availability, and quan-
tity of data. Accurate forecasting needs reliable data and measures 
for things that can be predicted. Researchers have relied on the 
smaller data sets mentioned above because these are trusted and 
reliable sources. Once you move to big data—for example, social 
media posts—it becomes much harder to trust the data and to filter 
out false information.

And you need a lot of this data—not just for right now, but for 
very long periods of time, including historically. The field suffers 
from the “curse” of small data. It is simply hard to get the required 
data in conflict zones or in countries that don’t yet have strong  
statistics-gathering infrastructures. When researchers do get the data, 
it can be very “noisy,” which makes it difficult for machines to use. 
Furthermore, small data sets can lead to biases in the outcomes, which 
requires special attention and techniques to prevent, including averag-
ing data from multiple sources.

Finally, some are skeptical that such prediction is even possible. 
There is an open question about whether predicting violent con-
flict is like predicting the formation of clouds (so far impossible) or 
predicting the functioning of clocks (highly possible). Some lean 
toward seeing conflicts like clouds—irregular and disorderly rather 
than regular and orderly.20 Even with the power of AI-related tech-
niques, it is unclear whether we should ever expect to predict the 
eruption of conflict with certainty.
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THE FUTURE OF AI AND CONFLICT  
FORECASTING

This skepticism is not going to stop people from trying to predict 
when societies may tip away from peace, or at least to raise the red 
flag when the risk of conflict appears imminent. This is because 
the stakes are just too high in terms of human suffering, economic 
collapse, and environmental degradation. AI has shown promise in 
improving forecasting techniques, but human expertise on conflict 
situations and dynamics remains essential so far.

The future of AI and conflict prediction leads in at least three 
directions. One direction, which is only beginning to be explored, 
is to use AI methods to better understand why societies are peace-
ful or how they come to be peaceful after a period of conflict. 
Machine learning analysis (specifically, random forest) has been 
used, for example, by researchers trying to understand the complex 
variables of “peace systems”—clusters of neighboring communities 
who do not go to war with one another.21 This information could 
be used by citizens and policymakers to strengthen the resilience 
of their communities.

A second direction is the grand ambition that, one day, AI meth-
ods will have advanced to the degree that “brute force” analysis of 
ever larger, big-data sets will yield the kind of global forecasts of 
violent conflict that have so far eluded researchers.22 AI evangelists 
are likely to see this as a possibility, even if it remains far-fetched 
for others.

A final direction is for future efforts to have a more limited 
spatial and temporal scope in predicting conflict, but with higher  
credibility—for example, forecasting the “projected short-term tra-
jectories of violence in a given city in an ongoing civil war” rather 
than a magic bullet for conflict onset, which has inherent com-
plexities and limitations.23 This kind of approach would incremen-
tally add data sources as they are ready and reliable (such as news 
sources, sentiment analysis, and satellite images) in order to deepen 
and refine prediction models. We could imagine finer grained and 
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more accurate short-term predictions emerging, which would be 
actionable for policymakers, governments, and local communities. 
Researchers could use AI-enabled knowledge graph techniques to 
synthesize and pose questions to large bodies of specialized knowl-
edge about conflict drivers and the dynamic relationships between 
them. This is more likely to be within our grasp.

One facet of this approach can also be to provide better predic-
tions of the impact of conflict—and the cost of inaction when the risks 
of violence are high. This is important because, in both national 
and global debates, policymakers have long asked for improved 
cost–benefit analysis to justify investment in preventive actions; 
they are reluctant to spend money on prevention or peacebuilding if 
they are not sure it will be money well spent. That is, how do they 
know if they spend funds on certain kinds of preventive actions to 
strengthen peace, that this will yield a positive result and therefore 
“pay off” in the form of averting the massive human, economic, 
and environmental losses that war causes? Answering this kind of 
question is critical to getting governments to invest in preventing 
conflict and fostering peace in the first place. The ongoing advances 
described in this chapter could make a profound difference in start-
ing to answer this question.
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AI AND HATE SPEECH

THE ROLE OF ALGORITHMS IN INCITING 
VIOLENCE AND FIGHTING AGAINST IT

In April 1994, the Hutu extremist-led government in Rwanda initi-
ated a systematic assault that resulted in the killing of more than 
500,000 members of the Tutsi minority in just 100 days. Hate pro-
paganda broadcasted by the infamous Radio Télévision Libre des 
Mille Collines played a pivotal role in inciting citizens to take part 
in massacres of their Tutsi and moderate Hutu neighbors. The use of 
hate speech and calls for violence disseminated through radio were 
identified as major catalysts of the genocidal violence in Rwanda. 
Afterwards, executives of this radio station were convicted of geno-
cide and crimes against humanity by a United Nations tribunal. The 
influence of mass media on this event, as well as on other atroci-
ties, from the Holocaust to genocidal actions in Bosnia, resonates 
strongly in the present age of digital platforms. Today, every user 
possesses a potentially powerful global megaphone in the form 
of their social media profile that, without the proper guardrails, 
may be used to spread hateful content rapidly and with devastating 
consequences.

Hate speech and propaganda have thrived in the age of social plat-
forms, where information is being shared at an unprecedented scale 
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and speed. Unlike in traditional media, online hateful content can 
be produced at a low cost and shared easily and often anonymously. 
In addition to fueling toxicity online, which polarizes populations 
and breaks down norms of trust and social solidarity, hate speech 
can have stark consequences offline. Some studies have shown a 
causal link between instances of hate speech online and an increase 
in violence toward targeted minorities. Yet there is still a debate 
about the empirical evidence on how hateful online content trans-
lates into real-life behavior. Some scholars claim there is rarely evi-
dence that speech alone is causally related to physical violence, while 
also pointing to the evidence that hate speech, when combined with 
other factors, may be jointly causing violence and conflict.1 Others 
are pointing to the architecture of social media platforms that can 
affect existing conflict dynamics, worsening existing divisions and 
fortifying harmful behaviors.2

This chapter explores the role of algorithms in spreading hateful 
content and also presents the potential for machine learning and nat-
ural language processing to tackle the problem. Although this chapter 
covers algorithms and their role in inciting or fighting hate speech 
specifically, the opportunities and challenges are similar to other uses 
of machine learning to combat different types of online harm, such 
as misinformation and disinformation. We will predominantly use 
examples from Meta’s Facebook platform to explain the role of algo-
rithms in inciting violence and fighting against it. Facebook is one of 
the largest social media platforms in the world; it has by far the larg-
est content moderation operation. It has also come under the most 
scrutiny for its content moderation decision-making practices, both 
human and automated. But we will also spotlight efforts outside of 
Big Tech to positively detect and counter this kind of harmful content.

THE WICKED PROBLEM OF HATE SPEECH

Limiting and countering hate speech is a wicked problem because 
there is no universally accepted definition of hate speech, and many 
countries and institutions have adopted their own interpretation of 
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what hate speech entails. To provide readers with a comprehensive 
understanding of the issue and its ramifications in the algorithmic 
age, we define hate speech as “any form of communication, be it 
in speech, writing, images, or behavior, that uses pejorative or dis-
criminatory language or signs to attack a person or group based on 
their religion, ethnicity, nationality, race, color, descent, gender, or 

is not strictly defined, social platforms have made efforts to tackle 
the issue by implementing terms of use and codes of conduct that 
explicitly limit this kind of speech, providing their own interpreta-
tions of hateful content.

Although online hate speech is widely recognized as a societal 
issue that requires more attention, in the United States, to take one 
example, what many consider to be hate speech is legally protected 
under the right to freedom of speech in the Constitution.4 The lack 
of clarity around this issue increases the risk of mislabeling the con-
tent as hate speech and violating freedom of expression. However, 
freedom of expression can also be subject to limitations to ensure 
that it does not infringe on the rights of others. Therefore, some 
research suggests focusing instead on “dangerous speech” as a nar-
rower and more specific category, defined not by hatred as a subjec-
tive emotion but by its capacity to inspire harm. Dangerous speech 
is any form of expression that can increase the likelihood that its 
audience will condone or commit violence against members of a 
particular group.5

ALGORITHMS AS PART OF THE PROBLEM 
OF SPREADING HATE SPEECH

Social media platforms have become a vital part of our lives. According 
to the 2022 findings, 4.62 billion users around the world are active on 
social media, which is about a 10 percent increase over the last year.6 
YouTube has 2.1 billion monthly active users worldwide, and 122 mil-
lion users per day, while users spend around 250 million hours on the 
platform every day.7

other identity factor.”  Although the legal definition of hate speech 3
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People spend around 20 percent of their time online, and users 
today consume more news and information from social media than 
from traditional news organizations.8 Social media is a major source 
of news, particularly for young people, and around half of all adults 
in the United States use social media for news. As Facebook grew, 
so did hate speech and other toxic content on the platform—as well 
as its ability to detect it.9 In 2022, the combination of AI and human 
detection resulted in Facebook proactively taking action on millions 
of hateful content items every month. Nonetheless, an independent 
observer found that, every day, 3 million Facebook posts are flagged 
for review by 15,000 Facebook content moderators, while the ratio 
of moderators to users is one to 160,000—a scale that suggests that 
the human content moderators cannot hope to keep up.10

Probably the most devastating example of social media involve-
ment in hate-related political violence in recent years was the 2017 
violence in Myanmar. The abuse of the internet to spread hateful 
and dangerous narratives and explicit calls for violence contrib-
uted to atrocities perpetrated by the Myanmar military against the 
Rohingya people.11 In 2018, the chairman of the UN Independent 
Fact-Finding Mission on Myanmar reported that social media, par-
ticularly Facebook, had played a “determining role” in the human 
rights violations committed against the Rohingya population by 
spreading disinformation and hate speech.12 Posts containing hate-
ful content were made before, and months after, state-led violence 
displaced 700,000 Rohingya Muslims and tortured and killed tens 
of thousands, in what the UN has described as genocide. Analysis 
revealed that some of the most hateful posts gained thousands of 
reactions and were shared up to 9,500 times, while Facebook took 
no action to remove this content for months.13 The impact of such 
easy creation and sharing of hateful content becomes even graver 
in the specific context of Myanmar, where Facebook was equated  
with the internet for many.14

In order to grasp the complexities of this situation, it is crucial to 
acknowledge that the absence of Unicode-compatible font encoding 
for languages in Myanmar played a significant role in hindering the 
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deployment of automated tools to detect harmful content. Myanmar 
relied on a different system known as Zawgyi as the dominant 
typeface for encoding Burmese language characters.15 This lack of 
standardization around Unicode made automation and proactive 
detection of violating content much harder.16 This technical issue 
was only solved in 2020, enabling greater use of AI in automated 
content detection in Myanmar.

As highlighted by Frances Haugen, the Facebook whistleblower, 
in her 2021 testimony to US senators, the situations in Myanmar and 
more recently in Ethiopia are only the “opening chapters of a story 
so terrifying, no one wants to read the end of it.”17 Haugen testified 
how Facebook’s algorithm was provoking ethnic violence by pick-
ing up extreme sentiments and divisions. She noted that these posts 
attracted high engagement, while Facebook struggled to adequately 
identify dangerous content and lacked expertise in many local lan-
guages, including those spoken in Myanmar or Ethiopia. Amnesty 
International’s 2022 report specifically called out Facebook, accusing 
its algorithms of “proactively amplifying” anti-Rohingya content.18

Hate speech incidents online have been reported in almost every 
country across the globe, including in democracies such as the 
United States and the United Kingdom, which have been experienc-
ing a rise in misinformation and hate speech, especially online. The 
wave of white nationalist and anti-democratic rhetoric spreading on 
social media (as well as other media outlets) in the United States 
in 2021 culminated with a violent attack on the Capitol.19 In 2019, 
the New Zealand mosque shooting, which claimed the lives of 49 
Muslims at prayer, was broadcasted on YouTube, with attempts to 
replicate the video 1.5 million times on Facebook within 24 hours 
of the attack (Facebook was able to block 1.2 million of these vid-
eos at upload).20 In India, communal violence often originates from 
rumors spread on WhatsApp groups. In Sri Lanka, in 2019, rumors 
spread online led to ethnic violence, prompting the government to 
block access to Facebook, WhatsApp, and Viber in response. The 
ongoing conflict in Ukraine is witnessing another wave of hate-
ful content from both sides, with platforms struggling yet again to 
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implement uniform content moderation decisions—temporarily 
allowing calls for violence against Russian occupiers as an expres-
sion of support for Ukraine.21

Today, social media platforms employ various machine-learning 
tools to rank the content we see in search results and news feeds 
(ranking systems) and to make recommendations on news and con-
tent to consume as well as products to buy (recommender systems). 
Machine-learning algorithms differ from traditional algorithms, 
as the former are trained on data to learn correlations instead of 
being hard-coded by engineers. This training process allows the 
algorithm to become a machine-learning model, which can then 
automate future decisions based on the correlations learned. Social 
media platforms use algorithms to show users content that is likely 
to be of interest to them based on their past activity on the platform. 
The more similar a user’s interests are to the interests of the one who 
is posting the information, the more likely they are to be recom-
mended that specific post. While this can be helpful in suggesting 
relevant content, it can also be a tool for amplifying hate speech and 
other harmful content.

One way machine-learning models can spread hateful content is 
through “engagement-based” prioritization. Essentially, posts that 
generate more likes, comments, and shares are shown to more users. 
Unfortunately, this means that controversial content often generates 
more engagements, which is how hateful speech may be prioritized 
over less controversial content. Another way algorithms can spread 
hateful content is through “recommendation-based” prioritization. 
In this case, the platform recommends content to users based on 
what it thinks they will be interested in.

This can create “echo chambers” and “filter bubbles” of specific 
conversations, niche topics, and often extreme viewpoints, where 
users are exposed mainly to content that reinforces their exist-
ing beliefs and may not have much exposure to counterarguments 
or alternative views. Examples are numerous, from Myanmar, 
India, Sri Lanka to Ethiopia, Kenya, Germany, the United States, 
and many more. An older example of this phenomenon includes a 
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leaked document from 2016, which showed Facebook at the time 
was not only hosting a large number of extremist groups but also 
promoting them to its users, with 64 percent of all instances of 
joining an extremist group being due to Facebook’s recommen-
dation tools.22 More recent research, however, suggests that filter 
bubbles are probably not driving polarization and its short-term 
impact on the average individual; at the same time, social media 
does impact the broader population and can contribute to conflict 
escalation dynamics.23

Following frequent accusations of rewarding hateful and pro-
vocative content, Facebook has implemented systems to decrease the 
distribution of sensational, misleading, or false content (discussed 
in greater detail in the next section). However, despite these efforts 
and significant investments in AI and machine learning, Facebook’s 
machine-learning capabilities for content moderation still face chal-
lenges, particularly in smaller countries experiencing conflict and 
ethnic divisions.

The surge in hate speech on Facebook during the 2020–2022 civil 
war in Ethiopia, which has been linked to acts of violence, indicates 
that the company’s efforts are not foolproof.24 For instance, after a 
prominent Ethiopian singer advocating for better treatment of the 
Oromo ethnic group was assassinated, Facebook was flooded with 
hate speech and incitements to violence that reportedly led to some 
150 Ethiopians losing their lives.

In addition to criticism of not removing hateful content promptly, 
social media platforms have faced criticism when their automated 
tools have resulted in the erroneous takedown of content posted by 
human rights activists seeking to document war atrocities or human 
rights violations. Social media content posted by perpetrators, vic-
tims, and witnesses of abuses has become increasingly important in 
the prosecution of war crimes, and the permanent removal of such 
content by moderators or an AI-enabled system can hinder efforts to 
bring those responsible to justice. Human rights groups and activists 
have been advocating for social media platforms to set up indepen-
dent mechanisms to safely archive this material “for use in national 
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and international investigations, as well as for research by nongov-
ernmental organizations, journalists, and academics.”25

The issue of “algorithmic amplification” has prompted a plethora 
of regulatory proposals worldwide, with the aim of holding tech 
companies liable for content promoted by their recommendation 
systems, removing engagement-based content ranking, or giving 
users an option to “turn off” their algorithms and return to a chron-
ological news feed. Several larger platforms have publicly commit-
ted to upholding the Guiding Principles on Business and Human 
Rights, and introduced various systems of self-regulation, modera-
tion, or oversight mechanisms—although gaps in transparency and 
implementation still exist.26

The European Centre for Algorithmic Transparency (ECAT) 
was established in 2023 in the European Union to improve under-
standing of how algorithms powering online platforms and online 
search engines work.27 It will assess specific risks and propose new 
approaches to algorithmic transparency and best working practices. 
Most recently, in a policy brief leading up to the 2024 Summit of the 
Future at the United Nations, the UN secretary-general proposed 
a code of conduct for information integrity on digital platforms, 
requesting more investment in human and AI content moderation 
systems in all languages.28 Some researchers, however, argue that 
the solution is not outside of the algorithms but building better algo-
rithms. They are working on an alternative to an approach mostly 
used by social media platforms today that tends to highlight the 
most attention-grabbing content.

ALGORITHMS AS FORCES TO STOP,  
NOT SPREAD, HATRED AND VIOLENCE

Since the Myanmar violence at least, social media platforms have 
been working to address the growing issue of online hate speech 
through the development of “integrity” systems that go beyond 
just content moderation. Facebook has acknowledged its own fail-
ures and has taken steps to address them, including increasing 
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investments in content moderation and fact-checking partnerships, 
improving their algorithmic systems, hiring more language experts, 
and working with Google and the government of Myanmar to tran-
sition from Zawgyi to Unicode so content can be detected, routed 
for review, and moderated. Other social media platforms have also 
come under scrutiny—and been compelled to adapt—for their role 
in spreading and amplifying dangerous speech in conflict-affected 
countries like Sri Lanka, South Sudan, Ethiopia, and Ukraine. Even 
as clear gaps and failures remain evident, these actions have likely 
prevented massive amounts of harmful content from being widely 
shared (although we may never know how much).

Social media platforms have implemented or strengthened many 
techniques to combat the spread of hate speech, including content 
moderation by both human moderators and automated tools such 
as machine learning algorithms to detect and remove harmful con-
tent and enforce appropriate pre-existing content rules and guide-
lines. Human content moderators can be responsible for verifying 
whether reported content is harmful and making judgments on the 
removal of such content.

A big challenge, though, is that the ever-increasing amount of 
user-generated content makes it difficult for human moderators to 
manage. Furthermore, human moderators must continuously pro-
cess an ever-growing amount of often distressing content, resulting 
in significant mental health costs and potential severe trauma.29 As a 
result, the strengthening of algorithmic systems for detecting harm-
ful content and AI-powered content moderation has become increas-
ingly important, addressing the slow, laborious, and often harmful 
nature of this inherently responsive model of human moderation.

Algorithms are trained to identify what is acceptable and what is 
not on a particular platform, following that platform’s standards for 
content and use, enabling them to automatically analyze and clas-
sify potentially harmful content. Compared to humans, AI-powered 
systems excel in their ability to handle the sheer volume of user-
generated content, drastically increasing the speed and efficiency 
of the overall moderation process. Furthermore, real-time content 
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moderation can also be implemented, with harmful cases poten-
tially automatically detected before they go live.

FACEBOOK’S APPROACH TO LIMITING  
HATE SPEECH

Hate speech is not allowed under Meta’s Community Standards.30 In 
response to growing pressure from governments and the public to 
take down violent and harmful content more quickly, Facebook has 
invested heavily in AI tools that can proactively flag posts that are 
potential violations of its standards.31 Facebook’s hybrid approach to 
content moderation involves automated tools as the first layer, with 
human moderators stepping in when an algorithm is uncertain. If 
algorithms determine that the content in question clearly violates 
Facebook’s Community Standards, they may remove it automatically 
without passing it on to a human moderator.32

The platform also employs AI in multiple ways to detect memes 
and graphics that violate its policies. Such content is then added to 
a photo database so that similar posts can automatically be deleted. 
Additionally, AI is utilized to identify word clusters that might be 
used in a hateful and offensive manner. Meta is also tracking how 
these clusters change over time and geography to proactively address 
local trends in hate speech. As a result, harmful content that is rap-
idly going viral can be swiftly removed.

According to Meta, when there is an increased risk of harm, 
the company may adopt a more aggressive approach. For instance, 
according to Meta, “ahead of elections and during periods of height-
ened unrest in India, Myanmar, and Ethiopia, we significantly 
reduce the distribution of content that likely violates our policies on 
hate speech and incitement of violence while our teams investigate 
it. Once it is confirmed that the content violates these policies, we 
remove it.”33 In countries that are susceptible to conflict, Meta may 
also demote potentially inflammatory content to mitigate the risk 
of it “spreading rapidly or inciting violence and hatred, taking local 
context into account.”34
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Moreover, when it finds instances of users who have a pattern 
of posting violating content, Meta says that it makes significant 
efforts to minimize the distribution of this content, in addition 
to the standard practice of removing accounts that frequently vio-
late Community Standards. In certain situations, the distribution 
of possibly violating content may be minimized, even when Meta’s 
systems predict that a particular post has a “very low probability” 
of violating their policies. This measure is taken while responsi-
ble teams investigate the matter. Difficulties in adjudicating some 
of these decisions led Meta to establish an independent Oversight 
Board in 2020 to review and make final decisions on some of the 
most difficult content moderation cases.35

Once online hate speech is identified, determining the appro-
priate course of action poses a multifaceted challenge, not just for 
Facebook but for numerous other digital platforms. Some other 
platforms may choose to completely remove the offending content, 
such as posts, comments, images, and videos, if it violates their poli-
cies on hate speech. Alternatively, if the content is still offensive or 
harmful to users but does not violate platform policies, it may be 
marked with a warning label, allowing users to make an informed 
decision on whether to view it. Some platforms may also reduce the 
visibility of the content, such as by placing it lower in search results 
or reducing its reach on the platform’s algorithmic feed. Depending 
on the severity of the violation, some platforms may warn the 
user—or even ban their account and monitor activity to ensure they 
are not engaging in further hate speech. Finally, companies can also 
“deplatform” users who have violated their rules, thereby removing 
spreaders of hate speech. This more extreme step, some argue, has 
the potential to backfire as it could lead to fears of censorship and 
bias, therefore deepening polarization, and simply drive bad actors 
to spaces that are more difficult to monitor.

As these examples show, in spite of the power of AI, human 
beings remain fundamentally important in making judgments about 
content. This is because hate speech is highly context-sensitive, often 
playing in the gray areas of language. Machines are still not capable of 
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making the kinds of contextual and nuanced judgments that are often 
needed to identify hateful content. As an example, during the pan-
demic, to address the lack of human reviewers due to lockdowns that 
did not allow them to physically come to work, Facebook and other 
platforms predominantly delegated content moderation to algorith-
mic systems. However, at that stage, algorithms proved to be insuf-
ficient tools for the automated removal of hateful and fake content, 
mostly lacking the capability to distinguish between content that 
breaks or follows the company’s rules.36 In Syria, where journalists 
rely on social media to document potential war crimes, numerous 
activists’ accounts were abruptly closed due to automated decisions, 
frequently without a chance to appeal. On the other side, some ques-
tionable content remained online, like in France, where “campaign-
ers fighting against racism and antisemitism noticed a more than 40 
percent increase in hate speech on Twitter, with less than 12 percent 
of those posts being removed.”37

DEEP DIVE: HOW MACHINE LEARNING 
IS USED FOR HATE SPEECH DETECTION

As mentioned above, hate speech can often be difficult to identify. 
In this section, we describe in detail the approaches and challenges 
when using models of content classification through machine learn-
ing techniques. Machine learning refers to a process where an algo-
rithm is trained on training data to identify patterns in data sets. The 
resulting models can then be applied to new data sets to detect simi-
lar patterns. By using machine learning models like natural language 
processing, hate speech can (theoretically) be automatically detected.

Natural language processing is a subarea of machine learning that 
processes vast amounts of data in natural language. It is the latest 
state-of-the-art technique that can perform different tasks such as 
sentiment analysis, text generation, classification, and questions and 
answers. The natural language processing field experienced signifi-
cant growth in late 2018 after Google researchers introduced BERT 
(Bidirectional Encoder Representations from Transformers), a new 
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language model available under an open-source license. Since then, 
new language models inspired by the transformers have been devel-
oped, demonstrating substantial results in various applications. To 
be useful in a specific context, language models need to be fine-
tuned and adapted for a particular task. In the case of hate speech 
detection, the language model needs to be fine-tuned with a set of 
labeled examples of hate speech.

To collect examples of hate speech, online open sources can be 
used, and they can be annotated by marking whether hate is present 
in a given sentence based on a specific set of rules. After collecting 
enough examples, the language model needs to be fine-tuned to 
learn how to classify hate speech from previously marked examples. 
The last step of the training is testing and validation. However, each 
of these phases presents certain technical and ethical challenges, 
related to privacy, bias, representation, explainability, and more.

Despite recent advancements in language AI, algorithmic tools 
are still struggling to grasp the context of specific instances of hate 
speech, as the same words can have different meanings depend-
ing on the context. Machine learning models struggle to under-
stand irony or satire or distinguish between actual hate speech and 
the use of words to describe hate speech that someone witnessed or 
wants to expose. These models also struggle to recognize inten-
tional typos, which are often used by malicious actors to deceive 
the model. Researchers have also noted that even simple things like 
adding the word “love” to instances of hate speech can cause them 
to go undetected by models.38 To highlight the scale of the false-
positive problem, consider a scenario where an algorithm can detect 
certain information with 99.995 percent accuracy and thus has a 
false-positive rate of only 0.005 percent. This means that out of the 
more than 1 million pieces of content produced on Facebook each 
day, 15,000 would be falsely flagged, which could have detrimental 
consequences for freedom of expression.39

In a research study, scientists interviewed experts in civil soci-
ety who deal with online hate speech and developed a taxonomy 
of 18  different types of hate speech, such as derogatory speech, 
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slurs, and threatening language. They also identified 11 scenarios 
that AI moderators commonly misinterpret as hate speech, includ-
ing the use of profanity in innocuous statements, slurs reclaimed 
by the targeted community, and denouncements of hate that quote 
or reference the original hate speech. They created an open-source 
database of more than 4,000 examples, which was used to test 
two hate speech detection systems: Google Jigsaw’s Perspective API 
and Two Hat’s SiftNinja.40 The test revealed that the systems either 
failed to detect variations and moderated too little, or moderated 
too much and censored non-hateful content, reclaimed slurs, and 
counterspeech.

Presumably, much of this can be addressed, for example, by train-
ing the models to adapt to known behaviors of malicious actors, as 
well as by vastly expanding the quality and size of the language data 
sets that the models are using. In the past, the data sets for many 
languages have been quite small in comparison to English, but these 
are rapidly expanding. Yet language is constantly evolving, and so is 
hate speech. Regardless of how advanced our technological solutions 
become, such as creating new models, expanding data sets, and 
including multiple languages, automated interventions may always 
be limited in their ability to capture the full range of nuances and 
complexities of language.

Thus, the only way to overcome some of these limitations is to 
continue to rely on human moderators to make the final decision in 
many instances. Ultimately, it is important for any approach to have 
a clear strategy to address the likely abundance of false negatives and 
false positives in hate speech monitoring.

OTHER TECH SOLUTIONS

Innovations are also taking place outside of the big social media 
platforms by organizations that wish to increase understanding 
of the problem and identify potential solutions. Hate speech can 
serve as an early warning indicator, prompting some organizations 
to utilize social media data and insights to track changes in public 



AI AND HATe SPeecH   39

sentiment in real time and take early action against violence and 
hate crimes. By understanding how the prevalence of hate speech 
is changing over time, it may be possible to quantify the degree 
to which violence and atrocities are rising or falling in a particular 
place and time—which can help decision-makers allocate attention 
and resources to places that need it most.

This is the premise that The Sentinel Project used to start its 
Hatebase Project, the world’s largest online repository of structural 
multilingual hate speech, spanning 95 languages and 175 countries.41 
It uses natural language processing to detect, monitor, and analyze 
hate speech across the globe, with the goal of identifying it early 
and preventing its escalation into violence. Sentinel has utilized hate 
speech as an early warning indicator of violence to inform its proj-
ects in Kenya, Myanmar, and the Democratic Republic of the Congo.

PeaceTech Lab, in partnership with Media Monitoring Africa, has 
created a lexicon of hate speech that is used for semi-automated 
monitoring of both online and offline media.42 The process involves 
analyzing offensive and inflammatory language directed at individ-
uals or groups based on ethnicity, religion, race, gender, national 
identity, or political affiliation, which has the potential to escalate 
into violence. This initiative produced biweekly reports that predict 
potential violence on the ground, which are then compared with 
the monitoring of hate speech. A predictive model was developed 
that uses publicly available historical data sets to forecast trends  
for the upcoming week. While the project does not establish causal 
relationships, it identifies trends and correlations between speech 
and violence.

The UK government developed a machine learning hate speech 
detection tool to automatically detect Islamic State propaganda vid-
eos on social media platforms.43 The tool used machine learning 
algorithms to analyze the visual and audio content of the videos 
and compared it to a database of known terrorist propaganda so that 
the propaganda content can be blocked before it is uploaded online. 
This approach is highly controversial, creating the risk of censoring 
free speech flagged as hate speech. Another concern is that it could 
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be used to unfairly target and monitor certain groups or individu-
als. Additionally, there are concerns about the effectiveness of the 
tool, as it may not be able to keep up with the constant evolution of  
propaganda techniques used by extremist groups.

Google’s Jigsaw has developed Perspective—a free API that har-
nesses the power of machine learning to detect toxic comments by 
scoring their perceived impact on conversation.44 The team started 
by collecting millions of comments on the internet and annotat-
ing each one according to whether they were deemed toxic. Using 
these annotated data sets, models were trained to predict the level of 
toxicity based on the examples provided. These models were thor-
oughly tested in various scenarios before being released to publish-
ers and platforms for use, who are invited to provide feedback and 
expand the data set. This system utilizes algorithms to preemptively 
flag the content as potentially toxic to its creator before it is pub-
lished. It also assists moderators by alerting them promptly about 
potential violations of community guidelines.

In order to effectively address the harmful effects of hate speech, 
it is crucial to address the underlying technological and social fac-
tors that contribute to extremist behavior online. This is where, 
potentially, counterspeech or counter-messaging has a role as a 
way of engaging in hate-filled conversations to restore civil, less 
polarized discourse.45 With hate speech becoming more prevalent 
online, it is necessary to move beyond traditional physical spaces 
and find ways to bring counterspeech and conflict resolution meth-
ods into digital spaces. The Dangerous Speech Project is a research 
initiative that explores the causes and impacts of dangerous speech 
and offers guidance on countering hate speech in various regions, 
including Nigeria, Sri Lanka, Denmark, Hungary, Kenya, Pakistan, 
and the United States, through methods such as counterspeech.46

Another way of bringing peacebuilding strategies into the digi-
tal space is through exploring the application of restorative justice 
principles in social media moderation and hate speech monitoring.47 
This approach has been developed at the University of California, 
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Berkeley, with the goal of offering a set of principles for platform 
moderation that reflect restorative justice practices. Rather than 
solely punishing offenders by removing their content and accounts, 
which is the primary approach of social platforms currently, this 
approach centers on repairing harm and promoting healing for both 
individuals and the community as a whole.48

Some organizations are taking a unique approach to combating 
hate speech by redirecting it toward resources, education, and sup-
port groups that can mitigate it. Moonshot is leading the way in this 
effort by utilizing data and algorithms to create positive connec-
tions instead of fueling hate and violence.49 By combining a digital 
footprint with advice from social workers and former extremists, 
Moonshot develops algorithms to assist in risk assessments of vio-
lent extremism online. Once individuals who are at risk are iden-
tified, Moonshot interacts with them and provides alternatives to 
their views, choices, and narratives. Essentially, Moonshot is repur-
posing advertising algorithms for social good, offering individuals 
the chance to speak with a counselor—instead of promoting a new 
product to buy.

LESSONS LEARNED AND WAY AHEAD

While AI has the potential to play a bigger role in dealing with hate 
speech online, it is important to understand that it comes with a set 
of challenges and risks. One issue is that most of the research that 
has been done so far has only considered content written in English 
or other major languages. However, many malicious activities are 
happening in other languages. Additionally, not all hateful content 
is produced and disseminated only in textual format. More research 
needs to be concentrated on other content forms, such as images 
and videos. AI trained to spot hate speech is primarily trained by 
text and still images, which means that video content, especially live 
content, is “much more difficult to automatically detect as possible 
hate speech.”50 Another challenge is the decision of many platforms 
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to keep their data access closed or hard to obtain, even for research 
purposes.

While algorithms can be useful in identifying questionable con-
tent quicker and at scale, human moderators are still essential for 
handling complex cases, understanding context, and making more 
nuanced decisions. Looking ahead, advancements in natural lan-
guage processing, content monitoring, creating data sets in diverse 
languages, and increased transparency and cooperation among digi-
tal platforms can potentially drive progress and make online spaces 
safer. Ultimately, the fight against hate speech will likely require 
both technological advancements and human engagement to address 
these complexities effectively.

Finally, we want to stress that, as of the writing of this chap-
ter, there is another possible amplifier of hate speech that has 
gained significant momentum. As generative AI gains popularity 
and companies rush to incorporate it into their products, concerns 
have been raised about the ethics of this technology. ChatGPT 
has become the fastest-growing consumer application in history, 
reaching 100 million monthly active users in January 2023.51 Soon 
after Open AI released its latest GPT-4 version, Microsoft integrated 
ChatGPT with its Bing search engine, while Google released its own 
AI competitor, Bard. These AI tools are impressive in terms of their 
speed and power, with GPT-4 having 1 trillion parameters, com-
pared to GPT-3’s 175 billion. However, this has also increased the 
risk of them becoming super spreaders of disinformation and other 
harmful content.52

In 2020, researchers at the Center on Terrorism, Extremism, 
and Counterterrorism at the Middlebury Institute of International 
Studies found that GPT-3 could be used to produce content written 
in the style of mass shooters, generate fake forum threads discuss-
ing Nazism, and create extremist text in multiple languages. Recent 
reports and research have highlighted the fact that generative AI 
tools have been responsible for producing disinformation and hate 
speech, convincingly presenting such content to users as if it were 
factual.53
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Before releasing GPT-4, OpenAI hired a “red team” to adversari-
ally test GPT-4, searching for ways to expose potential harms and 
problems.54 Examples of potentially harmful prompts ranged from 
identifying and locating purchasable alternatives to chemical com-
pounds needed for producing weapons, writing hate speech, and 
helping users buy unlicensed guns online. These and other efforts 
will be necessary to prevent GPT-4 and other generative models 
from being weaponized by malicious actors to manufacture disin-
formation and hate speech campaigns that are potentially far more 
destructive than those currently occurring on social media.
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AI, HUMAN RIGHTS, AND PEACE

MACHINES AS ENABLERS OF RIGHTS WORK

In the past 15 years, satellite images have been used to detect mass 
graves in Burundi, detect Boko Haram activities in Nigeria, and in 
support of the case against Sudanese President Omar al-Bashir at 
the International Criminal Court for abuses in Darfur. There are 
even more recent examples in Ethiopia and Ukraine. Adding AI to 
these use cases is changing the game. We see an increasingly strong 
potential to combine, on the one hand, AI-enabled technologies 
(like high-quality satellite imagery), deep learning, and other recent 
advances in computer science that have transformed how we extract 
information with, on the other, legal expertise and the work of 
front-line human rights defenders. As in other domains, we can 
expect AI to potentially have a transformative impact on human 
rights work, which is one reason why some human rights organi-
zations, such as Amnesty International, have created specific pro-
grams to harness AI.

Not all the news regarding AI and human rights is positive, of 
course. In the previous chapter, we surveyed the role of AI-driven 
algorithms in spreading hate and fueling offline violence, includ-
ing human rights abuse. More generally, there has been important 
attention to how AI is being used for all sorts of applications that are 
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undermining fundamental rights (such as privacy and the freedoms 
of speech and peaceful assembly), enabling surveillance states (using 
the internet of things, biometrics, facial recognition), and replicat-
ing human biases and discriminatory behaviors (for example, in 
criminal profiling and administrative decision-making). These uses 
can also create difficulties for peaceful societies and for managing 
conflicts before they escalate to violence.

This chapter focuses on human rights as defined through exist-
ing international agreements, such as the Universal Declaration of 
Human Rights. It should be noted, however, that AI has also called 
into question some of the fundamental categories and assumptions 
that shape human rights discourse. Which entities have the right to 
have rights in the first place? Why should humans have rights but 
not, say, animals or AIs?1 Philosophers often define what is distinc-
tive about human beings through the recognition that humans have 
both intelligence and consciousness. That said, why couldn’t AIs 
have rights when non-conscious entities like corporations already 
can? We are just now at the beginning of reframing fundamental 
questions about “the human” that are destabilizing our categories 
and reshaping our world.2 These deeper discussions will undoubt-
edly change our frameworks for understanding peaceful and rights-
respecting societies in the decades to come.

This chapter, however, focuses more narrowly on the potential 
for using AI for positive human rights outcomes, with an accent on 
conflict-affected contexts. We begin by briefly summarizing some 
of the most salient human rights issues relating to peace. To follow, 
we highlight ways in which AI is already being used as a support to 
human rights work as a tool in human rights investigations and on 
specific issues, using the example of slavery and human trafficking 
(which are relevant in conflict situations, such as the use of child 
soldiers). We conclude by identifying practical ways that a human 
rights approach can be deployed to improve the use of AI, as well 
as summarizing risks and limitations, especially in conflict-affected 
countries.
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HUMAN RIGHTS AND PEACE

We include a chapter on human rights in this book because rights 
are directly relevant to peace. Indeed, human rights norms came to 
be codified following World War II as a response to both the causes 
and the horrors of war. The Universal Declaration of Human Rights 
(1948) specifically had peace as one of its aims, and a founding 
idea was to limit the power of states to infringe upon fundamen-
tal freedoms that all people should have to foster more peaceful 
societies. Since the Universal Declaration, which described civil/
political rights (e.g., rights to free speech and association) as well 
as social/economic rights (rights to work, health, etc.), many 
treaties have created a broad legal framework to ensure a range  
of rights.

Specifically, there are several ways we can see the link between 
human rights and peace. First, the violation of human rights (e.g., 
systemic discrimination on the basis of gender or ethnicity, tar-
geted killings, or mass censorship) is a strong signal that a coun-
try is not peaceful. Indeed, when rights are violated systematically 
or at a large scale—whether by the state or by other groups—
a society is often already in conflict or on the brink of conflict. 
Recall our many examples in the previous chapter from Rwanda, 
Ethiopia, and elsewhere. Second, human rights protections are 
themselves building blocks for resilience to violent conflict. Where 
governments respect the basic rights of all citizens—including civil 
and political rights but also social, economic, and cultural rights—
societies show more solidarity and the ability to resolve the normal 
conflicts that arise in any society. The power of these human rights 
protections can work both before and after a conflict—helping to 
prevent a country from falling into violence as well as helping it 
emerge from it after a war.

Finally, human rights require that there should be a remedy for 
their violation, which is important for building trust and solidarity 
in a peaceful society—especially when that trust has been broken 
due to repeated violations.



52   AI fOr PeAce

AI AND THREATS TO RIGHTS

We have all seen the examples on the news: countries using sur-
veillance technologies to crack down on protestors, censor dissent-
ing views, monitor and intimidate critics of the government, and 
restrict people’s movements. One of the biggest stories for AI and 
human rights is the growing risk of AI-enabled surveillance states in 
which fundamental freedoms are regularly restricted.

The fear of an overpowering surveillance state is nothing new. In 
East Germany during the Cold War, such a state operated through the 
low-tech means of neighbors surveilling and informing one another. 
And around the same time that Alan Turing was inventing the com-
puter in the 1940s, George Orwell imagined the surveillance state 
through the metaphor of “Big Brother” in his dystopian novel, 1984.

What is new is the massive growth of data of all kinds and the use 
of AI to quickly learn from the data and detect patterns. Much criti-
cism has focused on the use of surveillance technologies by closed 
states, such as China’s “Great Firewall” to monitor the internet and 
the use of biometrics and facial recognition to monitor protestors 
in Hong Kong in 2019. But the fact is that many, if not most, states 
are using AI-enabled technologies for some surveillance purposes in 
one form or another, at national and local levels. As a well-known 
example, police departments in the United States have used facial 
recognition software that has been found to have racial biases (due 
to algorithms trained to recognize mainly white European faces) 
to identify perpetrators of crimes—resulting in false arrests. The 
problem of surveillance that invades privacy and restricts freedom 
is more spectacular in some countries than others, but it is a wide-
spread—not isolated—phenomenon.

Pervasive state surveillance is a threat to rights, but so are admin-
istrative uses of AI to help make decisions about everything from 
welfare benefits to hiring to creditworthiness. Observers note that 
there is not enough due diligence done before AI is integrated into 
administrative decision-making, which can lead to negative out-
comes, including the invasion of privacy and discrimination based 
on gender, ethnicity, and other categories.3
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Finally, AI-driven algorithms, as described in the previous chap-
ter, have enabled the spread of hate speech, misinformation, and 
disinformation. These actions create polarization in civil society that 
disrupts the ability for rational debate in the public space. When 
citizens’ arguments (and deep beliefs) are based on misinformation, 
deep fakes, and hateful and dehumanizing stereotypes, the risk of 
tipping into conflict is greater.

All of the above is directly relevant to peace, as peaceful societies 
are ones in which citizens can trust the decisions of their govern-
ment (and have a transparent understanding of why the decisions 
were taken), where they can exercise basic freedoms without threats 
of imprisonment or harm, and where rational debate about what 
constitutes a good society is possible.

AI AS AN ENABLER FOR HUMAN 
RIGHTS AND PEACE

As mentioned, our main objective in this chapter is to highlight 
the innovations that are taking place with respect to AI and human 
rights—especially as these are not as well known. One of the features 
that makes AI so powerful is its ability to make visible what is usu-
ally hidden or invisible. Human rights abuse is usually something 
that countries and perpetrators do everything they can to hide from 
detection, precisely because they worry about being held to account.

While the opportunities are many, we focus on uses that demon-
strate a clear added value to human rights protection work: scaled-
up ability to detect and document abuses; the capacity to better 
combat specific abuses, such as human slavery and trafficking; and 
improved access to information and productivity gains.

HELP WITH HUMAN RIGHTS INVESTIGATIONS  
AND DOCUMENTATION

There are several ways in which AI-enabled technologies are already 
advancing investigation and detection efforts, especially with new 
forms of remote sensing data, like satellite and drone images. 
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Technological advances, particularly in the last two decades, have 
enabled the identification of abuses through human review of sat-
ellite images showing labor camps or forced displacement, for 
example, or by citizen uploads of videos documenting people being 
arrested, beaten, or even killed. What AI has begun to enable in these 
instances is working with much larger bodies of video, images, and 
other kinds of data to show patterns that would be too difficult for 
individual human monitors to identify on their own. While the use 
of this kind of evidence may still be limited in the courtroom, it 
can still have significant value in publicizing abuse and ultimately 
forcing countries and judiciaries to take cases seriously, as we saw 
with the video footage showing the murder of George Floyd in the 
United States.

Amnesty International has been one of the leaders in this space 
with their Citizen Evidence Lab. In Mexico, they have combined 
machine learning and geospatial analysis to aid local groups in their 
efforts to find missing and disappeared persons. For example, they 
used supervised machine learning techniques to narrow the search 
area around already-identified clandestine graves, where there was a 
greater probability of finding additional grave sites.4 They have also 
conducted analysis of human rights–related violence in Myanmar 
(2017) and Darfur (2021) using an algorithm that identifies hot spots 
for fires from satellite imagery.5

Another emerging application is more complex: developing full 
visual reconstructions of events out of a myriad of videos and other 
sources—since it is rare for a single video to capture the entirety 
of an event. Forensic Architecture, in collaboration with SITU 
Research, led efforts nearly ten years ago to reconstruct events in 
Gaza that involved a military response to the kidnapping of an Israeli 
soldier. Working with Amnesty International, the partners collected 
videos, images, satellite imagery, and testimonies from eyewitnesses 
and journalists to create a 3D model of Rafah, then synchronizing 
all of this to a universal clock. This effectively mapped evidence in 
time and space as a way of analyzing how events unfolded from a 
range of perspectives.6 However, most of this time-consuming and 
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painstaking work was done manually. Machine learning/computer 
visioning promises to make this work much more efficient.

Products are currently in the pipeline to help. A relevant exam-
ple comes from the Center for Human Rights Science at Carnegie 
Mellon University, which has developed applications to combine 
machine learning and computer vision with larger sets of visual 
data. Researchers have created a tool called Event Labeling Through 
Analytic Media Processing (E-LAMP) that can analyze large sets of 
videos to detect classifiers—which may be visual, aural, semantic, 
or a combination of the three—and perform speech recognition in 
English and Arabic. The Center is working with human rights part-
ners on applications to ultimately help tag large video collections 
that can be used for investigative and analytical purposes.7

Indeed, E-LAMP was invited to help reconstruct protest events in 
Ukraine in 2013–14, which resulted in police killings and injuries. 
Specifically, it was asked to develop methods for synchronizing the 
large number of videos that were taken of the protests where abuse 
occurred. Researchers then developed an algorithm to identify spe-
cific features that appeared across the videos (for example, the sound 
of wind, screaming, gunshots, or airplane noise) that could be used 
to synchronize the videos.8 They emphasize, however, that in the 
end, the results of algorithms still must be reviewed by humans, 
with synchronizations checked manually to ensure accuracy.

While this is just a small sample of current initiatives, it demon-
strates the promise in this space. There are difficulties and limitations 
as well. One being the fact that the validity of AI-assisted efforts as 
evidence in a courtroom is still in question, and another being that 
most organizations, especially local ones, do not have the required 
expertise or scale to undertake this kind of analysis as yet. Finally, as 
generative AI continues to improve, we expect there will be a prolif-
eration of deep fake images that will start to shake the credibility of 
visual evidence to its core. Although there are AI-driven algorithms 
for identifying deep fakes, and digital forensics has a growing tool-
box, it is unclear if the countermeasures for detection of fakes will 
be able to keep up with the rapid advances in generative AI.9
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Finally, there are ways that AI-enabled technology might help 
human rights investigations—but some wonder if the risk is too 
great or the ethics too murky to use them. For example, in Ukraine, 
concerns were raised about the use of Clearview AI’s facial recog-
nition technology, which was offered to the government free of 
charge to help identify the dead (to notify loved ones) or reunite 
families. Identifying the missing and giving closure to loved ones 
is an essential part of human rights work, in addition to account-
ability for abuses. But in this case, human rights advocates warned 
that the government was playing with fire by using technology that 
is generally used for surveillance and for curtailing rights. Indeed, 
some worry that this positive use of facial recognition is being used 
publicly to “whitewash” the more insidious uses of facial recogni-
tion in the country.10

TACKLING SPECIFIC ABUSES: MODERN 
SLAVERY AND TRAFFICKING

Let us now take a deeper look at a specific use case for AI. Modern 
slavery, including human trafficking, forced labor, and child labor, 
is not a relic but a fact of life for more than 40 million people in 
the world (as of 2021).11 In fact, every single country in the world 
“hosts” men, women, and children trapped in slavery. Part of the 
problem is often the hidden nature of modern slavery, leading to 
the inability to recognize vulnerabilities and vulnerable popula-
tions early on.

Machine learning is now providing methods to use traditional 
and novel data streams to model environments at high risk as well as 
vulnerable groups and individuals, and for the first time, to do that 
at scale. Lack of data or lack of good quality data is often an obstacle 
for conducting machine language projects. To address this challenge, 
N/Lab modern slavery researchers at the University of Nottingham 
used features extracted from inexpensive proxy data—such as 
mobile phone data sets, drone imagery, and demographics—to find 
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relationships between these variables and other accurately labeled, 
but very expensive, examples of “ground truths” of modern slavery 
incidents. In this way, they have been able to model vulnerability 
for modern slavery among different groups, to provide evidence for 
targeted anti-slavery efforts.12

Some populations are especially at risk and vulnerable—those 
who live in countries impacted by wars and conflicts. Modern slav-
ery occurs in 90 percent of recent wars and conflicts (as of 2020). 
The most common type of enslavement in war zones is the use of 
child soldiers, which occurs in 87 percent of armed conflicts.13 To 
tackle this problem, the Dallaire Institute for Children, Peace, and 
Security has piloted the Knowledge for Prevention project, which 
aims to provide early warnings to better protect children in conflict 
environments. The project created the first data set on evidence of 
recruitment and developed a predictive model, incorporating child-
centered indicators, to raise awareness of the risks of recruitment 
at an early age and inform better and more effective prevention 
measures.14

Not all technology applications to end slavery are without con-
troversy. Like the example of Ukraine and Clearview AI mentioned 
above, the use of AI-powered facial recognition technologies in par-
ticular is a highly contested issue. Marinus Analytics, a company 
that was awarded third place at the famous IBM Watson AI XPRIZE 
competition, used AI-powered analytics tools and big data that save 
hours and days of investigative time to find traffickers and recover 
victims. The company was one of several organizations allowed to 
continue using Amazon’s Rekognition tools, which were otherwise 
put on a moratorium for police use due to their controversial appli-
cations and bias against people of color and minorities, with civil 
society and advocacy groups demanding a permanent ban.15 In con-
flict and post-conflict areas, this application is even more controver-
sial, especially with refugee communities, where many are fleeing 
persecution; using their facial and biometric features could make 
them an easy target for governments with nefarious aims.
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ACCESS TO INFORMATION AND IMPROVED  
PRODUCTIVITY

Human rights defenders rely on the law—essentially, text—to make 
claims and to defend rights. There is a voluminous body of inter-
national and domestic law, as well as an ever-increasing number 
of relevant reports on human rights from national human rights 
bodies, regional organizations, as well as the international human 
rights architecture, which is centered around the United Nations. 
Widely available automated translation tools, like Google Translate, 
are already making these documents much more accessible.

While this may not be the most exciting application of AI, the 
reality from a practical standpoint is that the use of natural language 
processing and the availability of a sophisticated ChatGPT tool prom-
ise to substantially reduce the time and effort required for human 
rights defenders to find relevant legal standards, access and synthe-
size documents, and create the best cases possible. As one example, 
the organization Human Rights Information and Documentation 
Systems (HURIDOCS) has been working with a human rights group 
that focuses on the UN’s Universal Periodic Review—a process that 
every country in the world goes through every five years to help 
improve its performance on human rights issues—a process that 
generates voluminous text that makes it difficult for human rights 
advocates to find the things they need. With help from Google.org, 
HURIDOCS has used BERT and TensorFlow to create a classifier to 
categorize all the human rights recommendations that emerge from 
this process, which are then submitted for human review. This has 
reduced the time it takes to classify documents for each cycle from 
two to three months to just one week.16

Additionally, as has been well-reported in the media, the legal field 
has been an early adopter of ChatGPT, especially for providing the 
initial research basis for cases. Of course, human review is still nec-
essary to avoid mistakes—for example, the case in which ChatGPT 
hallucinated fake legal citations, which a lawyer tried to use in court.17

For voluminous visual evidence, VFRAME provides addi-
tional machine learning tools to help in the process of verifying 
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information. Mnemonic, which is an organization dedicated to doc-
umenting war crimes and human rights abuse based in Berlin, has 
been using VFRAME in its verification and classification pipeline for 
media archives collected from credible sources in places like Syria and 
Yemen.18 Since 2017, the Yemeni Archive has gathered visual media 
from journalists, citizens, and open-source videos from social media 
platforms. The team uses machine learning to detect the use of banned 
cluster munitions being used on civilians in the conflict.19 It is esti-
mated that it would take a person many years to search through this 
information—which machine learning reduces to around 30 days. 
UNITAD has used machine learning tools to scour video for images 
of explosions, grave digging, and other evidence of atrocities.20

HOW HUMAN RIGHTS CAN MAKE AI BETTER

Not only can AI be an enabler for human rights work, but human 
rights can also create models for better and more rights-sensitive AI. 
A fundamental idea is that all AI—and especially “AI for good” and 
AI in the public interest—should adhere to human rights standards 
and have a solid understanding of its human rights impacts. Indeed, 
human rights can provide a set of guardrails to protect individuals 
and communities from harmful uses of AI.

This has become a hot topic in recent years, both in the public 
and private sectors, as stories about AI’s use leading to violations of 
privacy and biased decision-making have proliferated.

Governments from the United States to the European Union (EU) 
have also taken steps. The EU has issued specific guidance on “future-
proofing human rights in the age of AI.” It calls for more informa-
tion and transparency about how AI is being used in administrative 
decision-making, as well as public consultations about implementa-
tion. It asks that human rights impact assessments be conducted before 
AI solutions are implemented. The Netherlands, which is a mem-
ber of the EU, has mandated such impact assessments for all public 
institutions as of 2022, with indicators to assess whether algorithms 
violate particular rights and freedoms.21 It also demands that its 
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member states adopt legal standards to address human rights viola-
tions related to AI in the private sector. There is a worry that the 
voices of corporations get too much attention in the discussion on 
AI and that companies are too often left to self-regulate rather than 
adhere to agreed standards.

For the private sector, a central guidepost is the UN Guiding 
Principles on Business and Human Rights, which were launched 
in 2011. Within the tech domain, Meta is a notable example of a 
company that has made efforts to put some of these principles into 
practice. They hired a Director of Human Rights in 2019 and, as 
mentioned in the previous chapter, have developed a company-
wide Human Rights Policy. Additionally, Meta has issued an annual 
human rights report and investigated its own impact in places like 
Israel/Palestine, Cambodia, and Myanmar. While many observ-
ers are critical of this self-reporting, it suggests that Meta has been 
moved by external pressure to engage differently on human rights 
issues, at a minimum.

Since 2019, however, even industry leaders have started to call 
for more government regulation of AI. In 2023, the EU created an 
overarching legal framework called the AI Act—still in draft form at 
the time of this writing—which would be the first ever legal regu-
lation of AI, if adopted. Amnesty International has argued that the 
AI Act is critical to “ending the use of discriminatory and rights- 
violating artificial intelligence (AI) systems.”22 Among other things, 
the framework promises to limit the use of facial recognition soft-
ware and prohibit companies from scraping biometric data from 
social media sites.23 It also proposes a set of “transparency obliga-
tions” that would be required of any generative AI that interacts 
with humans, is used to detect emotions and social categories, or 
is used to generate or manipulate content, like deep fakes.24 The 
law would require more transparency about how generative AI like 
ChatGPT works, and it would also insist that content created from 
chatbots and other generative AI be clearly labeled.

The use of AI for human rights and peace contains its own para-
doxes. The very same AI that can be incredibly helpful to human 
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rights defenders may also be contributing to human rights harm. 
This is why regulation is essential. But finding guardrails that sup-
port rather than hinder innovation will be a challenge.

LOOKING AHEAD

The massive growth in and public availability of all sorts of real-time, 
potential evidence—satellite images, citizen videos, documents, 
etc.—coupled with the pattern-finding and generative power of AI 
is putting new tools into the hands of human rights defenders. We 
close this chapter by re-emphasizing the centrality of human rights 
to peace and the importance of understanding how AI is affecting 
rights up and down its creation and user chains. This is because 
sometimes the ways that rights are being affected are surprising.

For example, in response to criticism that their algorithms were 
pushing radical and violent content to users, social media companies 
created algorithms to identify and remove such content. However, 
we now find that a lot of citizen and journalist videos of abuses that 
could have been useful for documenting human rights violations are 
being automatically detected and deleted by the big platforms. During 
the Russian invasion of Ukraine in 2022, a journalist documented a 
gruesome scene that included families that had been shot dead and 
burnt-out cars in the suburbs of Kyiv. When he tried to post them 
on Facebook, YouTube, and Instagram to share with the world, they 
were all immediately detected and removed. This and many other 
similar instances have led a member of Meta’s Oversight Board to say 
that the industry has been overcautious in its removal of content.25

Another example concerns recent revelations about ChatGPT’s 
production pipeline. To reduce the chances of ChatGPT reproduc-
ing violent, hateful, or racist speech in the content it generates (after 
all, ChatGPT is trained on the internet, which is full of this kind of 
speech), the company created a safety team and detection algorithms. 
In order to create the labels of toxic speech for the detection algo-
rithms, the company reportedly turned to underpaid workers in 
Kenya, where employees were paid on average roughly $2 an hour to 
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label the content—much of it containing highly disturbing imagery, 
as it was drawn from the darkest reaches of the internet. This raises 
concerns about global inequality and exploitative working conditions, 
especially as these workers may have ongoing mental health chal-
lenges due to the toxicity of the content they regularly sort through.

Like any technology, AI does not cut only one way; regulation 
will be essential to making AI a more positive than negative force 
for human rights and peace. So far, efforts by the tech community 
to self-regulate, while welcome, are often too reactive and do not 
always grasp the full range of possible impacts on human rights and 
peace, especially in rapidly changing conflict environments. We 
anticipate that the calls for greater transparency, public participa-
tion, impact assessments, labeling of generative AI content, and legal 
rules in line with human rights standards will remain central to 
human rights advocacy in the coming years.
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AI, CLIMATE, AND CONFLICT

THE ROLE OF DATA SCIENCE IN CLIMATE 
CHANGE AND SUSTAINING PEACE

Climate change is widely recognized as the paramount crisis of 
our era and the most pressing challenge humanity faces today. 
It has resulted in a gradual increase in temperature, rising sea 
levels, biodiversity loss, ocean acidification, land and forest deg-
radation, and salination. According to the World Meteorological 
Organization in 2021, the frequency of natural disasters stemming 
from weather, climate, and water extremes has increased fivefold 
from 1970 to 2019, accounting for half of all natural disasters dur-
ing that period. Of the 10 costliest natural disasters in history, 
seven have occurred since 2000, and all were linked to climate 
change. In 2023, global warming reached 1.1°C above pre-indus-
trial levels. Without urgent action, the Intergovernmental Panel 
on Climate Change says it is likely that warming will reach up to 
2°C by 2100, leading to irreversible and catastrophic harm to our 
ecosystem.1

Rising temperatures are not only fueling further environmental 
degradation, natural disasters, weather extremes, food and water 
insecurity, and economic disruption, but they can also be linked to 
the likelihood of violence, terrorism, and armed conflict. The impacts 

https://doi.org/10.1201/9781003359982-5


66   AI fOr PeAce

of climate crises can contribute to drivers of conflict and risks to 
peace and stability, with disproportionate impacts on developing, 
fragile, and conflict-affected states. The interactions of these many 
factors are, however, incredibly complex. The advent of big data ana-
lytics, which involves the collection and analysis of vast amounts of 
data, is making a significant impact on scientific research and brings 
potential for advancements in the field of climate–conflict research. 
Computer scientists, including those from DeepMind, Google AI, 
and Harvard, have emphasized the potential applications of machine 
learning (ML) in addressing climate change—spanning research into 
climate impacts and adaptation to climate modeling.2 While ML has 
been utilized in modeling global climate systems for some time, its 
application to climate–conflict research is still emerging but holds 
immense promise.

This chapter aims to raise awareness of the promise and perils 
of AI for climate–conflict research, to explore new tools for antici-
pating, preventing, and responding to climate-related conflict, to 
explore potential for building planet-centered technologies, and to 
educate more informed climate- and conflict-aware technologists, 
data scientists, designers, engineers, and technology activists. We 
begin with a high-level survey of the climate–conflict nexus, fol-
lowed by a dive into some use cases for AI in research and prac-
tice relating to this nexus. We conclude by looking at challenges 
(including the environmental impact of high-energy-consumption 
AI models themselves) and the way ahead in this very uncertain—
but critically urgent—moment in human history.

THE CLIMATE–CONFLICT NEXUS

The relationships between conflict and climate, although a subject 
of continuous research, is not a settled issue. While some claim that 
climate change and global warming can cause conflict, others insist 
that evidence of causal links is weak. While there continues to be dis-
agreement about the exact relationship between climate change and 
conflict, there is a stronger consensus that climate shocks—sudden 
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and extreme climate events—if not well managed through effec-
tive governance and equitable responses, can raise the risk of violent 
conflict. The idea of climate change as a “threat multiplier” acknowl-
edges that climate can interact with existing political, social, and 
demographic conditions to amplify communities’ security risks.3

On a practical level, examples of the relationship between climate 
change and conflict are numerous. In the Sahel, a region of the Sahara 
Desert that cuts across many national borders, conflicts between 
farmers and herders and between different pastoralist groups may 
hinge on disputes over access to water and land use. These conflicts 
can be triggered or exacerbated by climate change. In particular, 
researchers found that “rainfall shocks,” such as a decline in rainfall 
in a given year, are related to a rise in conflict between neighboring 
communities of farmers and herders. These shocks may force herders 
to migrate in search of pasture to graze their livestock, resulting in 
heightened tensions with nearby farmers and—possibly—violence. A 
typical decline in rainfall for herders, according to this research, can 
result in a rise in conflict risk in neighboring farm communities by 
35 percent—importantly, with no effect on conflict if the same rain-
fall shock is experienced by a non-herder group.4 A further piece of 
research relating to Africa concludes that a 1°C temperature rise gen-
erates only a 17% rise in conflict likelihood in communities where 
these two groups do not co-exist, as compared to a 54 percent rise 
where both farmers and herders live side-by-side.5

In Nigeria, clashes between farmers and herders, particularly in 
the Middle Belt region, have been fueled by a combination of envi-
ronmental factors and ethnic tensions.6 Extreme weather events, 
increasing desertification in northern Nigeria, high-intensity rain-
fall in southern Nigeria, and the expansion of farmland into tradi-
tional grazing areas have contributed to conflicts over access to land 
and resources. In Somalia, the prolonged drought, soil erosion, and 
depleted grazing land have had severe consequences, exacerbating 
conflict and displacement.7 Competition over water and pasture for 
livestock, coupled with failed crops, has aggravated tensions between 
different groups. This has been further compounded by political 
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instability, weak governance, and the presence of armed groups. In 
the coastal areas of Bangladesh, rising sea levels and more frequent 
cyclones pose significant challenges to communities.8 Displacement 
and loss of agricultural land due to saline intrusion have triggered 
conflicts over scarce resources among affected populations, exacer-
bating social and economic vulnerabilities.

This list is not exhaustive, and many forecast further deteriora-
tions if more is not done to tackle the complexities of the climate–
conflict nexus and connect advances in scientific evidence with 
timely policy change and practical action. Scientific research has 
provided evidence of indirect causal links between climate impacts, 
socio-economic pressures, vulnerabilities, and violent conflict.9 
Impacts of climate change can obstruct economic development in 
conflict-affected countries in which agriculture is the predominant 
livelihood resource. Inequality, weak governance, and a history of 
fighting are well-established risk factors for conflict. At the same 
time, the likelihood of violent conflict is reduced by good gover-
nance, strong social protection systems, effective justice systems, 
and the protection of property rights, among other things.

The influence of climate change on these risk and resilience fac-
tors for conflict has been part of research for some time now, but 
further research on these correlations is necessary to understand the 
precise nature of these links and guide policymakers in sustaining 
peace in the time of climate change and natural disasters. However, 
there are various obstacles to conducting such research, including 
difficulties in data collection in unsafe and often inaccessible regions 
and a lack of timely and high-resolution climate and conflict data.

ILLUSTRATIVE USE CASES OF MACHINE  
LEARNING IN CLIMATE–CONFLICT 
RESEARCH AND PRACTICE

Conflict data sets, risk models, and early warning systems can be use-
ful tools for grasping the relationship and complexities between cli-
mate change and violent conflict. They can inform decision-makers 
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when to act and potentially help save lives. As we explained in the 
first chapter, researchers and practitioners are using data science 
and AI to forecast conflict. In the future, these models could incor-
porate relevant climate and conflict data to enable climate–conflict 
research. This analysis could better inform the addition of climate 
dimensions to peacebuilding and humanitarian interventions, as 
well as help to shape peace programing in places where climate 
change may be affecting local dynamics. In this section, we survey 
some of the most promising areas for current and future AI-driven 
research relating to the climate and conflict.

In general, researchers have already identified several factors 
that can amplify the effects of environmental stress and increase 
the likelihood of violence, such as social inequalities, poor gover-
nance, and contested access to resources, as well as negative per-
ceptions of other social groups.10 At the same time, these factors 
can also be worsened by environmental stress. However, trying 
to measure these social issues through traditional data collection, 
such as surveys, can be costly and time consuming. The collec-
tion of data on climatic and conflict indicators can be difficult, 
especially at the sub-national level or in war zones and conflict-
affected areas. This is exactly where AI-driven, big data approaches 
can potentially help.

Research on “vulnerability” offers crucial insights for decision-
making on climate change adaptation. It describes the entities and 
people most vulnerable to climate change, explains the reasons 
behind their vulnerability, and outlines salient time frames and risk 
factors. Many gaps in understanding vulnerability still exist, and 
big data analytics can potentially help to fill these gaps. Automated 
collection of real-time data, especially in data-poor environments, 
has the potential to advance research and analysis. Some research-
ers propose analyzing online discussions, such as Twitter threads, 
as a method of generating more insights faster. Natural language 
processing can be used to analyze substantial textual content and 
make observations about how “vulnerability” factors emerge in dis-
cussions about climate change across social media platforms. These 
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insights can potentially reveal shifts in popular opinions and dis-
course on contentious issues or indicate potential sites of protest or 
violence.11 AI-enhanced analysis of social media activity could also 
reveal relevant socio-political patterns that increase vulnerability to 
violence in the wake of climate shocks.

Leveraging big data can help create geospatial datasets that include 
important factors influencing vulnerability,  like socioeconomic 
status, the availability of infrastructure to mitigate harms, or envi-
ronmental/weather patterns. Geospatial big data—such as high-res-
olution imagery—can be used to monitor trends, evaluate the risks 
associated with natural disasters, and analyze settlement patterns in 
regions prone to high risk. Satellite data can provide insights into 
weather patterns, temperature variations, and more. It can also be 
used to identify and track signs of conflict, displacement, destruc-
tion of infrastructure, or the movement of military forces. By ana-
lyzing changes in satellite imagery over time and combining it with 
other data sets, big data techniques can help monitor conflict events 
and assess their impact on the local population and environment.

Turning to specific use cases, although not exhaustive, in the fol-
lowing paragraphs we share some illustrative examples of how AI 
has been used in climate–conflict research. The first is Weathering 
Risk, an initiative aiming to ensure that all relevant policies are 
better informed by evidence-based analysis on climate-change-
related security risks.12 The goal is to foster lasting peace and avert 
the onset and intensification of conflicts associated with the effects 
of climate change. The project combines quantitative and qualita-
tive assessments and scenario-based foresight methods to identify  
short-, medium-, and long-term risks. ML and regression analysis 
are applied to test and validate the qualitative analysis—identifying  
trends across certain contexts as well as outliers and additional 
indicators not captured through qualitative analysis—ultimately 
revealing which types of direct and indirect climate-related impacts 
contribute to which types of conflict and insecurity, at different 
scales, and under which circumstances. It then advises on concrete 
actions that can be taken to prevent and reduce these risks, the 
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capacities and resources available, and what steps need to be taken 
to implement recommended actions in different contexts.

As access to water is increasingly affected by climate change, 
gaining more insights into the role of water-related shocks and envi-
ronmental stress in future conflict and violence is critical. Recent 
statistics show that water-linked violence has surged significantly in 
the past decade, with incidents more than doubling in the past ten 
years compared with previous decades.13 One approach to tackling 
the issues comes from the World Resources Institute (WRI), a global 
research organization, that uses ML to analyze data on 80 environ-
mental, social, and economic indicators to estimate how increasing 
pressure on water and other resources might increase conflict risk.14 
WRI has produced an early warning system for armed conflict, pre-
dicting the probability of violence in Africa, the Middle East, and 
Southeast Asia.

As part of a broader partnership, named Water, Peace, and 
Security, WRI, together with Wetland International, UNESCO, 
International Alert, and others, is exploring water crises as oppor-
tunities for peacebuilding.15 The aim of Water, Peace, and Security 
is to turn the vicious cycles of water-based conflict into virtuous 
cycles of water-based peace and cooperation. Using innovative tools 
such as ML, this partnership is helping people identify and under-
stand water-related security risks to assist them in making timely, 
informed, and inclusive action for conflict prevention and mitiga-
tion.16 This project forecasts the potential for violent conflicts related 
to water issues by integrating climate elements like rainfall and crop 
failures with political, economic, and social dimensions of risk. It 
specifically uses random forest, an ML-based method that relies on 
decision trees, to forecast conflict up to a year in advance in countries 
affected by water scarcity. The model is not perfect; half of its pre-
dictions for emerging conflicts are false positives, meaning instances 
where conflict was forecasted but did not actually occur. But it also 
captures 86 percent of future conflicts, successfully forecasting more 
than 9 in 10 ongoing conflicts and 6 in 10 emerging conflicts.17 
This project offers an open platform where various actors, including  
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governments and international organizations, can identify hotspots 
for violence and conflict before they escalate.

Academics are also playing an important role in creating and 
testing new ideas.18 In 2021, new research was published that 
used a random forest approach to assess the role of environmental 
stress on armed conflict risk in Africa. The model incorporated 
sub-national data on environmental factors, socioeconomic fac-
tors, and ongoing conflict, finding that, overall, environmental 
factors contribute less than socioeconomic factors to predicting 
conflict events. They also found that climatic indicators may both 
increase and decrease conflict risk, depending on the location: in 
Northern Africa and large parts of Eastern Africa, climate change 
may increase conflict risk, while for West Africa and the northern 
part of the Sahel, unstable climate conditions may actually reduce 
conflict risk. The research concludes that using ML approaches to 
forecast conflict risk is a practical way to gain insight into the 
complex interaction of climate change and conflict, with direct 
relevance for policymakers.19

The Fragility, Conflict and Violence (FCV) unit at the World Bank 
is developing a data set that integrates environmental and conflict 
risks through the application of machine learning techniques. This 
work aims to map areas where joint climate–FCV risks are highest 
and demonstrate different profiles of vulnerability. The first part of 
the project is mapping climate and conflict vulnerability in order to 
generate vulnerability clusters and create vulnerability profiles. In 
the second stage, researchers are using machine learning to measure 
conflict vulnerability and identify locations where the model is suc-
cessful in predicting conflict and areas where it is not successful in 
predicting conflict. Finally, case studies are developed to advance 
knowledge on climate change and conflict.

Another area where ML techniques can make a significant contri-
bution is at the intersection of conflict, climate change, and forced 
displacement. As discussed in the first chapter, two noteworthy 
projects, UNHCR’s Project Jetson and the Danish Refugee Council’s 
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Project Foresight, employ machine learning to predict the probability 
of movements of displaced populations. These initiatives represent 
promising examples of potential advancements in this field. By uti-
lizing predictive analytics based on various data sources, including 
the economy, conflict levels, climate conditions, governance, and 
more, similar initiatives have the potential to forecast the likelihood 
of large-scale forced displacement related to climate shocks. This, in 
turn, could enable governments and humanitarian organizations to 
respond earlier and with greater efficiency.

OPPORTUNITIES, CHALLENGES, 
AND WAYS AHEAD

Application of big data and different forms of AI to the intersec-
tion of climate–conflict research has already demonstrated interest-
ing results. New data sources, such as social media content, mobile 
phone data, and satellite imagery, offer vast and diverse amounts of 
data relevant for climate–conflict research. They can complement 
traditional data sources and help overcome challenges of traditional 
data collection, such as the high costs of data collection or limited 
coverage of hard-to-reach areas. Different AI techniques can poten-
tially contribute through their ability to see patterns in data that are 
too vast for human comprehension. However, applying big data and 
AI to understanding the climate–conflict nexus also presents mul-
tiple challenges.

Some challenges are similar to those in the broader field of con-
flict forecasting discussed in the first chapter, such as data availabil-
ity, quality, and access. While big data approaches can help fill data 
gaps, it is crucial to ensure that the data used for analysis is reliable, 
accurate, and representative. Other challenges are directly related to 
the nature of ML work: namely, none of the models will ever give 
100 percent accuracy, meaning every model will always flag cer-
tain percent of false positives and false negatives. Decision-makers, 
therefore, will always have to decide if they prefer to incorrectly 
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forecast the presence of conflict or its absence. Another challenge 
that comes with current prediction models is that, with their usual 
short-term prediction horizon, they are better at informing short-
term policy-making and interventions compared to scenarios to 
help solve long-term challenges. While having some of these limi-
tations, ML models also open up opportunities with their flexible 
structure, which allows for the inclusion of new insights and new 
data sources as they become available.

Recently, the energy consumption of AI systems—specifically  
ML during training and data center energy usage—has come under 
scrutiny. Some have started to estimate how AI is contributing to 
more emissions that warm the planet. The precise amount of energy 
needed to run large models is not yet fully understood, although one 
recent estimate suggested that Open AI’s training of its Megatron-LM 
language model over nine days consumed nearly three times as 
much energy as a single US household consumes in a year.20 Training 
just one AI model can “emit more than 626,000 pounds of carbon 
dioxide equivalent, which is nearly five times the lifetime emissions 
of an average American car.”21 Due to the concerns surrounding the 
carbon and water footprint of AI models and their overall environ-
mental sustainability, there is growing advocacy for the establish-
ment of power-efficient data centers and the development of ML 
models that consume less power. Also, further efforts are needed to 
develop measurement approaches and enable understanding of both 
direct and indirect AI environmental impacts.22

Because of the use of different data sets or data proxies, times-
cales, geographical scales, sampling bias, and different definitions 
of violence and conflict, there is yet no scientific consensus regard-
ing the strength of links between climate change and violent con-
flict. However, there is a growing consensus that climate-related 
disruptions are increasingly interacting with drivers of insecurity, 
violence, and conflict, and we need more effective ways of assess-
ing risks and producing more accurate predictive information. As in 
any other field, big data and ML will not be panaceas for solving this 
problem. Nevertheless, if employed with caution, these approaches 



AI, cLIMATe, AND cONfLIcT   75

hold promising potential for enhancing our comprehension of the 
complex interactions between climate and conflict and empower-
ing more informed and effective decision-making processes.
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AI, PEACE, AND ETHICS

FROM PRINCIPLES TO PRACTICE

In the summer of 2023, one of the big global blockbusters was 
the film Oppenheimer, which portrays the fraught period during 
World War II when human beings created the atom bomb. Many 
in the media—including the filmmaker Christopher Nolan—
have compared this historical moment to our current situation 
with the emergence and rapid growth of AI. Indeed, fears of 
nuclear proliferation and debates about the potential global 
nuclear disaster after World War II echo some of today’s dis-
cussions around the risks of AI. In 1953, US President Dwight 
Eisenhower proposed a global agreement to prevent the spread 
of nuclear weapons while also sharing peaceful uses of nuclear 
technology for energy, agriculture, and medicine.1 Although not a 
perfect mechanism, the proposal did create a pathway for nuclear 
facilities to be controlled and inspected, including the establish-
ment of the International Atomic Energy Agency and ultimately 
the creation of the Treaty on the Nonproliferation of Nuclear 
Weapons, as building blocks of a future nuclear nonproliferation 
regime. Some ethicists believe we are at a similar moment today, 
in which a new AI age is demanding a similar framework for 
governing AI.

https://doi.org/10.1201/9781003359982-6
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Until (and if) such a mechanism is created, users need to com-
mit to an ethical AI for peace. In an era of rapidly advancing tech-
nology and heightened conflict and violence, it is crucial that we 
comprehend the effects of these technologies on those impacted 
by conflict. Furthermore, we must create and apply ethical solu-
tions that help to prevent violent conflict, reduce human suffer-
ing, promote peace, and safeguard citizens, especially those who 
are most vulnerable. It is also important to take precautions to avoid 
unintended consequences. The success or failure of sustaining peace 
with advanced data tools, the possibility of stopping malicious use 
and unintended consequences, and ensuring accountability all 
depend on a commitment to embedding ethics into work by design 
as a natural first and continuous step in developing, designing, and 
deploying these tools—rather than as an afterthought to be dealt 
with after the deployment.

The latest advancements in AI can bring transformational change 
to peace, justice, and human rights. At the same time, they pose 
some complex ethical questions and challenges linked to issues 
ranging from bias to data protection to data colonialism in countries 
with active conflicts or at risk of conflict.

Previous chapters have highlighted key challenges for ethics. 
One issue is bias: AI systems are only as good as the data they are 
trained on; therefore, if the data contain biased information, the 
results will also be biased and lead to unfair outcomes. For exam-
ple, predictive policing and the use of facial recognition technol-
ogy in models drawing on historically biased data have already led 
to wrongful arrests.2 If conflict early warning systems are trained 
with incomplete or biased data, they can lead to inaccurate pre-
dictions and recommendations, meaning some countries may be 
marked as false negatives and their populations left without needed 
early assistance.

We have also discussed hate speech, misinformation, and dis-
information. The use of AI in generating and spreading bad infor-
mation can contribute to the manipulation of public opinion and 
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exacerbate social tensions, including the spread of dehumanizing 
hate speech and the escalation of conflict. If an AI system for auto-
mated hate speech detection uses inaccurately labeled data, the sys-
tem can wrongly flag and remove certain content as hate speech and 
violate the freedom of expression, or alternatively leave the hateful 
content online and amplify the harm.

Ultimately, the use of AI in peacebuilding and conflict prevention 
may raise questions about the legitimacy of the decision-making 
process and the trustworthiness of the recommendations provided 
by the system. This chapter highlights both general and specific 
challenges for the use of AI for peacebuilding. While there are 
another whole set of ethical challenges relating to the application of 
AI in warfare (already tackled through the work of the International 
Committee of the Red Cross [ICRC], among others), often centering 
around autonomous weapons systems, our book focuses on applica-
tions of AI for sustaining peace—not military uses.3 This chapter 
gives an overview of key challenges for AI ethics from a peacebuild-
ing perspective; surveys existing AI principles and guidelines for 
safe, ethical, transparent AI applications; and suggests how these can 
be implemented in the peacebuilding field. This chapter also sheds 
light on existing ethical standards and practices in the traditional 
(pre-digital) peacebuilding field and proposes ideas on how these 
tools can be applied by AI experts as well.

ETHICAL RISKS OF AN “AI FOR  
PEACE” APPROACH

Peacebuilding ethics and humanitarian standards and principles 
predate digital and AI ethics. Peacebuilding ethics work concen-
trates mostly around normative issues relating to questions such as: 
Who has agency in peacebuilding? What ends should peacebuilding 
pursue, and with what means? Should the international community 
engage in peacebuilding, and to what extent?4 “Humanitarians are 
required to be impartial, independent, professionally competent, 
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and focused on preventing and alleviating human suffering.”5 An 
AI for peace approach to ethics is, however, only now emerging, 
and it is distinct from peacebuilding or humanitarian ethics. It aims 
to provide an understanding of the specific intersection of data sci-
ence, technology, and peacebuilding and its consequences for peace. 
It aims to encompass projects that directly aim at sustaining peace, 
as well as those that have indirect consequences for peace.

Numerous AI ethics resources out there can be helpful, but they 
can also be overwhelming for peacebuilding organizations, which 
are often under-resourced in their work and operate under diffi-
cult conditions. Also, the basic knowledge and understanding of AI 
ethics concepts and tools is uneven among different stakeholders—
while a minority are experts and even creators of some of these 
tools, the majority is still lacking basic AI literacy, even when they 
are part of teams working on AI-driven peace projects. The same gap 
exists with data scientists operating in the field, who may not have a 
solid understanding of conflict drivers, familiarity with the context 
they are operating in, or knowledge of the populations they are try-
ing to help. Despite the mass of AI ethics principles and guidelines 
now being published, there are few publications covering the ethics 
of AI for peace, as well as a gap in specific AI ethics tools designed 
with peacebuilding practitioners as the end-users.

Unfortunately, there are many ethical risks involved in using AI 
for peace. Some have already been highlighted in previous chapters, 
while others are new. We briefly sum them up here.

DATA RESPONSIBILITY

Much of the work in AI for peace ethics centers around setting 
and applying data responsibility standards and practices—given 
the unprecedented rates of data being collected, data being more 
accessible online, and data becoming more usable in machine learn-
ing. Obtaining good-quality data can be challenging in conflict 
and fragile settings, as data is scarce, often incomplete, or simply 
unavailable. Data is often available in various formats (structured 
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and unstructured, digital and analog), which creates additional bar-
riers to its use. Some of the most often discussed data and AI ethics 
concerns are the risk of bias—coming from incomplete or unrepre-
sentative data fed into a model, which reproduces, reinforces, and 
amplifies patterns of marginalization and discrimination—and risks 
to privacy. While some biases occur in the data collection stage, oth-
ers follow along the data science lifecycle. The ICRC Handbook on 
Data Protection provides guidance for how to protect and process 
humanitarian data. It includes five basic principles: fairness and lim-
ited processing, purpose limitation, proportionality, data minimiza-
tion, and data quality.6

PRIVATE SECTOR ENGAGEMENT

Private sector engagement in conflict and fragile settings is another 
ethical dilemma, where private sector collaboration with humani-
tarian or peacebuilding organizations comes with substantial privacy 
and civil rights implications. While peacebuilding and humanitar-
ian organizations are increasingly reliant on digital data and third-
party partnerships to collect and process it to create impact, the 
ethical frameworks for doing it responsibly are often not in place, 
such as policies and procedures for ensuring the application of 
ethical principles and human rights standards. These projects may 
come with the risk of repurposing the knowledge gained from one 
context to another without adequate consideration of the specific 
vulnerabilities of groups, as well as the risk that data will be used 
by governments that do not have the interest of affected people on 
their minds.

One such example was the case of the partnership between 
Palantir and the United Nations World Food Programme (WFP), 
which aimed to help WFP use its data to streamline the delivery 
of food and cash-based assistance in life-saving emergency relief 
operations around the world, including in conflict-affected coun-
tries.7 Palantir’s previous work with police, US military and secu-
rity agencies, and the wider intelligence community raised concerns 
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about this partnership. Although personally identifiable information 
was not collected through this cooperation, many observers high-
lighted the risks of demographically identifiable information being 
collected and potentially leading to harm to targeted groups. While 
public-private partnerships have a great value in assisting opera-
tions in fragile and conflict contexts, every data-driven project must 
promise to do no harm to digital and physical safety, human rights, 
and privacy—especially when it comes to some of the world’s most 
vulnerable people.

DATA WEAPONIZATION

The risk of data weaponization—the use of data to target vulnerable 
individuals and communities—appears especially grave in conflict 
and fragile situations. What we saw in 2021 in Afghanistan, after the 
Taliban takeover, was a growing concern that the Taliban could use 
social media, online information, or other forms of data to identify 
citizens who previously worked for the Afghan security forces, civil-
ian government, or foreign and international organizations.8 Google 
had temporarily locked down an unspecified number of Afghan 
government email accounts, protecting the digital trail left by for-
mer officials and their international partners.9 Similarly, in 2022, in 
Ukraine, Google temporarily disabled Google Maps’ live traffic data 
due to the risk of it being misused as a tool to track military move-
ments and civilians seeking shelter.10

DATA MANIPULATION

Data manipulation—the practice of altering or manipulating data—
is an especially high risk in fragile settings, where it can be used 
to further political agendas, spread misinformation, or manipulate 
public opinion. In the pre-algorithm era, data manipulation was 
used to misrepresent statistics on violence and war casualties, exag-
gerate the strength of warring parties, or intimidate and dehuman-
ize enemies. In the age of algorithms, data manipulation may be 
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conducted on a greater scale, amplifying the potential impact of 
misuse. New data-driven methods can be used to create false con-
tent, corrupt the integrity and content of digital datasets, or manipu-
late the functioning of algorithmic systems.

AI-powered tools can be used to automatically generate large 
amounts of misleading or false content, manipulate public opin-
ion, or create mistrust of other published information. With the 
latest developments in deep learning neural networks and a growing 
number of AI tools built on large language models like ChatGPT, 
disinformation researchers are raising alarms about AI chatbots 
spreading conspiracy theories and misleading content. Predecessors 
of ChatGPT have already been used to infuse online content with 
misinformation and, often, hate speech. For example, Microsoft had 
to close out its Tay chatbot within 24 hours of introducing it on 
Twitter in 2016 after trolls taught it to stream racist and xenophobic 
language.11

AI experts caution that another AI-generated form, deepfakes—
artificial but hyper-realistic video, audio, and images—will play a 
significant role in future elections and broader politics, undermin-
ing trust.12 In 2019, a video purporting to show the president of 
Ghana taking a bribe went viral on social media.13 The video was a 
deepfake, created using AI to superimpose the president’s face onto 
that of another person. The video was intended to undermine the 
president’s credibility and legitimacy, and some feared that it could 
contribute to political instability or even a coup. In a more recent 
example, with the beginning of war in Ukraine, a video emerged 
in public that appeared to show Ukrainian President Volodymyr 
Zelensky calling on the citizens of his country to stop fighting and 
surrender their weapons.14 It was another example of a deepfake 
mimicking a real person in what appeared to be an authentic video.

DATA LEAKS AND CYBERATTACKS

Data leaks and cyberattacks are risks present in any field, but an espe-
cially serious one for fragile settings with vulnerable populations. In 
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February 2022, a sophisticated cybersecurity attack launched against 
computer servers hosting information held by the ICRC compro-
mised the personal data and confidential information of more than 
half a million vulnerable people, including displaced persons sepa-
rated from their families due to conflict, migration, natural disas-
ters, missing persons, and their families, and people in detention.15 
Cyberattacks can also disrupt critical services, such as healthcare, 
emergency response, and communications networks. In conflict set-
tings, where these services are already strained, disruptions can have 
severe consequences and put even more lives at risk.

DUAL-USE APPLICATIONS

The rapid development of AI is prompting worries about its dual-
use application, in which any new AI innovation might be used for 
both beneficial and harmful purposes. In a recent effort to point 
out the dangers of AI dual use, researchers showed the ease of using 
computational drug design software to generate novel toxic mol-
ecules.16 It took less than six hours for drug-developing AI to invent 
40,000 potentially lethal molecules for possible chemical or bio-
logical warfare. In addition to malicious use, some AI applications 
come with “unintentional harms” or “unintended consequences”, 
where approaches designed with the intent to sustain peace and 
prevent conflict cause harm but instead exacerbate conflict and vio-
lence. Additionally, AI systems often operate in opaque and complex 
ways, making it difficult to determine who is accountable for their 
decisions, which is an important issue in sustaining peace and con-
flict prevention.

NEGLECT AND DISEMPOWERMENT OF LOCAL  
ACTORS AND COMMUNITIES

The increasing dependence on AI in program design and imple-
mentation runs the risk of neglecting localization and commu-
nity participation—although these are central practical and ethical 
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commitments for peacebuilders.17 Remote teams, sometimes located 
thousands of miles away, use data-driven approaches, which can 
reinforce traditional power dynamics between international and 
local actors and hinder efforts for local empowerment. Studies of  
existing AI tools for humanitarian action reveal that, even when 
locally generated data is used to train AI models, less than one-third 
of such models are intended for use by local organizations or crisis- 
affected populations.18 Additionally, AI tools are seldom created with 
the involvement of the local communities that will be impacted 
by them. A potential solution is to establish locally developed and 
owned humanitarian AI through participatory AI methodologies, 
using the collective intelligence of crisis-affected communities as 
active actors rather than testing beds for emerging AI solutions.19

The growing ethical concerns surrounding data collection and 
technology have led to discussions of “data colonialism,” which 
refers to the exploitation of data and information from marginalized 
communities by larger and more powerful entities.20 This can take 
the form of the appropriation of big data in developing countries by 
major international powers and big tech companies that claim own-
ership of and privatize the data produced by their users and citizens. 
It can also involve using data from indigenous communities without 
their consent, as well as collecting data from individuals in develop-
ing countries or conflict zones and humanitarian emergencies and 
using it for the benefit of companies or organizations in developed 
countries. Ethics researchers are pointing out similarities to histori-
cal colonialism, in which appropriation of resources took place on 
a vast scale. Today there is a new grab happening, but it is not land 
that is being grabbed—it is data.

ETHICS AND DATA RESPONSIBILITY: 
GENERAL FRAMEWORKS

Only a decade ago, there was almost no discussion about the prin-
ciples and practice of AI ethics. Since then, technology has often 
developed faster than our ability to keep up with ethical research. 
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Beginning with risk cases from real life, thinking about AI ethics 
has deepened over the years. Yet an AI for peace approach to ethics 
still needs far more attention, and there is now a great opportunity 
to learn from and adopt tools and practices already developed from 
related AI use cases in the humanitarian sector and beyond.

Despite the consensus that AI should be ethical, there is still 
an active debate on what constitutes “ethical AI.” The Alan Turing 
Institute defines it as a “set of values, principles, and techniques 
that employ widely accepted standards of right and wrong to 
guide moral conduct in the development and use of AI technolo-
gies.”21 In the past several years, companies, academics, and gov-
ernments have started issuing principles and guidelines for ethical 
AI. A few that have received greater visibility in the last several 
years include the Vatican’s “Rome Call for AI Ethics,” identify-
ing transparency, inclusion, responsibility, impartiality, reliabil-
ity, security, and privacy as primary ethical principles22; the US 
Department of Defense’s “Ethical Principles for the Use of Artificial 
Intelligence,” with six primary principles: responsible, equitable, 
traceable, reliable, and governable AI23; and the OECD Principles 
on Artificial Intelligence, promoting AI that is innovative, trust-
worthy, and respects human rights and democratic values, with a 
general scope to ensure they can be applied to AI developments 
around the world.24

In 2021, the Recommendation on the Ethics of Artificial 
Intelligence was adopted by UNESCO’s General Conference as the 
first global standard-setting instrument on the ethics of AI.25 At the 
time of writing this chapter, the EU introduced the AI Act, discussed 
in Chapter 3 on human rights, as the first potential law on AI by a 
major regulator anywhere, expected to have a broad impact on the 
use of AI and machine learning for citizens and companies around 
the world.26 Some researchers are advocating for a human-rights 
approach to AI ethics as a more universal and well-defined frame-
work of internationally agreed norms and universal expression of 
shared values of humanity, which also provides a mechanism for 
accountability and redress. Laws, however, cannot always keep pace 
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with technological developments, which is why adherence to clear 
ethical principles is perceived as an additional, sometimes higher 
standard than formal compliance with laws.

Ethicists consider adherence to AI ethics principles as a pathway 
to trustworthy AI, another concept dominating the AI ethics discus-
sions. Trust in AI systems is defined as “an attitude that an agent 
will behave as expected and can be relied upon to reach its goal. 
Trust breaks down after an error or misunderstanding between the 
agent and the trusting individual.” The EU’s Ethics Guidelines for 
Trustworthy AI define “three components of trustworthy AI that 
should be met throughout the system’s life cycle”:

1. It should be lawful, complying with all applicable laws and 
regulations.

2. It should be ethical, ensuring adherence to ethical principles 
and values.

3. It should be robust, both from a technical and social perspec-
tive, since, even with good intentions, AI systems can cause 
unintentional harm.27

Trustworthy AI aims to “provide the foundation upon which all 
those affected by AI systems can trust that their design, development, 
and use are lawful, ethical and robust.” Trying to help practitioners 
to navigate the space of many adopted and proposed principles and 
guidelines, the OECD created Tools for Trustworthy AI, an interac-
tive database of AI tools, practices, and approaches for implementing 
trustworthy AI and helping AI practitioners to determine which tool 
fits their use cases.28

A closer look at 84 of these documents containing ethical prin-
ciples and guidelines for AI shows that they still consist of tools 
predominantly made in Europe or the United States and are shaped 
with western-centric ideas, languages, theories, and challenges.29 
Without broader geographic representation, AI ethics will reflect 
the perspectives of people in only a few regions of the world. Such 
standards risk the creation of AI systems that perpetuate existing 
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biases, are insensitive to local culture, and repeat the pattern of colo-
nialism. Alternative approaches have been offered as a critique of 
a prevalent western ethics model and as an attempt to create more 
global AI ethical thinking, drawing from philosophies such as 
Buddhism,30 Ubuntu philosophy,31 Islamic ethics,32 or indigenous 
epistemologies.33

AN AI FOR PEACE APPROACH TO ETHICS:  
RELEVANT RESOURCES

Although existing AI principles and guidelines may have applica-
tions for peacebuilding and sustaining peace, none of them explic-
itly mentions these goals. Some practitioners are advocating for 
strengthening the essence of ethical AI by adding the terms “sus-
taining peace” or “peacefulness” to existing principles of fairness, 
inclusiveness, transparency, privacy, security, and accountability.

There is, however, a concrete demand from members of the AI 
for peace ecosystem—organizations that are directly applying data 
science, data-driven, and AI-driven approaches in their specific 
programs. Peacebuilders still lack sufficient ethical guidelines that 
have been adopted and are applicable to the new realities of build-
ing peace in the age of algorithms. While they can use many of the 
existing AI ethics tools, the question remains: Are these sufficient to 
deal with the nuances of peacebuilding, especially in connection to 
fragile, conflict-affected contexts and vulnerable populations?

One field to which peacebuilders can turn for help is the humani-
tarian sector. This is because humanitarians working on the issues 
of refugees, famine, and natural disasters are also often working in 
active conflict zones with the most vulnerable and marginal popula-
tions in the world.34 Humanitarians are also highly sensitive to the 
notion of unintended consequences, and they understand that the 
needs of vulnerable groups require deep expertise rather than one-
size-fits-all guidelines, as well as close partnership with local actors 
and communities.
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The UN Office for the Coordination of Humanitarian Affairs 
(OCHA) Centre for Humanitarian Data focuses on developing guid-
ance, processes, and practices for how OCHA, as the coordinator of 
humanitarian response, handles humanitarian data. One direct result 
is the 2021 OCHA Data Responsibility Guidelines to support OCHA’s 
data work.35 Another important data-responsibility tool is the ICRC’s 
Data Protection Framework, which provides individuals with pro-
tection in accordance with international standards.36 It includes the 
ICRC Rules on Personal Data Protection along with a supervisory and 
oversight mechanism. Other relevant resources include the Harvard 
Humanitarian Initiative’s Signal Code,37 USAID’s Considerations 
for Using Data Responsibly,38 and IOM’s Data Protection Manual,39 
which provide recommendations on how to work responsibly with 
humanitarian data.

Many of these tools were created as a response to specific risks 
and real-life cases that demonstrated a need for better AI respon-
sibility. One of the cases investigated by Human Rights Watch in 
2021 showed that the UN refugee agency improperly collected and 
shared personal information from ethnic Rohingya refugees with 
the Bangladesh government—which then shared it with Myanmar 
to verify people for possible repatriation, even though this was the 
country these people fled from in the first place.40 In crisis-affected 
and fragile contexts, providing personally identifiable data may be 
conditionally tied to receiving assistance, raising questions of fair-
ness and consent. Anonymity is also crucial in these settings, where 
the risk of targeting and reidentification is high. Ethical decision-
making would consist of considering the vast power imbalances 
between international agencies and the people they are protecting, 
as well as reducing the risk of migrants becoming a test ground for 
biometric technologies.

One of the widely accepted ethics approaches in conflict settings 
is “conflict sensitivity,” which is a conceptual framework and set 
of tools that can help different stakeholders navigate the challenges 
of working in conflict-affected areas. Any organization, company, 
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program, or project operating in a conflict-affected context is very 
likely to have unintended consequences influencing the situation, 
which may exacerbate existing conflict dynamics. When organi-
zations operate with algorithms, those consequences can be espe-
cially challenging to understand and handle. Conflict-sensitivity 
approaches can be utilized by any organization as a guideline for 
tackling complex conflict situations and diminishing the potential 
negative impact of their activities on violence and conflict. To be 
conflict-sensitive, an organization should be able to understand the 
context in which it operates; understand the interaction between 
its activities and that context; take steps to minimize the negative 
impacts of its operations; and take steps to maximize the positive 
effects of its operations for peace.

In this context, the “do no harm” framework is a leading tool. 
It means that, when applying AI and data, the goal should be to 
avoid causing any harm or negative consequences and to prioritize 
the well-being and safety of affected individuals and communi-
ties. This approach is based on the idea that the use of AI in these 
contexts should be carefully considered and controlled in order 
to ensure that it is used in a way that benefits rather than harms 
the people it is intended to help. However, almost any data collec-
tion and processing in conflict settings comes with some risk of 
harm (such as in the case of a data breach), so fully embracing the 
“do no harm” principle would mean not collecting any data. But 
not collecting any data comes with its own set of possible harms, 
replacing the risk of misuse of data with the risk of missed use. The 
challenge is responding to risks without trading off their potential 
usefulness.

LESSONS LEARNED AND WAY AHEAD

The potential uses of emerging technologies and their risks and 
consequences are difficult to fully assess. More evidence-based doc-
umentation is needed to be able to use the full potential of techno-
logical tools while avoiding unintended negative consequences. We 
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opened this chapter with a discussion of the regulatory regime for 
nuclear weapons. Regulating AI, however, will be much more com-
plex. Nuclear weapons require specific physical materials, making 
them traceable and controllable through inspections, whereas AI has 
more widespread applications and mass accessibility. Unlike nuclear 
weapons, which are highly controlled and limited to a few nations, 
AI can be developed and deployed across borders by various entities, 
including private companies and individuals, making comprehen-
sive regulation difficult.

It is critical for organizations that are deploying AI for peace to 
have both the methodological knowledge and conceptual skills to 
translate relevant ethical principles into technical terms and imple-
ment them in practice. Agreeing on and adopting AI ethics prin-
ciples is the first step in this process, but the work cannot stop there. 
Practical methods need to be developed to transfer those principles 
into practice. And to do both, peacebuilding practitioners need to 
catch up and stay informed about existing developments and achieve-
ments in the AI ethics field and find appropriate ways to transfer 
those lessons into their own field. The AI for peace ecosystem also 
needs to be more vocal in bringing the expertise of its own members 
to the table, specifically integrating the do no harm and conflict sen-
sitivity frameworks into the larger AI ethics field. Ultimately, it will 
be critical for standard-setting entities on AI ethics to address issues 
relating to peace, rather than throwing this responsibility back upon 
individual and often resource-poor organizations.

Recognizing that all projects are different and that processes 
need to be flexible and adjusted to the cultural context in which the 
project is designed and implemented are both important. However, 
minimum standards, principles, and values, such as those set by 
the UNESCO AI ethics work, should be adopted and considered 
universal. These robust ethics risk assessments are needed to ensure 
AI is used responsibly in response to conflict or for sustaining  
peace work.

There is a key challenge, however. Peacebuilding work is often 
implemented at a moment of crisis, making the use of ethical 
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principles—which may require longer time horizons to assess impact—
difficult. In the context of a crisis, conflict, and fragility, there may be 
a trade-off between a cautious approach and the need to deploy an AI 
project quickly. When the situation is fragile and changing at unprec-
edented speed, and when early action usually means saving lives but 
often comes with additional risks, there may also be a need to develop 
an “ethics in crisis,” which does not yet exist. This does not mean 
that ethical norms and processes should be skipped or neglected, but 
rather emphasizes the need to design appropriate processes for embed-
ding ethics with urgency in these contexts.41 This is an ethics to be 
invented, and along with the issues above, it will be essential to real-
izing the promise of AI for peace.
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