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Foreword




What does the future of medicine look like? How can we harness the power of artificial intelligence and advances in the biosciences to improve health outcomes, reduce errors and personalize care? How can we balance the high-tech innovations with the high-touch human values that are essential for healing and wellbeing? These are some of the questions that Paul Cerrato and John Halamka explore in their visionary book, Redefining the Boundaries of Medicine. Drawing on their extensive experience and expertise, they offer a roadmap for transforming healthcare delivery into an “Evidence-Based Medicine 2.0,” through careful application of cutting-edge methods and technologies.

The authors describe how technical advances can help us expand the boundaries of medicine beyond the traditional scope of clinical practice and research, and to deliver more precise, personalized and effective care to patients. The book is full of inspiring and intriguing examples that illustrate how computing innovations can extend the capabilities of clinicians and researchers and empower patients.

Readers are provided case studies that illustrate the power and promise of machine learning, causal inference and new approaches to leveraging findings from clinical trials to enhance diagnosis, treatment and prevention of disease. Along the way, the authors address multiple practical challenges, including data quality and the reliability of diagnostic and predictive models with shifts in environment and context. They also cover ethical, regulatory and privacy challenges that computing technologies present, and how to overcome them with wise oversight, standards and safeguards.

The authors do not neglect the vital importance of healthcare equity, and the humanistic and spiritual aspects of medicine. The authors describe how computing advances can tackle social determinants of health, such as poverty, racism, and environmental factors, and improve health equity and access for those facing marginalization. They remind us that technology cannot substitute for empathy, compassion and gratitude. They emphasize that medicine is not only based on data and algorithms, but also on values and relationships. They advocate for a high-tech, high-touch approach to medicine that puts the patient at the heart, and respects their dignity, autonomy and preferences.

Redefining the Boundaries of Medicine is a timely and captivating book that challenges us to rethink and reimagine how we deliver health care in the 21st century. It is an informative and engaging read for all who care deeply about the future of health care.

Eric Horvitz, M.D., Ph.D.

Chief Scientific Officer, Microsoft

Redmond, Washington

February 2023





Here’s to the crazy ones




On September 28, 1997, Apple aired its famous “Think Different” commercial. It started like this: “Here’s to the crazy ones, the misfits, the troublemakers, the round pegs in square holes.” The ad went on to praise unconventional thinkers willing to challenge the status quo and forge a path to innovative products and services because they change things. That’s often been the case in the history of technology and health care, too.

As the title of our book implies, we’re crazy enough to think that we can play a role in changing the boundaries of medicine. Skeptics may question that mission. After all, modern medicine has generated a long list of impressive achievements. But despite these accomplishments, we both see the need to “color outside the lines.” As underscored in Chapter 1, medicine is far too complex an activity to be conducted by human minds unaided by computers, so expanding the boundaries of medicine will require that we embrace advances in computer science, with a special emphasis on artificial intelligence (AI). That includes bringing advances in validated, unbiased machine learning (ML) algorithms to the bedside, which in turn will improve the diagnostic process and give patients even better treatment options. As we’ve documented in previous publications, every year, about 5% of adult outpatients in the United States experience a diagnostic error.1 In addition, diagnostic mishaps contribute to about 1 in 10 patient deaths, cause as much as 17% of hospital adverse effects, and affect approximately 12 million adult outpatients — or 1 in 20 Americans — every year.

About half of these errors may be harmful. AI, ML, and deep learning-enabled algorithms are already addressing these issues.

Recognizing the most effective treatments is another pain point for clinicians and researchers, addressed in Chapter 2. The profession needs to redefine the search for medical knowledge, going beyond reliance on randomized controlled trials (RCTs) as the only source of evidence-based health care. RCTs have become the standard used to judge the efficacy of diagnostic and therapeutic regimens in clinical medicine. The rationale for placing the most trust in them and systematic reviews and meta-analyses stems from two critical issues that reduce the reliability of observational studies: expectations and confounding. Clinicians and patients are both susceptible to suggestion and sometimes imagine a real benefit when none actually exists. Similarly, confounding variables not accounted for when seeking a cause-and-effect relationship can mislead investigators and practitioners alike. That said, there are numerous shortcomings to RCTs, which we discuss in detail.

Chapter 3 asks readers to rethink medical expertise itself. Astrophysicist Neil deGrasse Tyson said it best: “One of the great challenges in life is knowing enough to think you’re right, but not enough to know you’re wrong.” Many of us in health care fall into this trap, and our patients suffer as a result. Escaping this mind trap means redefining expertise to include not just physicians but patients, nurses, citizen scientists, informaticists, independent scholars and many others.

Addressing an uncomfortable issue for many science-educated professionals is the theme of Chapter 4. That is, how clinicians can find a role for spirituality and the humanities in everyday medical practice. In many clinical settings, spirituality continues to be an unwelcome stepchild, and patients suffer from this short-sightedness. Evidence supports the inclusion of some form of spiritual advice in patient care. For instance, one meta-analysis that included over 32,000 adults with cancer found that spirituality was linked to overall physical health, a correlation that remained significant even after socioeconomic and clinical variables were factored in.

Chapter 5 explores ways to balance lifestyle medicine and pharmacotherapy, highlighting the need for putting more emphasis on preventive care and being more nuanced in our use of drug therapy. We also delve into unconventional therapeutic approaches such as intermittent fasting and anti-inflammatory diets — and at least one prescription that doctors rarely write.

The conversation about precision/personalized medicine that we began in 2018 with the publication of Realizing the Promise of Precision Medicine continues in Chapter 6.2 It includes an update on one of the most important research projects in the history of health care: the federal government’s All of Us Research Program, originally launched in 2015.

Chapter 7 looks at ways to improve patient communication and address misinformation, a topic on every healthcare professional’s mind as we go to press. Once again, our goal is to encourage readers to rethink their approach to both topics, avoiding a doctor-knows-best attitude and focusing on trust, respect, empathy, humility, better listening skills and a deeper understanding of why misinformation flourishes.

If you’re a Star Trek fan, you’ll probably recall the quote of Mr. Spock’s in Chapter 8: “You’re asking me to work with equipment which is hardly very far ahead of stone knives and bearskins.” The Enterprise’s first officer expresses that frustration after being asked to construct a mnemonic memory circuit during the 1930s. Many healthcare facilities face similar challenges because they exist in a digital Stone Age. That, in turn, makes interdisciplinary medical care — which we urge clinicians to embrace — next to impossible.

Finally, Chapter 9 encourages us all to find ways to give patients a stronger voice. We should make a more concerted effort to teach patients about the need for medical self-care, as well as embracing shared decision-making, patient advocacy and patient-generated health data.

Call us crazy, but we really do believe these changes will have a real impact on medical care, now and in the foreseeable future.

Paul Cerrato, M.A.

John Halamka, M.D., M.S.
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CHAPTER 1

The promise and peril of artificial intelligence




Medicine is far too complex an activity to be conducted by human minds unaided by computers.

Richard Smith, Former Editor in Chief, British Medical Journal

In the 21st century, it’s impossible to redefine medicine without taking into account advances in computer science in general and artificial intelligence in particular, both of which are having a profound impact on clinicians and patients. There are at least four drivers behind this digital transformation of health care:


	The amount of new information being generated through biomedical publications, conferences, and technological innovations, which is so massive that the human brain is incapable of processing it, let alone applying it at the bedside

	The analytical computations required to reach the most accurate diagnoses in complex patient scenarios, which are often beyond the brain’s capability as well

	The efficiency of computer software to handle routine healthcare-related tasks, offering a cost-effective way to improve many day-to-day administrative and operational processes and procedures

	The recognition by many in the healthcare community that patient care is biased against certain marginalized segments of society. The digital health community is developing the computational tools to address these inequities.



By one estimate, nearly 2 million articles are published in scientific journals each year, in about 28,000 journals.1 Several of these papers present important new insights and observations that deserve to be put into practice, yet they fall by the wayside or are rejected by the status quo. Unfortunately, the history of medicine is filled with innovations that were initially rejected or ignored: Ignaz Semmelweis’ realization that childbed fever was caused by physicians performing autopsies and then examining expectant mothers without disinfecting their hands; the initial rejection of newborn incubators in American neonatal intensive care units (ICUs); the role of viruses in cancer, now recognized as a contributing cause; and the realization that Helicobacter pylori causes gastric ulcers are just a few examples.

Innovations that are not rejected out of hand often take years to implement in routine medical practice. While there are numerous reasons for this slow crawl, Ziad Obermeyer, M.D., and Thomas Lee, M.D., succinctly describe one reason: “The complexity of medicine now exceeds the capacity of the human mind.”2 They go on to point out: “The first step toward a solution is acknowledging the profound mismatch between the human mind’s abilities and medicine’s complexity. Long ago, we realized that our inborn sensorium was inadequate for scrutinizing the body’s inner workings — hence microscopes, stethoscopes, electrocardiograms, radiographs. Will our inborn cognition alone solve the mysteries of health and disease in a new century?” The deployment of machine learning (ML) and other forms of artificial intelligence (AI) is part of the solution.

The massive influx of new research, in combination with the limitations of the human brain, has likely contributed to the epidemic of misdiagnoses that continue to plague the profession. As we documented in Reinventing Clinical Decision Support,3 every year, about 5% of adult outpatients in the United States experience a diagnostic error.4 In addition, diagnostic mishaps contribute to about 1 in 10 patient deaths, cause as much as 17% of adverse events reported in hospitalized patients and affect approximately 12 million adult outpatients a year, which translates into 1 in 20 Americans. About half of these errors may be harmful, according to Singh and colleagues.5 Among the 850,000 patients who die in U.S. hospitals annually, about 71,400 of these deaths include a major diagnosis that has not been detected. The list of contributing factors responsible for this misdiagnosis epidemic is long, but overlooked information, no doubt, is part of the problem.

Our goal in this chapter is to discuss the value of AI-enabled algorithms in meeting the needs of diagnosticians and others who work in health care, as well as to dispassionately review their weaknesses and potential dangers.


DIGITAL HEALTH 1.0: LANDMARK STUDIES LEAD THE WAY

The strongest evidence supporting the value of AI in medicine comes from research in medical imaging. Computers far outpace humans in their ability to examine the millions of pixels that comprise a radiograph or a photograph. That ability has resulted in algorithms that can detect subtle changes in retinal images that suggest the presence of diabetic retinopathy, locate small abnormalities in skin lesion photos that alert clinicians to the possibility of melanoma and help identify left atrial enlargement on an X-ray. Figure 1.1, for example, illustrates how AI can be used to create algorithms that help distinguish between a normal mole and a malignant melanoma.

Several landmark studies have paved the way. Varun Gulshan, M.D., at Google, and associates from several medical schools were among the first in medicine to make a major impact in the field of deep learning (DL). These researchers6 used a convolutional neural network (CNN) to analyze more than 128,000 retinal images, looking for evidence of diabetic retinopathy. The algorithm they employed was compared to the diagnostic skills of several board-certified ophthalmologists. Using the area under the receiver operating characteristic (AUROC) curve as a metric, and choosing an operating point for high specificity, the algorithm generated a sensitivity of 87.0% and 90.3% for two validation datasets and a specificity of 98.1% and 98.5% for detecting referable retinopathy, as defined by a panel of at least seven ophthalmologists. When AUROC — also called area under the curve (AUC) — was set for high sensitivity, the algorithm generated a sensitivity rating of 97.5% and 96.1% and a specificity of 93.4% and 93.9%. (MedCalc7 states: “In a ROC curve the true positive rate (sensitivity) is plotted in function of the false positive rate (100—specificity) for different cut-off points of a parameter. Each point on the ROC curve represents a sensitivity/specificity pair corresponding to a particular decision threshold. The area under the ROC curve [AUC] is a measure of how well a parameter can distinguish between two diagnostic groups [diseased/normal].”





FIGURE 1.1

How neural networks work

[image: How neural networks work]

A neural network designed to distinguish melanoma from a normal mole will scan tens of thousands of images to teach itself how to recognize small differences between normal and abnormal skin growths. These “neurons” are nodes or layers that are connected to one another, and as each node is excited by data coming from a digital image, those data are sent to the next node. The excitement transferred from one node to the next is represented by a specific number or weight. In the case of the skin cancer algorithm, the excitement is the result of the network analyzing the millions of pixels in each image. Data representing the pixels in an image can be sent through nodes in the first input layer and are then transferred to the next layer, with the strength of each signal indicated by specific numerical values. The goal is to arrive at an output — in this case, a conclusion that the image represents, either a melanoma or a normal mole.

Source: Cerrato P, Halamka J. Digital Reconstruction of Healthcare: Transitioning from Brick and Mortar to Virtual Care. CRC Press; 2021.



In April 2018, a software system used to perform this type of retinopathy screening became the first AI-based medical device to receive U.S. Food and Drug Administration (FDA) clearance to “detect greater than a mild level of…diabetic retinopathy in adults who have diabetes.”8 The software, called IDx-DR, is the first medical device approved by the FDA that does not require the services of a specialist to interpret the results, making it a useful tool for healthcare providers who may not normally be involved in eye care. The FDA clearance emphasized the fact that IDx-DR is a screening tool not a diagnostic tool, stating that patients with positive results should be referred to an eye care professional. The algorithm built into the IDx-DR system is intended to be used with the Topcon NW400 retinal camera and a cloud server that contains the software.

In the field of dermatology, Andre Esteva, in the Department of Electrical Engineering, Stanford University, along with colleagues in the Stanford University Department of Dermatology and others, published a landmark study in Nature in 2017 demonstrating that a neural network-generated algorithm was as effective in diagnosing skin cancer as human dermatologists.9 To reach that conclusion, they trained the neural network on a dataset containing over 129,000 clinical images and compared the resulting algorithms to the diagnostic performance of 21 board-certified dermatologists, evaluating the ability to differentiate keratinocyte carcinoma from benign seborrheic keratosis and malignant melanoma from benign nevi. The dataset was derived from open-access dermatology repositories, the International Skin Imaging Collaboration (ISIC) Dermoscopic Archive, the Edinburgh Dermofit Library and Stanford Hospital. The researchers used AUROC to make their comparison. A perfect AUROC or AUC score of 1 indicates 100% accurate performance. For carcinoma and melanoma, the algorithm generated AUCs of 0.96 and 0.91-0.94, respectively, which were superior to the performance of at least 21 dermatologists.



DIGITAL HEALTH 2.0: STRENGTHENING THE EVIDENCE CHAIN

As stakeholders examined these and similar studies, they began to notice several problems, including the fact that most were retrospective analyses, rather than the controlled prospective trials required to demonstrate their value in clinical medicine. That criticism is slowly being addressed. Michael Abramoff, M.D., in the University of Iowa Department of Ophthalmology and Visual Sciences, and associates conducted a prospective clinical trial that compared the gold standard for detecting retinopathy, the Wisconsin Fundus Photograph Center, to the IDx-DR algorithm and found that “the AI system exceeded all pre-specified superiority endpoints at sensitivity of 87.2%…, specificity of 90.7%…”10

In a 2020 article that included a review of the available prospective studies in healthcare AI, we found five randomized clinical trials (RCTs) and 10 prospective studies worthy of consideration.11 Our analysis helps to put the evolution of health AI (HAI) into perspective. We refer to the initial enthusiastic burst of research as Digital Health 1.0, which included numerous proof-of-concept reports and retrospective analysis. Digital Health 2.0 has seen publication of a small number of prospective studies that provide stronger evidence to support its use in clinical practice. Among the 15 prospective studies we listed in 2020 were RCTs that found colonoscopy combined with DL computer-assisted detection improved adenoma detection12; neural network-assisted colonoscopy was more effective than unassisted colonoscopy in detecting adenomas13; and colonoscopy with AI assistance increased adenoma detection rates, compared to standard colonoscopy.14

Another prospective study that bolstered the evidence chain supporting AI was conducted by Todd Hollon and colleagues. They have shown that AI-enhanced algorithms can play a pivotal role in digital pathology.15 Hollon and colleagues point out that interoperative diagnosis of cancer relies on a “contracting, unevenly distributed pathology workforce.” The process can be quite inefficient, requiring that a tissue specimen travel from the OR to a lab, followed by specimen processing, slide preparation by a technician and a pathologist’s review. At the University of Michigan, they are now using Stimulated Raman histology, an advanced optical imaging method, along with a CNN to help interpret the images. The ML tools were trained to detect 13 histologic categories and include an inference algorithm to help make a diagnosis of brain cancer. Hollon and colleagues conducted a two-arm, multicenter, non-inferiority trial to compare the CNN results to those of human pathologists. The trial, which evaluated 278 specimens, demonstrated that the ML system was as accurate as pathologists’ interpretation (94.6% vs 93.9%). Equally important was the fact that it took under 15 seconds for surgeons to get their results with the AI system, compared to 20 to 30 minutes with conventional techniques. And that latter estimate does not represent the national average. In some community settings, slides have to be shipped by special courier to labs that are hours away.

Mayo Clinic is among several forward-thinking health systems that are in the process of implementing a variety of digital pathology services as well. The Clinic has partnered with Google and is leveraging their technology in two ways. The program will extend Mayo Clinic’s comprehensive Longitudinal Patient Record profile with digitized pathology images to better serve and care for patients. And we are exploring new search capabilities to improve digital pathology analytics and AI. The Mayo/Google project is being conducted with the help of Sectra, a digital slide review and image storage and management system. Once proof-of-concept, system testing and configuration activities are complete, the digital pathology solution will be introduced gradually to Mayo Clinic departments, including the main headquarters in Rochester, MN, and branches in Florida and Arizona, as well as the Mayo Clinic Health System, a collection of affiliated community-based practices.

Mayo Clinic has also employed DL to improve cardiovascular services. Take, for example, asymptomatic left ventricular systolic dysfunction (ALVSD). It may not be the most familiar disorder in medicine, but it nonetheless increases a patient’s risk of heart failure and death. Unfortunately, ALVSD is not easily detected. Characterized by low ejection fraction (EF) — a measure of how much blood the heart pumps out during each contraction — it’s readily diagnosed with an echocardiogram. But because that procedure is expensive, it’s not recommended as routine screening for the general public. A recently developed AI-enhanced algorithm that’s used in conjunction with an electrocardiogram (ECG) can identify low EF, one of many advances that will eventually make ML an essential part of every clinician’s “toolkit.”

The algorithm, a joint effort between several of Mayo Clinic’s clinical departments and Mayo Clinic Platform (MCP), was published online by Nature Medicine.16 The EAGLE trial included over 22,000 patients, divided into intervention and control groups and managed by 358 clinicians from 45 clinics and hospitals. The algorithm/ECG was used to evaluate patients in both groups, but only those clinicians allocated to the intervention arm had access to the AI results when deciding whether to order an echocardiogram. In the final analysis, 49.6% of patients whose physicians had access to the AI data underwent echocardiography, compared to only 38.1% who did not have access to the AI data (odds ratio 1.63, P< 0.001). Xiaoxi Yao, at the Kern Center for the Science of Health Care Delivery, Mayo Clinic, and associates reported that “the intervention increased the diagnosis of low EF in the overall cohort (1.6% in the control arm versus 2.1% in the intervention arm) and among those who were identified as having a high likelihood of low EF.” Using the AI tool enabled primary care physicians to increase the diagnosis of low EF overall by 32% when compared to the diagnosis rate among patients who received usual care. In absolute terms, for every 1,000 patients screened, the AI system generated five new diagnoses of low EF compared to usual care. (An explanation of the role of MCP is provided at the end of this chapter.)

Earlier research on the neural network used to create the AI tool had shown that it’s supported by strong evidence. A growing number of thought leaders in medicine have criticized the rush to generate AI-based algorithms because many lack a solid scientific foundation required to justify their use in direct patient care. Among the criticisms being leveled at AI developers are concerns about algorithms derived from a dataset that is not validated with a second, external dataset, overreliance on retrospective analysis, lack of generalizability and various types of bias. The EAGLE trial16 investigators addressed many of these concerns by testing its algorithm on more than one patient cohort. In an earlier study,17 the tool was used on over 44,000 Mayo Clinic patients to train the CNN and then tested again on an independent group of nearly 53,000 patients. While this study was retrospective, other studies have confirmed the algorithm’s value in clinical practice by using a prospective design. The more recent EAGLE study was not only prospective in nature, it was also pragmatic, which reflects the real world in which clinicians practice. Traditional RCTs consume a lot of resources, take a long time to conduct, and usually include a long list of inclusion and exclusion criteria for patients to meet. The EAGLE trial, on the other hand, was performed among patients in everyday practice.

Nathan Brajer, at Duke Institute for Health Innovation, and his colleagues also took a prospective approach to evaluating a ML-based algorithm designed to predict in-hospital mortality in adults.18 They looked at over 75,000 hospital admissions, with a median patient age of 59.5 years and found that the ML model accurately predicted death at the time of admission, with an AUC of 0.84 to 0.89. The need for such prospective confirmation of ML-based models is highlighted by the fact that some hospitals previously have been using such models in their ICUs, relying on retrospective data. As Brajer and colleagues explain: “…prior models developed to predict deterioration and intensive care unit (ICU) transfer have been evaluated retrospectively and implemented at various health systems.”

The evaluation by Brajer and associates also emphasized other weaknesses of the early studies on ML, which often lack external validation of the models because they are not tested on more than one patient population. The researchers addressed the generalizability problem by cross-testing their algorithm in three different hospitals. This generalizability issue is only one of many that continue to need attention. Other issues include the size of t he patient population used to test the model, the cleanness and harmonization of the data being incorporated into it, whether it has received regulatory approval and how it will be integrated into clinicians’ workflow.

A closer analysis of the generalizability issue reveals that there are several types of generalizability that should concern clinicians and other decision makers. Geographical and temporal generalizability are two of the most important. Earlier in this chapter, we mentioned a few prospective trials that have provided stronger support for AI algorithms than do the more commonly published retrospective analyses. Pu Wang and associates, for instance, conducted a double-blind RCT to test the ability of a deep-learning-based system to detect adenomas during colonoscopy.12 They found that difficult-to-detect polyps that had been missed by endoscopists could be detected with the computer-aided detection system. The problem with these results is they were conducted at the Caotang branch hospital of Sichuan Provincial People’s Hospital in China. Is it reasonable to extrapolate those findings and conclude they apply in a U.S. population? Given the major differences in demographics between the two populations, there is good reason to doubt the system’s applicability in an American cohort.

Similarly, a lack of temporal generalizability can play havoc with the healthcare data used to train an algorithm, which in turn will interfere with its ability to make accurate predictions. Several algorithms have been developed to help classify diagnostic images, predict disease complications and more. A closer look at the datasets upon which these digital tools are based indicates many suffer from dataset shift. In simple English, dataset shift is what happens when the data collected during the development of an algorithm change over time and are different from the data when the algorithm is eventually implemented. For example, the patient demographics used to create a model may no longer represent the patient population when the algorithm is put into clinical use. This happened when COVID-19 changed the demographic characteristics of patients, making the Epic sepsis prediction tool ineffective.

Samuel Finlayson, Ph.D., at Harvard Medical School, and his colleagues described a long list of dataset shift scenarios that can compromise the accuracy and equity of AI-based algorithms, which in turn can compromise patient outcomes and patient safety. Finlayson and colleagues19 list 14 scenarios, which fall into three broad categories: changes in technology, population and setting, and behavior. Examples of ways in which dataset shift can create misleading outputs that send clinicians down the wrong road include changes in:


	The X-ray scanner models used

	The way diagnostic codes are collected (e.g., using ICD-9 and then switching to ICD-10)

	The patient population resulting from hospital mergers



Other potential problems to be cognizant of include changes in a hospital or medical practice’s electronic health record (EHR) system. Sometimes updates to the system may result in changes in how terms are defined, which in turn can impact predictive algorithms that rely on those definitions. If a term like elevated temperature or fever is changed to pyrexia in one of the EHR drop-down menus, for example, it may no longer map to the algorithm that uses elevated temperature as one of the variable definitions to predict sepsis, or any number of common infections. Similarly, if the ML-based model has been trained on a patient dataset for a medical specialty practice or hospital cohort, it’s likely those data will generate misleading outputs when applied to a primary care setting.

Finlayson and colleagues mention another example about which to be aware: changes in the way physicians practice can influence data collection: “Adoption of new order sets, or changes in their timing, can heavily affect predictive model output.” Clearly, problems like these necessitate strong interdisciplinary ties, including an ongoing dialogue between the chief medical officer, clinical department heads and chief information officer and his or her team. Equally important is the need for clinicians in the trenches to look for subtle changes in practice patterns that can impact the predictive analytics tools currently in place. Many dataset mismatches can be solved by updating variable mapping, retraining or redesigning the algorithm, and multidisciplinary root cause analysis.

While addressing dataset shift issues will improve the effectiveness of AI-based algorithms, they are only one of many stumbling blocks to contend with. One classic example that demonstrates that computers are still incapable of matching human intelligence is the study that concluded that patients with asthma are less likely to die from pneumonia that those who don’t have asthma. The ML tool used to come to that unwarranted conclusion had failed to take into account the fact that many asthmatics often get faster, earlier, more intensive treatment when their condition flares up, which results in a lower mortality rate. Had clinicians acted on the misleading correlation between asthma and fewer deaths from pneumonia, they might have decided asthma patients don’t necessarily need to be hospitalized when they develop pneumonia.

This kind of misdirection is relatively common and emphasizes the fact that ML-enhanced tools sometimes have trouble separating useless “noise” from meaningful signal. Another example worth noting: Some algorithms designed to help detect COVID-19 by analyzing X-rays suffer from this shortcoming. Several of these DL algorithms rely on confounding variables instead of focusing on medical pathology, giving clinicians the impression that they are accurately identifying the infection or ruling out its presence. Unbeknownst to their users, the algorithms have been shown to rely on text markers or patient positioning instead of pathology findings.

At Mayo Clinic, we have had to address similar problems. A palliative care model that was trained on data from the Rochester, Minnesota, community, for instance, did not work well in our health system because the severity of patient disease in a tertiary care facility is very different from what’s seen in a local community hospital. Similarly, one of our algorithms broke when a vendor did a point release in its software and changed the format of the results. We also had a vendor with a computed tomography stroke detection algorithm run data from 10 of our known stroke patients through its system and it was only able to identify one patient. The root cause: Mayo Clinic medical physicists have optimized our radiation exposure to 25% of industry standards to reduce radiation exposure to patients, but that changed the signal-to-noise ratio of the images and the vendor’s system wasn’t trained on that ratio and couldn’t find the images.

Problems like this have prompted some thought leaders to conclude that universal generalizability is a myth.20 There is no AI-enabled algorithm that can be universally applied to all patient populations. But the same can be said about the results of any clinical trial that did not use an AI algorithm. In a previous publication,3 we discussed several trials with findings that did not hold up when applied to certain subgroups. The 2013 Look AHEAD study illustrates our point. This large-scale RCT assigned over 5,000 overweight and obese patients with Type 2 diabetes to either an intensive lifestyle modification program or to a control group that only received supportive education. The investigators’ goal was to determine if the lifestyle program would reduce the incidence of death from cardiovascular disease, non-fatal myocardial infarction, non-fatal stroke or hospitalization for angina. The original plan was to follow these patients for as long as 13.5 years, but the study was terminated early because there were no significant differences between the intervention and control groups. The lower caloric content and increased exercise in the intensive lifestyle group did have a positive impact, helping patients to lose weight, but it did not reduce the rate of cardiovascular events.

The Look AHEAD researchers performed a subgroup analysis to see if certain portions of the patient population may have experienced better clinical outcomes. They looked more closely at patients by gender, race, or ethnic group, and the presence or absence of cardiovascular disease when they enrolled in the study. A forest plot analysis found no significant differences.

Aaron Baum and his colleagues, at Icahn School of Medicine at Mount Sinai, New York, and elsewhere were not satisfied with those results and decided to do a much more in-depth subgroup analysis.21 They used an advanced ML method called random forest modeling. One advantage of this method is that it does not start with a specific hypothesis about what variables or patient population characteristics may be responsible for possible heterogeneous treatment effects. The original research project, on the other hand, hypothesized that a patient’s gender, ethnicity, or history of cardiovascular disease may have influenced their response to treatment. During random forest analysis, a series of decision trees are created — thus the term “forest.”

Initially, the technique randomly splits all the available data — in this case, the stored characteristics of about 5,000 patients in the Look AHEAD study — into two halves. The first half serves as a training dataset to generate hypotheses and construct the decision trees. The second half of the data serve as the testing dataset. As Baum and colleagues explain, “The method first identifies subgroups with similar treatment effects in the training data, then tests the most promising heterogeneous treatment effect (HTE) hypotheses on the testing data…”21

Using this technique, Baum and colleagues constructed a forest that contained 1,000 decision trees and looked at 84 covariates that may have been influencing patients’ response or lack of response to the intensive lifestyle modification program. These variables included a family history of diabetes, muscle cramps in legs and feet, a history of emphysema, kidney disease, amputation, dry skin, loud snoring, marital status, social functioning, hemoglobin A1c, self-reported health and numerous other characteristics that researchers rarely, if ever, consider when doing a subgroup analysis. The random forest analysis also allowed the investigators to look at how numerous variables interact in multiple combinations to impact clinical outcomes. The Look AHEAD subgroup analyses looked at only three possible variables and only one at a time.

In the final analysis, Baum and colleagues discovered that intensive lifestyle modification averted cardiovascular events for two subgroups: patients with HbA1c 6.8% or higher (poorly managed diabetes) and patients with well-controlled diabetes (Hba1c <6.8%) and good self-reported health. That finding applied to 85% of the entire patient population studied. On the other hand, the remaining 15% who had controlled diabetes but poor self-reported general health responded negatively to the lifestyle modification regimen. The negative and positive responders canceled each other out in the initial statistical analysis, which falsely concluded that lifestyle modification was useless. The reanalysis by Baum and colleagues lends further support to the belief that a one-size-fits-all approach to medicine is inadequate to address all the individualistic responses that patients have to treatment.

A subgroup analysis by Scarpa and colleagues likewise demonstrates the problem of generalizability. They also used random forest analysis, in this case, to assess the heterogeneous effects of intensive blood pressure reduction in patients with hypertension.22 They reanalyzed the results of the Systematic Blood Pressure Intervention Trial (SPRINT),23 which found that lowering systolic BP to below 120 mm Hg in patients without diabetes was more effective than setting a more modest target of less than 140 mm Hg.

Specifically, SPRINT found that the intensive program reduced the incidence of myocardial infarction, other acute coronary syndromes, stroke, heart failure or death from other cardiovascular diseases. Scarpa and colleagues evaluated data from over 9,000 patients enrolled in SPRINT, which included 466 who were smokers and had systolic BP above 144 mm Hg. They divided this latter subgroup in half, with 236 patients randomized to a training dataset and 236 to a testing dataset. They then looked at the combination of two covariates, namely, smoking status and systolic BP, to see if they may affect study participants differently from the rest of the patient population.

It turns out this subgroup did, in fact, respond differently to intensive BP reduction. Scarpa and colleagues found that “current smokers with a baseline systolic blood pressure greater than 144 mm Hg had a higher rate of cardiovascular events in the intensive treatment group vs the standard treatment group.” These smokers were also more likely to develop acute kidney injuries on the intensive program when compared to smokers adhering to the more modest BP target (10% vs 3.2%), providing further evidence that one-size-fits-all medicine needs to be replaced by a more precise approach that takes into account heterogeneous reactions to treatment.22


Regulatory oversight

In theory, clinicians should be looking to regulatory agencies like the FDA for guidance on which AI-enhanced algorithms are the most trustworthy. In practice, however, FDA guidance has generated mixed results, with some products and services being approved with questionable supporting evidence and others with more adequate evidence.

The FDA has issued guidelines for developers to follow that specifically address software as a medical device (SaMD). It has also started to take a more comprehensive approach by considering a total product lifecycle regulatory framework so that changes in the software can be taken into account as the product adapts to real world learning and adaptation.

The agency has published a discussion paper “Proposed Regulatory Framework for Modifications to Artificial Intelligence/Machine Learning (AI/ML)-Based Software as a Medical Device (SaMD) — Discussion Paper and Request for Feedback,”24 that serves as the foundation for a potential approach to premarket review for AI and ML-driven software modifications.

The paper goes on to explain:


In the framework described in the discussion paper, the FDA envisions a “predetermined change control plan” in premarket submissions. This plan would include the types of anticipated modifications — referred to as the “Software as a Medical Device Pre-Specifications”—and the associated methodology being used to implement those changes in a controlled manner that manages risks to patients —referred to as the “Algorithm Change Protocol.”

In this potential approach, the FDA would expect a commitment from manufacturers on transparency and real-world performance monitoring for artificial intelligence and machine learning-based software as a medical device, as well as periodic updates to the FDA on what changes were implemented as part of the approved pre-specifications and the algorithm change protocol.

Such a regulatory framework could enable the FDA and manufacturers to evaluate and monitor a software product from its premarket development to postmarket performance. This approach could allow for the FDA’s regulatory oversight to embrace the iterative improvement power of artificial intelligence and machine learning-based software as a medical device, while assuring patient safety.

As part of the AI/ML Action Plan, the FDA is highlighting its intention to develop an update to the proposed regulatory framework presented in the AI/ML-based SaMD discussion paper, including through the issuance of a draft guidance on the predetermined change control plan.


Although these guidelines sound reassuring, an independent analysis suggests flaws in the FDA approval process. Wu and colleagues25 evaluated 130 FDA-approved AI devices and found that:


	126 of 130 FDA approvals of AI devices relied solely on retrospective studies.

	Among the 54 high-risk devices evaluated, none included prospective studies.

	Of the 130 approved products, 93 did not report multi-site evaluation.

	59 of the approved AI devices included no mention of the sample size of the test population.

	Only 17 of the approved devices discussed a demographic subgroup.



Because the value of AI-enabled algorithms continues to be questioned, several thought leaders and progressive-minded healthcare organizations have taken on the task of creating guidelines to ensure their accuracy and equity. The SPIRIT AI and CONSORT-AI Initiative, an international collaborative group that aims to improve the way AI-related research is conducted and reported in the medical literature, has published two sets of guidelines to address the issues we mentioned above,26,27 the first of which we’ll outline in more detail below.




DIGITAL HEALTH 3.0

We are at a pivotal moment in medical informatics that demands a more rigorous critique of the digital tools coming to market. Digital Health 3.0 involves an in-depth validation process that includes an evaluation of an algorithm’s accuracy, generalizability and equity. The need for such a deep dive comes from the realization that healthcare AI contains biases related to race, gender and socioeconomic status, as well as a paucity of prospective studies and the lack of multi-site validation mentioned above. These concerns are echoed in the research and publication guidelines outlined in the SPIRIT-AI extension26 and the CONSORT-AI extension.27

These guidelines include the word “extension” because they build upon research and publication guidelines already published that aim to “improve the completeness of clinical trial protocol reporting by providing evidence-based recommendations for the minimum set of items to be addressed.” Any AI-specific investigations should first include the core SPIRIT 2013, which are more general and can be applied to research studies that are not AI-related. Those standards include basic items like spelling out the roles and responsibilities of contributors and sponsors, describing the research question and justification for starting the trial, the interventions to be performed, inclusion and exclusion criteria, how data are collected and managed, statistical methodology and blinding.

AI-specific guidelines in the SPIRIT extension include:


	Specifying the procedure for acquiring and selecting the input data for the AI intervention.

	Specifying the procedure for assessing and handling poor-quality or unavailable input data.

	Specifying whether there is human-AI interaction in the handling of the input data, and what level of expertise is required for users.

	Explaining the procedure for how the AI intervention’s output will contribute to decision-making or other elements of clinical practice.

	Stating whether and how the AI intervention and/or its code can be. Accessed, including any restrictions to access or re-use.

	Specifying any plans to identify and analyze performance errors. If there are no plans for this, justifying why not.26



While most of these recommendations may seem too obvious to state, there would be no need to list them in a formal document if they were being routinely applied by AI researchers and developers.

One of the most important recommendations outlined in the SPIRIT guidelines is focused on the need to describe onsite and offsite requirements that clinicians would need to follow in order to integrate the AI intervention in question in the experimental setting. If, for example, the model can only be tested with the help of vendor-specific software or hardware or if cloud services are required, that needs to be stated upfront because any healthcare provider considering using the algorithm down the road will have to factor that into their decision-making process.

Similarly, the recommendation that researchers explain any AI-human interaction required to implement the algorithm is essential, and a potential source of error. If, for instance, a medical image analysis model is being tested to analyze pathology slides, it’s possible a clinician may have chosen a specific cluster of cells they consider a region of interest for an AI-diagnostic system to review. That fact needs to be explained. As Rivera and colleagues point out: “Poor clarity on the human–AI interface may lead to a lack of a standard approach and may carry ethical implications, particularly in the event of harm. For example, it may become unclear whether an error case occurred due to human deviation from the instructed procedure, or if it was an error made by the AI system.”26


Algorithmic bias

The SPIRIT-AI guidelines also state: “It has been recognized that most recent AI studies are inadequately reported and existing reporting guidelines do not fully cover potential sources of bias specific to AI systems.” The CONSORT-AI extension, which serves as a guideline for reporting AI-related clinical trials explains: “It has been shown that AI systems may be systematically biased toward different outputs, which may lead to different or even unfair treatment, on the basis of extant features.”

A closer look at the statistics on AI disparities makes it clear that both sets of guidelines are sorely needed. One investigation, for instance,28 examined over 43,000 White and about 6,000 Black primary care patients who were part of risk-based contracts. At any given risk score, Blacks were considerably sicker than White patients, based on signs and symptoms, but a commercial dataset did not recognize the greater disease burden in Blacks because it was designed to assign risk scores based on total healthcare costs accrued in 1 year. Using this metric as a proxy for their medical need was flawed because the lower cost among Blacks may have been due to less access to care, which in turn resulted from their distrust of the healthcare system and direct racial discrimination from providers.

Similar evidence points the finger at gender and socioeconomic bias in datasets used to support DL programs. Studies suggest that women are underrepresented in AI-based classifiers and that ML-enhanced algorithms that rely on EHR data don’t include enough poorer patients in their datasets. Argentinian investigator Agostina Larrazabal and associates29 studied the performance of deep neural networks used to diagnose 14 thoracic diseases using X-rays. When they compared gender-imbalanced datasets to datasets in which males and females were equally represented, they found that “with a 25%/75% imbalance ratio, the average performance across all diseases in the minority class is significantly lower than a model trained with a perfectly balanced dataset.”

Their analysis found that datasets that underrepresent one gender result in biased classifiers, which in turn may lead to misclassification of pathology in the minority group. Their analysis is consistent with studies that have found women are less likely to receive high-quality care and more likely to die if they received suboptimal care. In a cohort of over 49,000 patients age 65 and older who had been admitted to 366 U.S. hospitals, Shanshan Li, at the Department of Epidemiology, Harvard University,30 and associates found: “Women were less likely than men to receive optimal care at discharge. The observed sex disparity in mortality could potentially be reduced by providing equitable and optimal care.”

AI-enabled algorithms that rely on datasets and EHR records can also result in biased classifications and recommendations for individuals in lower socioeconomic groups. At Mayo Clinic, Young Juhn, M.D., M.P.H., Director of the AI Program and Precision Population Science Lab of Department of Pediatric & Adolescent Medicine at the Clinic, has studied the effects of socioeconomic status on health. With support from the National Institutes of Health, he developed and validated a housing-based socioeconomic measure called the Housing Based Index of Socioeconomic Status or HOUSES index, which is being used in epidemiologic research to help understand health disparities and differences in a variety of health outcomes in both adults and children.31 The index has enabled researchers to overcome the absence of socioeconomic measures in commonly used data sources (e.g., medical records or administrative data), conduct geospatial analysis in health disparities research and apply a life course approach.

The HOUSES index is an objective way to measure the individual-level socioeconomic status of patients because it is based on real property data for individual (not aggregated) housing units and is derived from public records; it uses four data points: the number of bedrooms in a person’s residence, as well as the number of bathrooms, square footage of the unit, and estimated building value of the unit. The index can help target patients who are most at risk for poor health outcomes and inadequate access to health care, demonstrating the real value of adding the social determinants of health (SDOH) into the mix by addressing the limitations of the existing SDOH. For example, Stevens and colleagues have shown that patients with a higher HOUSES score (quartiles 2-4) had a 53% lower risk of kidney transplant rejection (adjusted hazard ratio 0.47), when compared to those with the lowest score (quartile 1).31 Juhn and colleagues have found that HOUSES can predict 44 different health outcomes and behavioral risk factors in both adults and children.

Several projects have been launched to address these inequities. Mayo Clinic and Duke School of Medicine recently entered a collaboration with Optum/Change Healthcare focused on analysis of their data consisting of more than 35.1 billion healthcare events and over 15.7 billion insurance claims to look for patterns of care and any possible inequities in that care. Optum/Change Healthcare provides SDOH, including economic vulnerability, education levels/gaps, race/ethnicity and household characteristics on about 125 million unique de-identified individuals. A better understanding of this dataset will enable Mayo and Duke to design initiatives to help eradicate racism and offer services to underserved communities.

Mayo Clinic has also partnered with several academic and commercial groups to address these inequities, including the University of California Berkeley, Duke Health, Stanford University and Microsoft. Each partner will bring its own unique contribution, with Mayo Clinic serving as co-convener of the coalition, providing access to 10 million de-identified longitudinal records that will serve as a sandbox to evaluate the practicality of the labeling schema and evaluation rubric.

Among the solutions that are being developed to address AI bias is an “ingredients list” for individual algorithmic services that will allow potential users to weigh each product’s strengths and weaknesses. This food label-like graphic — similar to the one in Figure 1.2 — would include the input data sources and data types, the type of technology employed — e.g., CNN, random forest modeling — the locations at which the algorithm was trained and cross validated, the ethnic composition of the population comprising the dataset, its gender balance and a variety of performance metrics, including sensitivity, specificity, AUC, as well as any bias assessment evaluations performed on the dataset. Among the available assessment tools are Google’s TCAV or Testing with Concept Activation Vectors, Python-based Audit-AI and IBM’s AI-Fairness 360.





FIGURE 1.2

Label prototype for AI products
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This fictitious product description could serve as a template for an AI evaluation service that helps clinicians and healthcare executives make more informed decisions about how to invest in digital services that are equitable and accurate. The sample only includes a few of the most important algorithm features that can be documented in a “nutrition label”-style format. Clinicians who have no background in information technology may need educational training so that they can make useful comparisons of competing products.

Source: Cerrato P, et al. A proposal for developing a platform that evaluates algorithmic equity and accuracy. BMJ Health Care Inform. 2022; 29(1): e100423.






THE MAYO CLINIC APPROACH TO AI QUALITY

Although healthcare providers are enthusiastic about finding a role for AI and ML in routine clinical care, many are not investing in the resources and strategic planning necessary to fully realize that goal. To translate that goal into an everyday reality requires a platform approach that does more than just gather a collection of innovative digital tools under one roof. To take advantage of AI, ML, advanced data analytics and computational biology, providers that are seriously committed to transforming healthcare delivery will want to embrace platform thinking. As we have discussed elsewhere, “A platform is a combination of technology, including data standards, application programming interfaces (APIs), and security controls; policy and regulation, which determines who can do what for what purpose and with what privacy controls; and process, for example, what workflow is supported by what people and with what automation. In short, it is a way to use knowledge and technology to facilitate connections and create value.”32

In 2019, we used this definition to create the MCP, a coordinated, portfolio approach that generates value from products, services and new businesses that leverage platform resources. It coordinates clinical intelligence, medical devices and diagnostics, virtual care delivery and administrative/operational services. These services, in turn, enable providers, payers, and patients to tap into several innovative solutions.


Turning concept into practical reality

While a digital platform may appear conceptually sound, translating an idea into reality in today’s healthcare ecosystem requires concrete products and services that end users will value. The MCP products and services fall into four broad categories:

Gather collects, harmonizes, curates and stores data from a variety of sources to create a common repository that can be used by clinicians, researchers and others who want to gain actionable insights. For example, this service can integrate, normalize and store data from six ECG providers.

Discover develops algorithms and insights using internal de-identified Mayo Clinic data. It can also create or enhance algorithms and insights using external data from Mayo Clinic partners. The Discover service is being employed to generate data that improve the drug discovery process, for instance.

Validate can ensure value from algorithms through a rigorous process of evaluation and certification. It is also designed to detect and minimize bias in datasets and algorithms. For example, Validate can be used to evaluate patient-facing clinical decision support for Mayo Practice patients.

Deliver. One of the major problems with introducing innovative diagnostic and therapeutic services into the current ecosystem is they often disrupt the way clinicians interact with patients and with one another. Deliver enhances patient/clinician workflow with care recommendations and offers visualization options. The service includes customized care plans to improve treatment recommendations and specialized dashboards to track quality-of-care metrics, allowing providers to spend less time on administrative chores. For example, the EAGLE trial, discussed earlier, demonstrated how an ECG algorithm that helps detect low EF was embedded into an ECG waveform viewer, eliminating the need for the clinician to switch to a separate app to access the algorithm’s findings.



Mayo Clinic Platform projects

Several MCP projects and services illustrate the power of a platform approach to digital health care:

Improving radiotherapy contouring. Of all the innovations in healthcare AI, medical imaging is probably the most advanced. A recent research project that combines the resources of Google Health and Mayo Clinic has produced a set of digital tools to improve radiotherapy by making the contouring process that outlines anatomical structures more precise, which in turn reduces the risk of irradiating healthy tissue along with cancerous tissue. Although computer programs are currently available to help eliminate inconsistencies and improve contouring, these digital tools are far from perfect. Radiation therapy specialists from Mayo Clinic, including radiation oncologists, medical physicists, dosimetrists and service designers, are collaborating with Google Health’s experts in applying AI to medical imaging. In the first stage of the initiative, the teams are using de-identified data to develop and validate an algorithm to automate the contouring of healthy tissue and organs from tumors and develop adaptive dosage and treatment plans for patients undergoing radiation therapy for cancers in the head and neck area. The goal of the Institutional Review Board-approved project is to develop an algorithm that will improve the quality of radiation plans and patient outcomes while reducing treatment planning times and improving the efficiency of radiotherapy practice.33

Keeping patient data private. The contouring algorithm is only one of many initiatives that rely on protected patient information. To address patients’ concerns about keeping data private and secure across all of Mayo Clinic’s departments and programs, we have partnered with nference, a data analytics firm, to create a best-in-class automated de-identification tool to protect EHRs.34 The Health Insurance Portability and Accountability Act (HIPAA) requires healthcare providers to use a safe harbor approach or an expert determination method to hide sensitive patient information. The safe harbor technique calls for the removal of 18 identifiers, including patient names, zip codes, telephone numbers, email addresses and several other items.35 Unfortunately, manually collecting all these data is very labor-intensive, and by no means foolproof. The ML-based algorithm generated by Mayo Clinic and nference has automated the process.

Although there are automated programs to detect and obscure personal identifiers in the structured sections of an EHR, the unstructured text found in clinicians’ narrative notes is especially challenging. The new algorithm combines attention-based DL models, rules-based methods and heuristics to detect personally identifiable information and then replaces that information with “plausible, though fictional, surrogates to further obfuscate any leaked identifier.”34 The algorithm created by Murugadoss and colleagues outperformed other automated tools, with a recall of 0.994 and precision rating of 0.967 on a dataset of 10,000 notes from Mayo Clinic.

Creating a new model for home-based acute care. A recently launched partnership between Mayo Clinic, Kaiser Permanente and Medically Home expands access to care by combining the comforts of home with the expertise of hospitalists. The program helps patients receive the holistic care needed to speed long-term recovery and the acute care services to address their immediate medical needs. The new partnership will scale Medically Home’s operations, allowing more providers to offer this unique care model. The model includes a 24/7 medical command center staffed with clinicians who are in regular communication with a care team in the community that includes emergency medical technicians and nurses who provide bedside care. Among the elements that make the new program unique:


	Required protocols for high-acuity care in the home

	Rapid response logistics systems and providers of care in the home

	Integrated communication, monitoring and safety system technology in the home

	A software platform, the Cesia Continuum, for orchestrating high-acuity care in patients’ homes (Figure 1.3)



Enhancing diagnostic value of ECGs with ML. Left ventricular systolic dysfunction, which significantly increases the risk of heart failure and death, is often overlooked because low EF is not routinely measured in patients who have no obvious signs or symptoms. The recently published EAGLE trial, described above, found that combining a CNN with routine ECGs can detect low EF.

To offer the larger medical community access to newly developed algorithms, Mayo Clinic and the AI-driven health technology company nference have formed Anumana Inc. to create and bring to market innovative digital sensor diagnostics by applying nference’s AI to Mayo’s deep repository of medical data.

It’s clear that the future of health care depends on democratizing specialty knowledge by augmenting human skills with AI algorithms. However, there must be guardrails. We must ensure that whenever AI is used for decision support, it’s appropriate for the patient being treated. We must have international standards that quantify bias, utility and fitness for purpose. The explosion of research and the emergence of novel data sources — wearables, genomics, and advanced imaging — has created a decision-making challenge that’s beyond human scale. Ensuring that these new tools are used in an ethical way is up to us.





FIGURE 1.3

Medically Home’s Integrated Software Platform (Cesia™)
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In a recent keynote address at Mayo Clinic, former Alphabet CEO Eric Schmidt noted that our impressions of AI are often based on apocalyptic science fiction films. The AI algorithm unleashes the killer robots, which destroy humanity. This presupposes that humanity is not watching AI performance and constantly improving it. And if it goes rogue, shutting it down. That message — that we must embrace AI innovation while monitoring our progress with continuous vigilance — is the gold-star idea of this chapter.
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CHAPTER 2

Redefining the search for medical knowledge




To all good men of reason, may they never thirst.

Gordon Lightfoot

The singer/songwriter certainly had the right sentiment in mind when he penned those lyrics; reason coupled with careful observation and experimentation are the cornerstone of medical research and the foundation upon which high quality patient care rests. But determining how to use these three cognitive tools continues to challenge physicians, nurses, technologists, and investigators alike. And they have sparked debate among thought leaders, clinicians, and philosophers of science for decades.

The search for effective treatments has evolved over the years. In “Medicine Past,” physicians had limited instrumentation and technology to assess cardiac function, metabolism, and a host of other physiological metrics. The physician/patient relationship was also less than optimal, with most physicians maintaining a paternalistic “Doctor Knows Best” mindset. Similarly, diagnostic and treatment protocols were largely based on expert opinion and clinical experience. This combined expertise and experience was often collected by consensus panels, summarized in official-sounding statements, and “canonized” in medical textbooks. One critic referred to this phenomenon as the GOBSAT method of arriving at medical knowledge; the acronym, which stands for “Good Old Boys Sat Around the Table,”1 emphasized the shortcomings of the approach, which too often ignored evidence from comparative clinical trials.


REIMAGINING MEDICINE’S PATH INTO THE FUTURE

Medicine past


	Paternalistic patient care

	Expert-based clinical decision support

	Limited instrumentation



Medicine present


	Patient-shared decision making

	Evidence-based medicine 1.0

	15-minute office visit

	2nd-generation medical technology



Medicine future


	Humanistic, equity-based patient care

	Evidence-based medicine 2.0

	High-tech, high-touch patient care




A meta-analysis that compared expert recommendations to randomized controlled trials (RCTs) on the treatment of myocardial infarction, for instance, revealed important differences between the experts’ opinions and the results of RCTs, pointing out that “Review articles often failed to mention important advances or exhibited delays in recommending effective preventive measures. In some cases, treatments that have no effect on mortality or are potentially harmful continued to be recommended by several clinical experts.”2


EVIDENCE-BASED MEDICINE 1.0

By one estimate, evidence-based medicine, with its heavy reliance on RCTs, probability and statistical analysis, was born in 1981 with the publication of several articles from David Sackett and associates in the Canadian Medical Association Journal. That gradually led to the development of a system to rate medical evidence on a scale, with level I being assigned to large RCTs; level II, small RCTs; level III non-randomized prospective trials; level IV non-randomized trials with historical controls; and level V case series with no controls.3 Numerous revisions of that hierarchy have been adopted over the years. A more generalized scheme puts expert judgment at the bottom of an evidence triangle, above which rests observational studies, with randomized trials, systematic reviews, and meta-analyses at the triangle’s apex. Among the resources deployed at the apex: The Cochrane Library, ACP Journal Club, PubMed, and Evidence-Based Medicine Reviews.

This evidence-based medicine (EBM) approach to clinical medicine has become the primary standard currently used to judge the efficacy of diagnostic and therapeutic regimens. The rationale for placing the most trust in RCTs, systematic reviews and meta-analyses stems from two critical issues that reduce the reliability of observational studies: expectations and confounding.

Clinicians and patients are both susceptible to suggestion and sometimes imagine a real benefit when none actually exists. Placebos affect about one in three patients and also influence physicians and nurses who strongly believe that a particular regimen has value. The history of medicine is filled with examples. Hormone replacement therapy (HRT) was once considered a safe, effective approach for virtually all menopausal women, based on observational studies. The Women’s Health Initiative (WHI), an RCT, turned this reasoning upside down, demonstrating that HRT carried significant risks and should be carefully weighed for each patient. When WHI investigators compared estrogen and progesterone or estrogen alone to placebo among over 27,000 postmenopausal women, they concluded: “Menopausal hormone therapy has a complex pattern of risks and benefits. While appropriate for symptom management in some women, its use for chronic disease prevention is not supported by the WHI randomized trials.”4

The list of diagnostic and treatment regimens that are unsupported by strong evidence is so long, it prompted the American Board of Internal Medicine to launch the Choosing Wisely Campaign. It advises clinicians and patients about unwarranted procedures and treatment options, including the questionable use of opioids in a variety of clinical settings.5 With these problems in mind, proponents of EBM believe that case reports, personal anecdotes, and small single-center case series are a poor source of intelligence. Harrison’s Principles of Internal Medicine states that although these data sources “may generate hypotheses or be the first reports of adverse events or therapeutic benefit, they have no role in formulating modern standards of practice.”6

Confounding is the second issue associated with observational studies. In simplest terms, a confounding variable is one that is not accounted for when seeking a cause-and-effect relationship. If one observes a strong correlation between large doses of vitamin D and remission from lung cancer, for instance, it is tempting to jump to the conclusion that taking large doses is an effective treatment for the malignancy. But as any first-year statistics student knows, it’s possible that a third factor may be responsible for the cancer remission among individuals who take large doses of vitamin D. Odds are they are more health conscious than the average citizen and that may have improved the odds of remission. The best observational studies attempt to eliminate as many confounding variables as possible, but it’s impossible to consider variables that are hidden from plain sight. And while RCTs cannot rule out all potential confounders, an observational design is more susceptible to this problem.

No discussion of expectations and confounding would be complete without a review of common cognitive errors, including anchoring, affective bias, availability bias, premature closure and confirmation error.7 During anchoring, a diagnostician will get fixated on initial findings and stay anchored to this line of reasoning even when contrary evidence suggests it’s best to change direction. The culture of modern medicine gravitates toward this mindset because it encourages physician overconfidence in their own skill set, and because physicians, like many other leaders, believe the appearance of certainty is the best course of action.

Clinicians, like the rest of society, can be swayed by their positive and negative emotional reactions to patients, the so-called affective bias. Availability bias is common among clinicians who see the same disorder over and over within a short time frame or who have done research on a specific disorder, and premature closure occurs when a practitioner is too quick to accept the first plausible explanation for all the presenting signs and symptoms. Confirmation error “is the tendency to look for confirming evidence to support a theory rather than disconfirming evidence to refute it, even if the latter is clearly present.”8



MEDICINE FUTURE: EVIDENCE-BASED MEDICINE 2.0

While RCTs are usually referred to as the gold standard for judging new treatments, they, too, have their weaknesses, and clinicians who place too much emphasis on RCTs will miss many potentially valuable treatment options from which their patients will likely benefit. As we have emphasized in a previous publication,9 RCTs have their shortcomings, including the tendency to fall victim to Type II statistical error. A Type I or alpha error occurs when a study concludes that there is a significant difference between two groups — a control group and an experimental group on a new drug, for example — when no difference actually exists. A Type II or beta error occurs when a study concludes that there is no real difference between treatment and control groups when, in fact, a genuine treatment effect exists. A Type II error can occur when too few subjects are included in the study.

Over the last several decades, there have been numerous examples of false-negative studies that concluded that a specific treatment protocol was useless when, in fact, that conclusion was unwarranted. These Type II errors hinder innovation. Freiman and colleagues documented the publication of 71 “negative” randomized trials that arrived at that unjustified conclusion. They found that the sample size in these studies was not large enough to give a high probability (90%) of detecting a 25% and 50% therapeutic improvement. The investigators concluded that “Many of the therapies labeled as ‘no different from control’ in trials using inadequate samples have not received a fair test.”10 A second analysis of the research literature, published 14 years later, found that the same mistake was still quite common. Moher and colleagues reviewed 383 RCTs and found that most of the studies with negative results did not have large enough sample sizes to detect a 25% or 50% difference between experimental and control groups.11

Other shortcomings of the RCT design include the fact that patients enrolled in these trials must meet certain inclusion and exclusion criteria. A study intended to test whether patients with Type 2 diabetes might improve with a new drug or diet regimen, for example, will frequently require that none of the subjects have coexisting disorders or be pregnant, hardly a realistic scenario in routine clinical practice. Or the investigators may insist that they have adequate transportation to and from the research site or have adequate social support to follow the therapeutic regimen, also an unrealistic expectation for many patients with diabetes. By one estimate, RCTs that evaluated treatments for allergic rhinitis, asthma and chronic pulmonary disease include only 5% to 10% of patients seen in routine care.12

With these limitations in mind, clinicians would be wise to view RCTs as one component of a much larger set of tools to judge treatment options. Observational studies, including both retrospective analyses and prospective cohort studies, can play an important role in the decision-making process. Thomas Frieden, M.D., M.P.H., a former director of the Centers for Disease Control and Prevention (CDC), has pointed out the real-world advantages of cohort studies, which have been used to assess the prognosis and treatment of various types of cancer. That, in turn, has led to better treatment protocols. Similarly, such cohort studies have successfully been used to evaluate survival among pediatric cancer patients and made clinicians aware of the “increased risk of post-treatment cardiac complications, enabling better clinical care.”13 Frieden summed up the controversy this way, “Elevating RCTs at the expense of other potentially highly valuable sources of data is counterproductive. A better approach is to clarify the health outcome being sought and determine whether existing data are available that can be rigorously and objectively evaluated, independently of or in comparison with data from RCTs, or whether new studies (RCT or otherwise) are needed.”

There is another reason to resist the temptation to routinely elevate RCTs above observational studies. At least one detailed comparison of observational studies and RCTs suggests the treatment recommendations generated from observational studies may not be noticeably different than those generated from RCTs. An analysis of 136 reports on 19 different treatment protocols concluded that only two of 19 analyses found the size of the treatment effect from observational studies fell outside the 95% confidence interval of the effect size of the RCTs. Benson and Hartz concluded: “We found little evidence that estimates of treatment effects in observational studies reported after 1984 are either consistently larger than or qualitatively different from those obtained in randomized, controlled trials.”14 A second comparison of observational studies and RCTs found similar results: “The results of well-designed observational studies (with either a cohort or a case–control design) do not systematically overestimate the magnitude of the effects of treatment as compared with those in randomized, controlled trials on the same topic.”15 Of course, the results of the WHI fly in the face of this conclusion, clearly demonstrating that some observational studies do, in fact, overestimate the value of a treatment that a RCT later finds wanting.

There will be circumstances in which clinicians must make a decision in the complete absence of a RCT. In these situations, it’s feasible to consider using observational studies like case/control and cohort trials to justify using a specific therapy. And while such observational studies may still mislead because some confounding variables have been overlooked, there are epidemiological criteria that strengthen the weight given to these less-than-perfect studies:


	A stronger association or correlation between two variables is more suggestive of a cause-and-effect relationship than a weaker association.

	Temporality: The alleged effect must follow the suspected cause not the other way around. It would make no sense to suggest that exposure to Mycobacterium tuberculosis causes tuberculosis if all the cases of the infection occurred before patients were exposed to the bacterium.

	A dose-response relationship exists between alleged cause and effect. For example, if researchers find that a blood lead level of 10 mcg/dL is associated with mild learning disabilities in children, 15 mcg/dL is linked to moderate deficit, and 20 mcg/dL with severe deficits, this gradient strengthens the argument for a cause-and-effect relationship between lead and learning disorders.

	A biologically plausible mechanism of action linking cause and effect strengthens the argument. In the case of lead poisoning, there is evidence pointing to neurological damage brought on by oxidative stress and a variety of other biochemical mechanisms.

	Repeatability of the study findings: If the results of one group of investigators are duplicated by independent investigators, that lends further support to the cause-and-effect relationship.



While adherence to all these criteria suggests causality for observational studies, a statistical approach called causal inference can actually establish causality. The technique, which was spearheaded by Judea Pearl, Ph.D., winner of the 2011 Turing Award, is considered revolutionary by many thought leaders and will likely have profound implications for clinical medicine, and for the role of artificial intelligence (AI) and machine learning (ML). During a Mayo Clinic Artificial Intelligence Symposium, Adrian Keister, Ph.D., a senior data science analyst at Mayo Clinic, concluded that causal inference is “possibly the most important advance in the scientific method since the birth of modern statistics — maybe even more important than that.”

Conceptually, causal inference starts with the conversion of word-based statements into mathematical statements, with the help of a few new operators. While that may sound daunting to anyone not well-versed in statistics, it’s not much different than the way we communicate by using the language of arithmetic. A statement like fifteen times five equals seventy-five is converted to 15 x 5 = 75. In this case, x is an operator. The new mathematical language of causal inference might look like this if it were to represent an observational study that evaluated the association between a new drug and an increase in patient lifespan: P (L|D) where P is probability, L, lifespan, D is the drug, and | is an operator that means “conditioned on.”

An interventional trial such as an RCT, on the other hand, would be written as X causes Y if P (L|do (D)) > P(Y), in which case, the do-operator refers to the intervention, that is, giving the drug in a controlled setting. This formula is a way of saying X (the drug being tested), causes Y (longer life) if the results of the intervention are greater than the probability of a longer life without administering the drug, in other words, the probability in the placebo group, namely P(Y).



 

FIGURE 2.1

Graphic representation of the relationship between smoking and lung cancer
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This innovative technique also uses causal graphs to show the relationship of a confounding variable to a proposed cause-and-effect relationship. Using this kind of graph, one can illustrate how the tool applies in a real-world scenario. Consider the relationship between smoking and lung cancer. For decades, statisticians and policy makers argued about whether smoking causes the cancer because all the evidence supporting the link was observational. The graph in Figure 2.1 illustrates this.

G is the confounding variable — a genetic predisposition, for example — S is smoking, and LC is lung cancer. The implication here is that if a third factor causes people to smoke and causes cancer, one cannot necessarily conclude that smoking causes lung cancer. What Pearl and associates discovered was that if an intermediate factor can be identified in the pathway between smoking and cancer, it’s then possible to establish a cause-and-effect relationship between the two with the help of a series of mathematical calculations and a few algebraic rewrite tools. As Figure 2.2 demonstrates, tar deposits in smokers’ lungs are that intermediate factor.

The calculation used to establish causation16 in this scenario looks something like this:

[image: Images]





FIGURE 2.2

Understanding the role of intermediate factors in causality
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To understand how this calculation is derived, Judea Pearl’s The Book of Why is worth a closer look.17 It provides a plain English explanation of causal inference. For a deeper understanding, there’s Causal Inference in Statistics: A Primer.18

Had causal inference existed in the 1950s and 1960s, the argument by tobacco industry lobbyists would have been refuted, which in turn, might have saved many millions of lives. The same approach holds tremendous potential as we begin to apply it to predictive algorithms and other ML-based digital tools.



DON’T CONFUSE CLINICAL RESEARCH WITH CLINICAL CARE

Until causal inference is fully integrated into EBM databases, EBM 2.0 will need to include both RCTs and observational studies. But placing too much emphasis on either form of evidence overlooks one of the basic tenets of medicine: “Determining the best for an individual (the task of the doctor) is fundamentally different from determining the average effect of treatment in a population (the purpose of a trial.)”19 As we discussed in Chapter 1, the findings of a large research study only tell us how a large group of patients responded to a treatment. That average may not apply to subgroups of patients within that large group, nor to the individual patient sitting in Dr. Smith’s office.

The disconnect between clinical research and everyday clinical practice is sometimes referred to as the heterogeneity of treatment effect (HTE), which takes into account the fact that the benefits and adverse effects of any treatment can vary widely among individuals, even when a large clinical trial demonstrates that the vast majority of patients given drug X, for example, saw significantly better outcomes that those on a placebo. HTE is obvious to most clinicians in medical practice: Give two patients of the same age and gender with identical BP readings the same medication at the same dose, and one responds and the other doesn’t, for no apparent reason. If the clinician has the foresight and time to review the original RCT or clinical guideline about said drug, they may discover that the patients who responded best were also in a certain body weight range, of the same ethnic background, or had any number of characteristics in common. And even when the original research study included a detailed subgroup analysis to look for those patients most likely to respond to treatment, that may not be enough; these analyses often lack the statistical power to inform clinicians “in the trenches.” Most investigations call for conducting subgroup analyses ‘one variable at a time.’ In Chapter 1, we explained the problem with this approach as it applied to the Look AHEAD trial. Factoring in only one variable — a characteristic of the patients being evaluated, for instance — in a linear fashion can easily miss the impact that numerous variables may have when considered together.

All these uncertainties about how to apply scientific research to patient care should have a humbling effect on clinicians as they discuss treatment options with individual patients. Dogmatic statements like: “There’s absolutely no proof to show the alleged cure you want to take will work” can more realistically be replaced with comments like: “I’m unaware of strong evidence that this treatment will work.” A subtle but important distinction, and one that would be much easier for patients to accept if it were delivered without a condescending tone. The distinction between the dogmatic and open-minded point of view was on display in a real-world conversation between a medical resident and an experienced physician who were examining a woman with Crohn’s disease. The patient told them she had discovered that “whenever she drank milk, her pain became much worse.” The resident suggested that, in view of the patient’s observation, a milk-free trial might be worth trying. The older physician completely rejected the suggestion with the comment: “There is no scientific evidence whatsoever.”20

Patients like this might be best served not with dogmatic EBM but with an N-of-1 trial. These experiments involve observing a single patient’s response to treatment. And unlike a simple case report, the design can use crossover periods and placebo controls. If the patient is agreeable, they would be blinded to the fact that they are given either the experimental treatment or a placebo. Of course, this approach is more difficult — if not impossible — to implement if it involves a major dietary change like a switch back and forth from a milk-free diet. Among the interventions that have been tested in N-of-1 trials are: ambulatory oxygen for COPD, topical vitamin E, the herb valerian for sleep disturbances, theophylline for chronic airway limits and cannabis extracts for chronic pain.21

N-of-1 trials can also solve the statistical insignificance dilemma. If a treatment protocol only has a real physiological and therapeutic effect in a very small percentage of patients, a clinical trial that compares it to placebo will likely find no statistical difference between the two groups, unless the trial recruited a very large cohort. An N-of-1 trial could determine if the treatment in question works, regardless of how small the subgroup is that will experience a physiological response.



LET’S NOT IGNORE SHAKESPEARE’S WISDOM

While both of us adhere to the principles of the scientific method and have seen countless benefits from doing so both personally and professionally, we cannot ignore the advice Hamlet gave his friends: “There are more things in heaven and earth, Horatio, than are dreamt of in your philosophy.” That advice suggests the possibility that there may be some truth to theories supporting traditional Chinese medicine, homeopathy, acupuncture and other “unscientific” approaches to health care that cannot be adequately explained by well-documented biological mechanisms of action. After all, the scientific method, as applied in EBM, is a Western-based philosophy, a philosophy that’s not accepted by all healthcare providers throughout the world. It’s also not the mindset of many who have not had scientific training, with its emphasis on hypothesis testing, experimentation and critical thinking.

Many years ago, Richard Restak, M.D., a prominent neurologist, described this schism:


One man’s certainty is another’s guestimate. Once certainty is couched in terms of equations, logical inferences, and probabilities, it becomes much more difficult to convince anyone other than one’s own scientific peers. As a rule, people don’t agree about inferences quite as readily as they do about what they personally experience…Science thus leaves the mainstream and becomes an increasingly esoteric occult endeavor.22


Given this schism between statistically derived treatments and observations of mundane, everyday events, a person not trained in medical science has three choices: They can use their intuition and gut feeling, rely on experts with scientific training or teach themselves the science.

Those who choose to rely on untrained intuition often see the world differently. They may live in the present and ignore any possible future, realizing that virtually all statistically derived studies only provide a probability of a specific outcome, such as a 35% greater chance of lung cancer with smoking, a 30% greater chance of uterine cancer with atypical polyps. For many people, these are just numbers on a page, unlike the near certainty of everyday things like dying from being shot in the chest at point-blank range with a handgun.

Keep in mind, however, that even those trained in Western medicine have raised legitimate criticisms about the current EBM approach. Abraham Maslow23 took a critical look at the psychology of science, for instance, and highlighted its shortcomings:


…[T]he model of science in general, inherited from the impersonal sciences of things, objects, animals, and part-processes, is limited and inadequate when we attempt to know and to understand whole and individual persons and cultures. …[A]s a philosophical doctrine, orthodox science is ethnocentric, being Western rather than universal…I believe it to be a reflection far more narrowly of the cautious, obsessional world view centered on the need for safety than a more mature, generally human comprehensive view of life.


Maslow goes on to criticize “a scientific philosophy which assumes an atomistic world — a world in which complex things are built out of simple elements.”

Maslow’s critique of such reductionistic thinking foreshadows the systems biology movement that has emerged in recent years, which may eventually replace the reductionistic approach used in RCTs with a holistic systems biology approach that looks at all interacting contributing causes to disease and health. In a previous publication, we outline the conflict between the two approaches.24



THE TRANSFORMATIVE POWER OF SYSTEMS BIOLOGY

The reductionistic paradigm takes a divide-and-conquer approach to medicine, “rooted in the assumption that complex problems are solvable by dividing them into smaller, simpler, and thus more tractable units.”25 Although this methodology has led to important insights and practical implications in health care, it does have its limitations. Reductionistic thinking has led researchers and clinicians to search for one or two primary causes of each disease and design therapies that address those causes. When HIV was found to be a root cause of AIDS, for instance, virtually all efforts then focused on developing a way to suppress or eliminate the virus. Similarly, the focus of diabetes management is primarily on getting blood glucose levels under control, and a diagnosis of hypothyroidism typically focuses on hormone replacement. The limitation to this type of reasoning becomes obvious when one examines the impact of each of these diseases. There are many individuals who are exposed to HIV who do not develop the infection, many patients have blood glucose levels outside the normal range who never develop signs and symptoms of diabetes and many patients with low thyroxine levels do not develop clinical hypothyroidism. These “anomalies” imply that there are cofactors involved in all these conditions, which when combined with the primary cause or causes, bring about the clinical onset. Detecting these contributing factors requires the reductionist approach to be complemented by a systems biology approach, which assumes that there are many interacting causes to each disease.

Since the 19th century, medicine has focused on specific disease states by linking collections of signs and symptoms to single organs. Joseph Loscalzo, M.D., at Harvard Medical School, and colleagues point out that “this organ-based focus of disease also has served as the driving principle underlying basic research into disease pathogenesis at the physiological, biochemical, and molecular levels.”26 Systems biology and its offspring, sometimes called network medicine, takes a more holistic approach, looking at all the diverse genetic, metabolic and environmental factors that contribute to clinical disease. Equally important, it looks at the preclinical manifestations of pathology.

When clinicians detect an infection, they isolate a specific pathogen and attack it with antibiotics or antiviral agents. If cancer is diagnosed, the tumor becomes the target to be destroyed. If gastrointestinal bleeding is detected, we try to locate the source and stop the bleeding.25 Although this strategy has saved countless lives and reduced pain and suffering, it nevertheless treats the disease and not the patient, with all their unique habits, lifestyle mistakes, environmental exposures, psychosocial interactions and genetic predispositions.

Andrew Ahn and colleagues discuss the shortcomings of reductionism and the application of systems biology to clinical medicine by explaining:


In reductionism, multiple problems in a system are typically tackled piecemeal. Each problem is partitioned and addressed individually. In coronary artery disease, for example, each known risk factor is addressed individually, whether it be hyperlipidemia or hypertension. The strategy is also extended to coexisting diseases, such as hypothyroidism, diabetes, and coronary artery disease. Each disease is treated individually, as if the treatment of one disorder (such as coronary artery disease) has minimal effects on the treatment of another (such as hypothyroidism). While this approach is easily executable in clinical practice, it neglects the complex interplay between disease and treatment. The assumption is that the results of treatments are additive rather than nonlinear.


Maslow touches on another Hamlet/Horatio moment in his critique of Western science: “Science, then, can be a defense. It can be primarily a safety philosophy, a security system, a complicated way of avoiding anxiety and upsetting problems. In the extreme instance, it can be a way of avoiding life, a kind of self-cloistering. It can become — in the hands of some people, at least — a social institution with primarily defensive, conserving functions, ordering and stabilizing rather than discovering and renewing.”23 His comments only serve to remind us we need the humility to accept — or at least respect — other worldviews and philosophies of healing.



TAKING ADVANTAGE OF “PATIENTS LIKE MINE” DATA

One final approach worth considering in the search for actionable medical knowledge is referred to as a “Patients Like Mine” analysis. It can help clinicians make treatment decisions when there are little or no data from RCTs or observational studies. The case history of Kathy, John Halamka’s wife, illustrates the value of this approach.27 She was diagnosed with stage IIIa breast cancer in 2011, at which point, a sentinel node biopsy revealed that the tumor had already spread to a few nearby lymph nodes. The malignancy was estrogen- and progesterone-receptor positive but HER2-negative, less than 5 cm in diameter, poorly differentiated, and fast growing. On average, the 5-year relative survival rate for women like Kathy is 72%, which means that people who have the cancer are only about 72% as likely as people who do not have it to live for at least 5 years after being diagnosed.28 The standard of care for cases like this is typically chemotherapy followed by mastectomy.29 But having access to digital resources such as the Shared Health Research Information Network (SHRINE), Informatics for Integrating Biology and the Bedside (i2b2) and Clinical Query 2 through Beth Israel Deaconess Medical Center presented new options for Kathy and an opportunity to test drive the personalized medicine approach to health care.

i2b2 is an open-source software platform that gives clinicians and researchers web-based access to a hospital’s electronic health records (EHRs), a resource that has the potential to locate treatment options not yet available in the current medical literature or officially endorsed practice guidelines. You might think of i2b2 as an operating system on which applications such as Clinical Query 2 sit, giving users access to EHR systems. More details on i2b2, SHRINE and Clinical Query 2 are available in one of our previous publications,27 but for the purposes of Kathy’s narrative, it’s enough to know that these were the sources used to individualize treatment of her stage IIIa breast cancer.

When Kathy’s providers accessed i2b2, they queried it about a 50-year-old Asian female with stage III breast cancer and asked how many patients seen in all the Harvard-affiliated hospitals fit her profile. The system found over 17,000 and provided the medications they received, their average white blood cell counts, their prognosis, and so on. The query revealed that this stage of breast cancer was commonly treated with a combination of doxorubicin (Adriamycin), cyclophosphamide (Cytoxan) and paclitaxel (Taxol). But the database search also revealed that many of these patients developed neuropathy — numbness of the hands and feet — from Taxol. Further investigation found that there was only one clinical trial looking at the use of Taxol in this context, and it used a specific number of mg/kg body weight administered in nine doses. There were no data to indicate that this was the optimal dosage regimen or if three doses or 11 doses would have resulted in better outcomes, both in terms of tumor shrinkage and adverse effects. With these findings in hand, Kathy’s oncology team decided to personalize her treatment by administering full protocols of Adriamycin and Cytoxan but only a half protocol of Taxol, giving her five doses rather than nine. The individualized approach caused her tumor to melt away and resulted in minimal numbness in her hands and feet — an important benefit considering that she is a visual artist who relies on her fine motor skills.

Success stories like this draw on the fact that there is tremendous potential in the EHR databases available in many large healthcare systems. But despite this potential, “The primary barriers are the methodological and operational challenges of distilling patient data into digestible clinical evidence that a physician can act on.”30 To address these barriers, Saurabh Gombar and colleagues at Stanford University have proposed setting up a specialty consultation service composed of medical and informatics experts that help extract relevant EHR content that would meet the needs of clinicians looking for actionable insights to guide their decision- making process. They have developed a search engine that indexes patient timelines and builds “cohorts matching a clinical phenotype, identifying controls for comparative analyses, and searching for outcomes of interest, with sub-second response times.”

In the final analysis, we can turn to many resources to help determine best practices, including EHR databases, RCTs, observational studies, N-of-1 trials and a variety of philosophical approaches. It brings to mind Carl Sagan’s words of wisdom: He once described science as a candle in the dark. While it may not be the only candle, it nonetheless continues to light medicine’s path, enabling us to find new cures, connect with clinicians and patients and transform the world in once unimaginable ways.
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CHAPTER 3

Rethinking medical expertise




One of the great challenges in life is knowing enough to think you’re right, but not enough to know you’re wrong.

Neil deGrasse Tyson

Dr. Tyson’s insight was well illustrated during a physician/resident encounter we described in Chapter 2, in which an expert in gastroenterology dismissed the possibility that a milk-free regimen might help a patient with Crohn’s disease. The senior clinician was certain about what he thought he knew, but didn’t know enough to admit that he might be wrong. As we pointed out in the last chapter, expert-based medical care has its limitations, and we need to put more emphasis on evidence-based medicine and its reliance on clinical trials. But the mindset of this senior clinician also begs the questions: How should expertise be measured? What role should it play in patient care? Where, in major universities, scientific associations, and professional associations, should expertise reside? Is there a place for independent scholarship in this hierarchy? What role should peer review play in determining who is and is not an expert? Should patients ever be viewed as experts in their own care?


EXPERTISE: AN INDISPENSABLE PART OF MEDICAL PRACTICE

Without experts, patients would be forced to fend for themselves when faced with complex healthcare issues; primary care physicians and nurses would be expected to solve complicated diagnostic puzzles beyond their scope of practice; and countless government officials and business executives would be deprived of much-needed intelligence to make day-to-day decisions. Equally important, it would be more difficult for any decision maker to separate good science from bad. Unfortunately, these troubling scenarios are becoming daily realities. One of the dilemmas we currently face in health care is the displacement of medical experts from the respected position they once held in the public’s mind. In 1975, 80% of Americans had confidence in the medical system, but by 2015, it had dropped precipitously to 37%, according to a Gallup poll. Similarly, the General Social Survey found that confidence in medical institutions had dropped from 60% in 1974 to 36% in 2016.1 This loss of confidence in medical experts, no doubt, is partially responsible for the explosion in unproven and/or dangerous remedies for a long list of health problems.

Despite such skepticism among the general public about the value of medical expertise, there’s little doubt that such expertise continues to play an essential role in patient care. Of course, it has to be cultivated and nurtured through years of medical education and hands-on clinical experience. Not every clinician achieves that level of expertise, however, despite the education and experience. Among the skill sets needed are an artful balance between Type 1 and 2 reasoning.

As we explained in Reinventing Clinical Decision Support,2 Type 1 thinking is used by most experienced clinicians because it’s an essential part of the pattern recognition process. This intuitive mode employs heuristics and inductive shortcuts to help them arrive at quick conclusions about what’s causing a patient’s collection of signs and symptoms. It serves them very well when the pattern is consistent with a common disease entity. Recognizing the typical signs and symptoms of an acute myocardial infarction (MI), for example, enables clinicians to quickly take action to address the underlying pathology.

There are hundreds of such disease scripts that physicians and nurses have committed to memory and that immediately come to mind in a busy clinical setting. Of course, this intuitive approach can be affected by a clinician’s impressions of a patient’s demeanor, how the patient appeared in the past, the clinician’s biases toward “troublesome” patient types, as well as distractions in the work environment. Such biases have been well documented in the medical literature. For instance, when University of Chicago researchers examined electronic patient records that included over 40,000 history and physical notes from more than 18,000 patients, they found that Black patients were more than 2.5 times more likely to be described in negative terms, including negative descriptors like resistant or noncompliant, when compared to White patients.3

With regard to Type 1 thinking, Pat Croskerry, M.D., Ph.D., professor, Department of Emergency Medicine, Faculty of Medicine and Division of Medical Education, Dalhousie University, Halifax, Nova Scotia, Canada, points out: “The system is fast, frugal, requires little effort, and frequently gets the right answer. But occasionally it fails, sometimes catastrophically. Predictably, it misses the patient who presents atypically, or when the pattern is mistaken for something else.”4 The shortcomings of intuitive thinking were dramatically illustrated in an analysis of over 20,000 patients with acute coronary syndromes. Investigators found that 1,763 did not present with the usual chest pain; in this subgroup, nearly one in four were not identified as having experienced an acute coronary event (23.4%).5

Type 2 reasoning is particularly effective in scenarios in which the patient’s presentation follows no obvious disease script, when a patient presents with an atypical pattern and when there is no unique pathognomonic signpost to clinch the diagnosis. It usually starts with a hypothesis that is then subjected to analysis with the help of critical thinking, logic, multiple branching and evidence-based decision trees and rules. This analytic approach also requires an introspective mindset that is sometimes referred to as metacognition, namely, the “ability to step back and reflect on what is going on in a clinical situation.”4

This skill set also lets clinicians run through a list of common cognitive errors that can easily send them in the wrong direction. But because Type 2 reasoning is a much slower process, it is often a challenge to implement, especially in high-stress, high-volume settings. For the slow, reflective Type 2 mode to be most effective, it requires a well-rested clinician who is not being distracted, does not have an unreasonably heavy workload and has had adequate sleep to fully use his or her analytical skills and memory. Too few work environments satisfy these prerequisites.

Nor are these prerequisites always required to arrive at an accurate diagnosis. In fact, the best clinicians have learned to integrate Types 1 and 2 reasoning into their cognitive “toolkit,” and to switch back and forth between the two as needed. By way of illustration, consider the diagnostic process required to distinguish non-ST segment elevation MI (NSTEMI) from other cardiac syndromes. The former is a heart attack that is characterized by a specific abnormality on a patient’s electrocardiogram (EKG) tracing, referring to the fact that the reading does not include an elevated ST segment. Typically, a MI is accompanied by an elevated ST segment on an EKG when there is a complete blockage of one of the coronary arteries that feed the heart muscle; an MI that’s accompanied by a non-ST elevation may indicate a partially blocked coronary artery instead.

Suppose 59-year-old Mr. Jones, who has a history of hypertension, stroke and elevated lipid levels, arrives in the Emergency Department complaining of sudden onset of intense, substernal chest pain that radiates to his left leg but does not affect his left arm or jaw.6 An experienced clinician would likely begin to think intuitively about this patient’s diagnosis. Mr. Jones’ symptoms suggest coronary ischemia, that is, a loss of blood to the heart tissue. Naturally, the attending physician will want to do a detailed physical examination to look for more clues to help refine the list of differential diagnoses, as well as appropriate lab tests. One finding that stands out in Mr. Jones’ lab readings is an elevated troponin I level. Troponin is a muscle protein that can escape from heart tissue that has been damaged by an MI.

During a detailed analysis of this patient’s case, J. William Schleifer, M.D., at the University of Alabama Internal Medicine residency program, explains his gradual shift to Type 2 reasoning based on a methodical review of all the incoming data, including a physical finding that’s inconsistent with his initial suspicion of a NSTEMI event. That inconsistency is Mr. Jones’ radiating left leg pain. One of the hallmarks of a genuine expert diagnostician is their more completely developed disease scripts, and their ability to spot inconsistencies that don’t fit into these scripts. That leg pain was one of those clues that might warrant a walk down a different diagnostic path. Schliefer adds another dimension to the diagnostic reasoning process. He supplements Types 1 and 2 reasoning with a third approach: a mental premortem examination. Essentially, he is encouraging clinicians to imagine what would happen once a specific diagnosis is made and acted upon: What are the consequences good and bad? In the case of Mr. Jones, if he is treated with the anticoagulants normally indicated for a typical MI and he actually has another condition, such as an aortic dissection, the consequences could prove disastrous. The premortem analysis, plus the fact that the patient has radiating left leg pain, was enough to postpone treating the alleged MI until additional data were collected. Once the patient was admitted to the medical floor, the appearance of a systolic murmur plus chest pain strongly suggested aortic dissection, which is a tear in this major blood vessel; the tear was finally confirmed with a computed tomography angiogram. The imaging study also documented the fact that the dissection extended all the way down Mr. Jones’ thoracic descending aorta, which explained the mysterious leg pain.

This patient’s diagnostic workup illustrates the value of using both intuitive and analytic reasoning. However, a more in-depth look at the dual-processing model suggests that we need to be more critical of the model itself. Although diagnostic reasoning experts generally take the validity of the Type 1/Type 2 processing approach for granted, much of the evidence supporting the model comes from studies of undergraduate psychology students, and it is based on answers to common-sense questions.7 That scenario is worlds apart from the kinds of questions faced by medical practitioners in everyday clinical practice. And although some thought leaders acknowledge the value of both intuitive and analytic reasoning in medical diagnosis, the general belief is that Type 2 thinking is superior and needs to step in when Type 1 reasoning falls short. This view is not supported by the evidence, which indicates that both cognitive modes have their weaknesses and strengths.

If slow, Type 2 thinking were superior to fast, Type 1 thinking, one would expect that experiments in which clinicians were encouraged to slow down and take more time diagnosing patients would always yield positive results. “Sherbino and colleagues showed that correct diagnosis was associated with less time spent on a diagnostic task. Other studies showed that when time was manipulated during the experiment and participants were cautioned to ‘be systematic and thorough’ or to ‘go as fast as you can,’ there was no effect on their accuracy. In another study in which the participants were given the opportunity to revise their initial diagnoses, revisions were associated with longer initial processing times and diagnoses that were more likely to be incorrect.”7

These experiments do not imply that common cognitive errors don’t have a negative impact on diagnosis. There is ample evidence to demonstrate that premature closure, confirmation bias, and availability bias do reduce diagnostic accuracy. But some of these errors may, in fact, be related to both Type 1 and Type 2 thinking. And as Norman and associates explain: “[T]he resolution of errors is not simply a case of exerting additional analytical effort; without sufficient knowledge, additional processing is not likely to be helpful in resolving errors.” The operative term is “sufficient knowledge.” The research suggests that knowledge deficits are just as important as unrealistic leaps of associative memory in causing diagnostic errors. In other words: “general admonitions to slow down, reflect, or be careful and systematic likely have minimal effect beyond slowing the diagnostic process. By contrast, knowledge deficits are a significant contributor to diagnostic error, and strategies to induce some reorganization of knowledge appear to have small but consistent benefits.”7 The emphasis on a deeper knowledge of specific disease entities is consistent with Schleifer’s definition of true expertise, as discussed above, namely: One of the hallmarks of a genuine expert diagnostician is their more completely developed disease scripts, and their ability to spot inconsistencies that don’t fit into these scripts.



EXPANDING THE DEFINITION OF EXPERTISE

The list of innovators who have profoundly changed the practice of medicine — but who were ignored by the experts of their day — is long. Mary Putnam Jacobi comes to mind. She was not considered an expert at a time when experimentation and statistics were viewed as unimportant. Dr. Jacobi might best be described as the mother of modern scientific medicine — or at the very least, one of its founding parents. In 1868, she was the first woman to enroll in the University of Paris School of Medicine. After graduating in 1871, this unconventional thinker arrived in the United States, where she advocated for the inclusion of laboratory science, experimentation and statistics as the foundation cornerstone of modern medical practice. Equally important, Jacobi “became a powerful advocate for the equal contribution of women to medicine.”8 Pushing clinicians to buy into the notion that experimentation and statistics were needed for good-quality patient care may seem unimpressive today, but it was almost heresy in an age when the received wisdom from one’s medical school professor was all that was necessary to “demonstrate” that a treatment protocol was effective.

Jacobi’s unconventional thinking can be observed in several other historical settings, as has the resistance of experts of the day. Newborn incubators in the Neonatal Intensive Care Unit are now considered standard of practice but were rejected in the United States for many years. Similarly, percutaneous transluminal coronary angioplasty was introduced in 1976 by German cardiologist Andreas Roland Grüntzig; at the time, one catheterization specialist proclaimed: “It’ll never work.”9 Medical experts initially rejected the role of viruses in cancer, Helicobacter pylori in gastric ulcers, prions in mad cow disease, the germ theory of disease, Gregor Mendel’s laws of inheritance and the occurrence of traumatic brain injuries among professional football players.10

Some experts have not only failed to recognize major advances in medical science, they’ve embraced medical procedures that should have been abandoned or given medical advice that was not supported by scientific evidence. In the 1960s, for instance, Fredrick Stare, a prominent Harvard University professor and founder of the Department of Nutrition at Harvard School of Public Health, downplayed the role of refined sugar as a contributing cause of disease in the professional and popular press: “Drinking colas and other soft drinks is an acceptable substitute for drinking equal amounts of water if the extra calories are not a problem for you,” he stated in one consumer book.11 And despite evidence that strongly suggested sugar contributes to a variety of degenerative diseases, Stare and another Harvard expert published two reviews in the New England Journal of Medicine stating that sucrose did not play a role in coronary heart disease. Several years later, investigators discovered that both men were secretly paid the equivalent of $48,000 in 2016 dollars by the sugar industry for writing the reviews.12

Similarly, an analysis of medical practice published in Mayo Clinic Proceedings found numerous medical practices that required rethinking. Among 363 articles that looked at standard-of-care practices, 146 (40.2%) had to be reversed.13 Prasad and colleagues explain:


Stenting for stable coronary artery disease was a multibillion dollar a year industry when it was found to be no better than medical management for most patients with stable coronary artery disease. Hormone therapy for postmenopausal women intended to improve cardiovascular outcomes was found to be worse than no intervention, and the routine use of the pulmonary artery catheter in patients in shock was found to be inferior to less invasive management strategies.”


Reversals like this have several causes. One is the inherent nature of the scientific method, which requires changes in policy and procedures as the collection of larger datasets are developed and as new discoveries come to light. But sometimes there are less noble issues involved as well. We need to recognize that medical training is not only a form of enlightenment, but also a form of indoctrination into a club, in which new members too often worship their mentors and are rarely encouraged to think differently. The same point is made by Jerome Groopman, M.D., chair of Medicine at Harvard Medical School.14 He points out that the culture of conformity and orthodoxy begins in medical school. At one medical school, for instance, “the faculty of one distinguished university hospital taught his class that thinning the blood with anticoagulants like heparin or Coumadin was the treatment of choice for a threatened pulmonary embolism and that using any other therapy constituted unprofessional conduct. At another equally distinguished hospital, the students were told that the only correct treatment was surgically tying off the inflamed veins. One could use such an exposure to controversy as training in uncertainty. In neither setting…was the divergent view made a teaching exercise. Nor were we encouraged to keep an open mind. In both, we were educated for dogmatic certainty…”14 The lesson learned here is that uncertainty is a normal part of the life of any expert, but that they are rarely trained to admit to this uncertainty. Nonetheless, patients need to know!

Richard Feynman, the Nobel prize-winning physicist, expressed a similar sentiment: “In order to progress, we must recognize our ignorance and leave room for doubt…” His uncompromising search for truth “insisted on scrupulous honesty in presenting all data from experiments, on bending over backwards to show we may have been wrong…”15 Thomas Huxley, the 19th-century British biologist, took that observation a step further, pointing out that new truths in science “often begin as heresy, advance to orthodoxy, and end as superstition.”16 Unfortunately, many medical experts continue to label brilliant insights and inventions as medical heresies, delaying their implementation in patient care by decades. This inertia is often reflected in the decisions of institutions that award research grants to promising physician scientists and clinicians because their projects support the orthodox thinking currently in fashion.

Of course, in the real world of clinical medicine, decisions often have to be made rapidly, even when the scientific evidence does not provide a certain path to take. In situations like this, patients need to be aware of the uncertainty and involved in a shared decision-making process.



EMBRACING UNCONVENTIONAL EXPERTS

If health care is to move beyond its limited view to expertise, it will have to embrace others who have traditionally been shunned in the medical community, including, patients, citizen scientists and independent scholars who are not affiliated with learned societies, major universities or medical centers.

Although learned societies, universities and academic medical centers are an indispensable source of clinicians and medical scientists with true expertise, they can be a limiting force that crowds out unconventional thinkers who can “color outside the lines” and generate innovations that move medicine into the future. Because academicians also serve as gatekeepers and peer reviewers for the most influential medical journals, their role needs to be carefully evaluated.

Kyle Siler, in the Department of Strategic Management, University of Toronto, and associates published an analysis of over 1,000 manuscripts that were submitted to three elite medical journals. They found that among the 808 articles that were eventually published, many impactful and frequently cited manuscripts had been rejected by peer reviewers and/or editors and published in other journals, including the 14 most popular ones. Siler and colleagues concluded: “This finding raises concerns regarding whether peer review is ill-suited to recognize and gestate the most impactful ideas and research.”17

Analyses like this only serve to highlight the shortcomings of the current peer review process in biomedicine, and the need to find a better way of judging expertise and fitness for publication. Shortcomings like this may also have been one reason why BMJ Health and Care Informatics recently launched a program that brings patients, the general public and caregivers into the loop, enabling them to serve as both authors and peer reviewers.18 The new program will give those outside traditional academic circles influence that has long been denied them. As Lewis and colleagues state: “There are many benefits to having patient reviewers, such as providing clarity to the authors by asking more detailed questions about design, methods and analyses. Patient reviewers can provide insight into the language of a manuscript that can be unintentionally written in a jargon-filled way that may not be understandable to patients or other researchers.” Similarly, the opportunity to write for the professional medical press will enable readers to be exposed to “perspectives that are not currently found in existing medical literature…[and] improve the understanding of the lived experience of the disease or condition, including interactions and communication with the healthcare system.”18

Another important reason to bring patients into the mix is the fact that many have become expert in their own disease, a result of spending years searching for solutions, collecting lab reports and analyzing the medical literature. Louis Phillippe Boulet, at the Institut Universitaire de Cardiologie et de Pneumologie de Québec, Université Laval, Quebec, Canada, summed up this need for such expert patients in managing respiratory diseases:


The concept of “expert patient” has been developed in the last two decades to define a patient who has a significant knowledge of his/her disease and treatment in addition to self-management skills. However, this concept has evolved over the last years, and these patients are now considered, not only to be more efficient in the management of their own condition and communicating effectively with health professionals, but to also act as educators for other patients and as resources for the last, provide feedback on care delivery, and be involved in the production and implementation of practice guidelines, as well as in the development and conduct of research initiatives.19


Such collaborations are long overdue. As National Magazine Award-winning journalist S.E. Smith points out: “The healthcare system will improve only when we rethink who counts as an expert.”20 The pool of experts who currently steer the healthcare ecosystem is primarily composed of healthcare executives in hospitals, clinics and insurance companies, as well as physician leaders and other high-level policy makers, but Smith believes: “Underrepresented in these conversations are those who know the system at its worst, like ambulance crews…nurses in underfunded community health clinics, and uninsured patients… [T]hose who are considered lowest in status often have the best observations about the systems they are trapped in…Repairing America’s health care system requires the humility to recognize expertise no matter where it comes from, and the ability to integrate stakeholders into the process as early as possible.”

Also underrepresented in the pool of potential experts are “citizen scientists,” unemployed PhDs in the health sciences, and perhaps even your local car mechanic or fashion designer, if they possess an uncommon vision or insight. It’s presumptuous to believe that higher education is the only pathway to innovation or genius. Unfortunately, it’s virtually unheard of for a top healthcare journal to accept a commentary or review from an “unlettered” author. Nonetheless, such submissions should be judged on the strength of the arguments they contain and the depth of the author’s grasp of the relevant issues, not on how many degrees accompany their name or their professional affiliation.

The practice of medicine is just that — an ongoing collection of experience and continuous learning that shapes decision-making. We must avoid an echo chamber of the same experts reinforcing the same ideas with the next generation of experts. While we need to be prudent and filter the signal from the noise in crowdsourcing, we must embrace a multi-stakeholder approach if we’re going to capture the thinking of all with experience.



References


	| 1 |Baron R, Berinsky A. Mistrust in Science — A Threat to the Patient–Physician Relationship. N Engl J Med. 2019;381:182-185.

	| 2 |Cerrato, P, Halamka J. Reinventing Clinical Decision Support: Data analytics, Artificial Intelligence, and Diagnostic Thinking. Taylor and Francis; 2020.

	| 3 |Sun M, et al. Negative Patient Descriptors: Documenting Racial Bias In The Electronic Health Record. Health Affairs. Published online Jan 19, 2022. https://www.healthaffairs.org/doi/10.1377/hlthaff.2021.01423. Accessed Dec. 16, 2022.

	| 4 |Croskerry P. A Universal Model of Diagnostic Reasoning. Academic Med. 2009;84:1022-1028.

	| 5 |Brieger D, et al. Acute Coronary Syndromes without Chest Pain, an Underdiagnosed and Undertreated High-Risk Group: Insights from the Global Registry of Acute Coronary Events. Chest. 2004;126:461-469.

	| 6 |Schleifer JW, et al. NSTEMI or Not: A 59-Year-Old Man with Chest Pain and Troponin Elevation. J Gen Internal Med. 2013;28:583-590.

	| 7 |Norman GR, et al. The Causes of Errors in Clinical Reasoning: Cognitive Biases, Knowledge Deficits, and Dual Process Thinking. Academic Med. 2017;92:23-30.

	| 8 |Horton R. Offline: The Paris Commune and the birth of American medicine. Lancet. 2021;397:181.

	| 9 |Forrester J. The Heart Healers: The Misfits, Mavericks, and Rebels Who Created the Greatest Medical Breakthrough of Our Lives. St. Martin’s Griffin; 2016.

	| 10 |Miller G. Medical breakthroughs that were initially ridiculed or rejected. Medscape. Nov 19, 2015. https://www.medscape.com/features/slideshow/medical-breakthroughs#page=1. Accessed Jan. 6, 2022.

	| 11 |Stare F, Olson R, Whelan E. Balanced Nutrition: Beyond the Cholesterol Scare. Bob Adams, Inc; 1989.

	| 12 |Bailey M. Sugar industry secretly paid for favorable Harvard research. STAT NEWS. SEPT 12, 2016. https://www.statnews.com/2016/09/12/sugar-industry-harvard-research/. Accessed Dec. 16, 2022.

	| 13 |Prasad V, A Decade of Reversal: An Analysis of 146 Contradicted Medical Practices. Mayo Clin Proc. 2013;88:790-798.

	| 14 |Groopman J. How Doctors Think. Houghton Mifflin; 2007.

	| 15 |Skrabanek P. A subversive mind. Lancet. 1989;339:94-95.

	| 16 |Bartusiak M. How to Encourage new heresies. NY Times. Jan 28, 1990.

	| 17 |Siler K, Lee K, Bero L. Measuring the effectiveness of scientific gatekeeping. Proc Natl Acad Sci U S A. 2015;112:360-365.

	| 18 |Lewis D, Scott P. BMJ HCI launches partnership programme for patients and carers as authors and peer reviewers. BMC Health Care Inform. 2021;28:e100471.

	| 19 |Boulet L-P. The expert patient and chronic respiratory diseases. Can Respir J. 2016;2016:9454506.

	| 20 |Smith SE. How we get better. Time. Jun. 21/Jun. 28, 2021.








CHAPTER 4

Finding a role for spirituality and the humanities




Faith is the assured expectation of things hoped for, the evident demonstration of realities not beheld.

Hebrews 11:1

In medicine, we have faith in many unseen realities. When we prescribe an antibiotic for a patient with bacterial pneumonia, we have faith that it will likely destroy the microbes that have infiltrated their lungs, faith that a variety of antibodies and white blood cells will perform their role in combating the invading enemy, and faith that his or her tissues will regenerate and fully restore normal breathing. Such faith is not blind credulity but is based on evidence from decades of clinical experience and scientific research. What many clinicians fail to recognize is that there are several spiritual realities that, likewise, have healing capabilities, realities that have also been demonstrated through decades of clinical practice and research.


SPIRITUALITY: MEDICINE’S OVERLOOKED STEPCHILD?

If you ask clinicians about the value of applying spiritual values in health care, most would likely agree that these values need to be a part of a health professional’s life and part of the doctor/patient relationship. But acknowledging these benefits and actually practicing spirituality are two different things. There are numerous reasons why some clinicians do not embrace spirituality in daily practice. Some may consider the spiritual aspects of healing to be unscientific or lacking in objective medical evidence.

This separation of medicine and spirituality is based on certain sociologic constructs. A Harvard University physician/theologian team explain: “The assumption that medicine and spirituality should remain separate remains largely unquestioned throughout medicine, especially academic medical schools and teaching hospitals.”1 The key beliefs in this construct, sometimes referred to as plausibility structures, include the following:


	Hospitals are primarily institutions of technology and cure rather than organizations aimed toward humanistic care.

	Physicians conceptualize themselves primarily as scientists, and secondarily as health managers, rather than primarily as healers attentive to the whole person.

	The human person is divisible according to material and immaterial; on an anthropological level, there is no direct connection between body and soul. Physical health and disease are not directly related to spiritual factors.

	Engagement of fear, finitude, and death are subjective domains, and better dealt with by others, including clergy and religious communities.

	Contemporary medicine is driven by bureaucratic concerns and secular factors including the market, science, and technology. Spirituality and religion cannot fit within this system.



If there is credible scientific evidence to demonstrate that spirituality improves patients’ well-being, we should consider it as part of care planning.



FOLLOW THE EVIDENCE

A meta-analysis that included over 32,000 adult cancer patients found that spirituality was linked to overall physical health, a correlation that remained significant even after socioeconomic and clinical variables were factored in.2 During this evaluation, spirituality was categorized into three domains: affective, behavioral and cognitive. The researchers defined affective spirituality as the subjective emotional experience of spirituality, such as a sense of transcendence, meaning, purpose and connection to a source larger than oneself. Behavioral spirituality was use of spiritual practices or behaviors to manage stress and life events related to cancer and its treatment. Cognitive spirituality referred to statements that an individual believes to be true about spirituality, such as causal attributions, spiritual post-traumatic growth or spiritual beliefs. A second meta-analysis suggests that spirituality also has a positive impact on patients’ mental health.3 Investigators reviewed four electronic databases and found a positive, albeit modest, correlation between spirituality and mental health domains. Similarly, a third study found a link between spirituality and cancer patients’ ability to maintain social relationships.4

Considering the value that many patients give to spirituality, it’s not surprising to find that patients whose spiritual needs were not addressed by healthcare professionals were not satisfied with the medical care they received (Figure 4.1). Another study found “patients reporting greater spiritual needs had lower ratings of satisfaction with care and lower perceptions of the quality of care.”1

In order to meet such spiritual needs, a healthcare system has to have a set of core values that align with these needs. Several top-tier providers have outlined these values. At Mayo Clinic, they have been summarized by the acronym RICH TIES.


	Respect. Treat everyone in our diverse community, including patients, their families and colleagues, with dignity.

	Integrity. Adhere to the highest standards of professionalism, ethics and personal responsibility, worthy of the trust our patients place in us.

	Compassion. Provide the best care, treating patients and family members with sensitivity and empathy.

	Healing. Inspire hope and nurture the well-being of the whole person, respecting physical, emotional and spiritual needs.5

	Teamwork. Value the contributions of all, blending the skills of individual staff members in unsurpassed collaboration.

	Innovation. Infuse and energize the organization, enhancing the lives of those we serve, through the creative ideas and unique talents of each employee.

	Excellence. Deliver the best outcomes and highest-quality service through the dedicated effort of every team member.

	Stewardship. Sustain and reinvest in our mission and extended communities by wisely managing our human, natural and material resources.







FIGURE 4.1

Patient desire for spiritual assessment and religious/spiritual concordance

[image: Spiritual assessment and religion/spirituality concordance]

Source: Fuchs JR et al. Patient desire for spiritual assessment is unmet in urban and rural primary care settings. BMC Health Serv Res. 2021;21; 289. https://doi.org/10.1186/s12913-021-06300-y



Similarly, Cleveland Clinic highlights its spirituality in its own set of values and beliefs:


	Safety & Quality: We ensure the highest standards and excellent outcomes through effective interactions, decision-making, and actions.

	Empathy: We imagine what another person is going through, work to alleviate suffering, and create joy whenever possible.

	Teamwork: We work together to ensure the best possible care, safety, and well-being of our patients and fellow caregivers.

	Integrity: We adhere to high moral principles and professional standards by a commitment to honesty, confidentiality, trust, respect, and transparency.

	Inclusion: We intentionally create an environment of compassionate belonging where all are valued and respected.

	Innovation: We drive small and large changes to transform healthcare everywhere.





WHAT DOES IT MEAN TO BE A SPIRITUAL-MINDED CLINICIAN?

While some of these core values are not in themselves spiritual values, they nonetheless rest on spiritual values. Such values beg the question: How does one recognize a spiritual-minded healthcare professional? By their ability to manifest mercy, compassion, the capacity for forgiveness, gratitude, humility, empathy, acceptance of others, open-mindedness, patience, self-discipline, kindness, faith and intimacy.6 In today’s polarized political and social environment, our patients and our fellow healthcare providers are more in need of spiritual care than ever.

One value that seems in short supply among many business managers, healthcare executives, and physicians is humility. Often considered a sign of weakness, this personality trait is not often applauded in executive training programs or boardrooms. A revealing piece in Harvard Business Review7 sums up the problem in its title: “If Humility Is So Important, Why Are Leaders So Arrogant?” The article goes on to discuss the push among human resources consulting firms and psychology experts to develop the H Factor, a combination of honesty and humility. Despite this celebration of humility, “It flies in the face of daily headlines in the Wall Street Journal and the realities of our business and political cultures,” says the Harvard Business Review article.

Several management experts have tried to explain this paradox. Edgar Shein at MIT Sloan School of Management posits that the prevailing mindset about managers is that life is a competition and being a successful leader is all about getting results at all costs, which in turn requires telling others what to do. There’s little room for humility and gentleness in that formula for success.

In contrast to the mindset of many healthcare leaders, the singer/songwriter Dan Fogelberg penned the lyrics: “a heart held humble levels and lights the way” in a song called “Along the Road.” It suggests that informed humility accomplishes two goals: It levels us, that is, it provides balance in making decisions, and it lights up the path as we move forward to accomplish our mission. At the Mayo Clinic Platform, the pursuit of balance and enlightenment is accompanied by complete transparency about our goals, dreams and fears. That certainly requires humility.

Along the road to informed humility, healthcare professionals must also recognize the need for rest. Despite what many executives imagine, the human body and mind are not perpetual motion machines. The workaholic CEO may be admired in much of corporate America, but as health professionals, we know better. The evidence demonstrating the detrimental effects of overwork on the brain and immune system are overwhelming; it would be irresponsible for us to ignore them. The American Institute of Stress8 calculates that 77% of Americans “regularly experience physical symptoms caused by stress.” The problem is so prevalent in society, there is even a medical specialty devoted to it: psychoneuroimmunology, which rests upon one simple truth: Thoughts have physiological consequences. And ignoring this truth may not have immediate repercussions for executives, but its insidious effects eventually take their toll. Solutions abound: Stress management techniques like mindfulness meditation, walks in the woods, crossword puzzles, long, hot baths, music — each of us responds to different modalities.

The same advice applies to physicians and nurses “in the trenches,” many of whom have a keenly developed sense of responsibility to attend to the needs of others. While laudable, that conscientiousness can become pathological if it causes them to neglect their own physical, emotional and spiritual needs. The need for such decompressing and “battery recharging” is especially acute during pandemics, natural disasters and the like.



HOW TO CULTIVATE SPIRITUAL VALUES

Living a spiritual life is not easy; it’s certainly not the path of least resistance. The psychotherapist and former monk Thomas Moore was quick to point out that being a truly spiritual person requires the courage to take up a radical way of living that runs counter to the way most of us conduct our daily lives. He points out that self-absorption is normal in early childhood and adolescence, but one has to grow out of it to become an emotional and spiritually mature individual. “As you move out of narcissism you become aware of community” and its needs…This set of values is fairly simple yet mind altering.”9

One of the advantages of developing this spiritually mature philosophy is that it not only benefits patients and fellow clinicians, it feeds one’s own spiritual need to lead a meaningful, purpose-filled life. Greeting each day with enthusiasm for the possibilities, with boundless, energetic optimism and empathy instills a sense of well-being. It likewise fulfills one of our higher psychological needs, according to Abraham Maslow’s motivation model. That model described a pyramid of needs that we gradually work through as we mature. At the base of that pyramid are basic physiological needs for water, air, shelter, sleep, clothing and reproduction. If these needs are satisfied, a person can start giving more attention to the need for safety, which includes personal security, employment, property and so on. We begin to concentrate on the next level, belonging and love, when we feel safe. And finally, we reach a point in the journey where we focus on the need for self-actualization, a higher-order need Maslow explained in more detail: “Even if all these needs are satisfied, we may still often (if not always) expect that a new discontent and restlessness will soon develop, unless the individual is doing what he, individually, is fitted for. A musician must make music, an artist must paint, a poet must write, if he is to be ultimately at peace with himself. What a man [or woman] can be, he must be. This need we may call self-actualization.” In other words, it is the need to actually accomplish what one has the potential to accomplish.10



DEVELOPING THE SPIRITUAL “TOOLKIT”

While the pursuit of spirituality and self-actualization are noble goals, many healthcare professionals find the journey more than a little challenging. We know how to acquire scientific knowledge, develop procedural skills, hone diagnostic reasoning and memorize disease scripts. But developing the “toolkit” needed to become a spiritually mature practitioner requires a different set of skills.

Part of that toolkit involves filling our “mind palace” with positive role models, and sidestepping the materialistic, aggressive role models that the world’s marketing machinery is selling. In practical terms, that means seeking out mentors who embody the spiritual values mentioned above. It also means seeking virtual mentors in the world of entertainment, including the books we read, the movies we watch, the video games we play and the music we listen to.

Although there is no definitive evidence to demonstrate that exposure to violence in the mass media encourages violence in the real world, there’s enough documentation to show that it does emotional and spiritual harm to those who consume a steady diet of it. The U.S. Surgeon General’s Scientific Advisory Committee on Television and Social Behavior and the National Institute of Mental Health identified three major effects of watching violence on TV:


	Children may become less sensitive to the pain and suffering of others.

	Children may be more fearful of the world around them.

	Children may be more likely to behave in aggressive or harmful ways toward others.11



While these conclusions apply specifically to children, it’s naïve to imagine that adults are immune to the detrimental effects of such exposure.

Seeking out medical school training and continuing medical education courses in the arts and humanities is another way to cultivate spirituality. Many medical schools now require such courses, working from the assumption that the emphasis on anatomy, biochemistry and the rest of the physical sciences has fostered a detached relationship between clinicians and patients. One critique expressed the problem this way: “Shocking though it might sound to some physicians, there are those who believe that a few members of the profession have the clinical empathy of a cadaver and aren’t adequately trained in the requisite observational skills needed to provide patient-centered care. In fact, there are those who argue that medical schools and continuing medical education programs have done little to help instill something like empathic skills in those rare souls.”12 With these concerns in mind, most medical schools are now incorporating arts and humanities into their curriculum.

There is much to be learned from these “unscientific” fields that will make clinicians better healers and more spiritually aware. The power of stories, for instance, to instill courage and re-energize one’s determination to be kinder and more forgiving is very real.

And that power can be gleaned from the great works of literature, popular culture and a host of other sources. Much of this power comes from our ability to relate to heroic figures like Atticus Finch, the courageous attorney defending a Black man accused of rape in To Kill a Mockingbird; or the captain of the USS Enterprise, Jean Luc Picard, who quotes Shakespeare and refuses to put aside ethical principles to please his superiors.

Similarly, looking to the historical record, there is much that can inspire physicians and allied health professionals, including several women who challenged the male-dominated world of medicine of their day. Elizabeth Blackwell was the first American woman to be awarded a medical degree. Margaret Sanger is credited with advocating safe, effective birth control. Among African American medical pioneers worth emulating are James McCune Smith, the first Black American to receive a medical degree, and Leonidas Harris Barry, who had to fight racism to become an attending physician at Michael Rees Hospital in Chicago.

Redefining the boundaries of medicine demands more than innovative technology, better clinical research and a new approach to expertise. It calls for a transformative shift that includes spiritual values as part of the healing process.
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CHAPTER 5

Balancing lifestyle medicine and pharmacotherapy




“Let food be thy medicine and medicine be thy food.”

Hippocrates

For many centuries, foods, plant extracts, and a variety of folk remedies were the only options available to prevent and manage disease. The field of pharmaceutical science and industry only emerged in the late 19th century as apothecaries began producing morphine and other plant derivatives and dye and chemical companies began creating research laboratories and found medicinal uses for their products.1 Since then, there have been countless innovations in pharmacotherapy and countless lives saved along the way. But along with these developments has come an almost religious devotion to the power of “wonder drugs” that can cure or mitigate nearly all our health problems. That devotion has been accompanied by a deep skepticism among many in the healthcare community concerning the role of nutritional therapy, integrative medicine and a variety of lifestyle management approaches. If we are to forge a new path into the future of medicine — and expand its boundaries — we need to find a better balance between pharmacotherapy and these other modalities.

Richard Smith, former Editor in Chief of the British Medical Journal, expressed the issue succinctly: “Although many patients are convinced of the importance of food in both causing and relieving their problems, many doctors’ knowledge of nutrition is rudimentary. Most feel much more comfortable with drugs than foods, and the “food as medicine” philosophy of Hippocrates has been largely neglected.”2 That observation, made nearly 20 years ago, has not changed significantly over time. But as Smith pointed out, a shift is slowly taking shape, as research suggests a role for functional foods, selective use of nutritional supplements and more emphasis on the management of obesity, which has become a pandemic. The current situation raises several important questions: How strong is the evidence supporting lifestyle modifications in the treatment of specific disorders? How do we implement more preventive/wellness care into everyday medical practice? What is behind the reluctance of many clinicians to recommend or prescribe such modifications? How can these non-drug therapies be implemented in today’s healthcare ecosystem without compromising a healthcare organization’s financial stability? What part have regulatory agencies played in influencing clinicians’ decisions in this area? Has the pharmaceutical industry had undue influence on clinicians’ treatment choices?


LOW-HANGING FRUIT

Type 2 diabetes (T2D) and coronary heart disease are among the disorders that are most likely to respond to lifestyle management; in fact, the evidence is overwhelming. By one estimate, about half of all Americans are either prediabetic or already have the disease. Professionally supervised nutrition has been shown to significantly lower hemoglobin A1c (HbA1c). Among 18 studies that included over 4,000 adults with T2D, HbA1c was lowered by as much as 2.0%; the greatest reductions were observed in patients with HbA1c levels above 8.0%.3 Among the interventions used by registered dietitians/nutritionists to accomplish these goals: “…individualized nutrition therapy, energy restriction, portion control, sample menus, carbohydrate counting, exchange lists, simple meal plans, and low-fat vegan diet…”

It is important to point out that these accomplishments were not achieved by physicians or nurses simply handing patients a list of dietary do’s and don’ts and hoping for the best. It usually required a referral to a nutritionist, who often provided a customized regimen that took into account each patient’s food intolerances, preferences and financial situation. Dietary recommendations included more fiber from fruits, vegetables, whole grains and legumes and the proper role of protein, carbohydrates, fats and sweeteners. The American Diabetes Association explains that among patients with T2D, reductions in HbA1c using medical nutritional therapy are similar to or greater than would be expected from medication.4 There is also reason to believe that patients with T2D on medication can reduce their dosage or eliminate the drug altogether if they adhere to a diet and exercise regimen.

While the benefits of medical nutrition therapy are well documented, many patients still choose to ignore the evidence — or find it too difficult to follow a dietary plan. Instead, they opt for medications like metformin. No doubt there is a place for such antihyperglycemic agents in the management of T2D, but the decision to use them should not be taken lightly, nor should clinicians encourage their use too quickly. We have entered the era of shared decision-making in medicine, which in many ways improves the patient/doctor relationship; but sharing the decision-making doesn’t exclude the value of gentle persuasion. It is a powerful tool that clinicians can use to nudge patients toward the optimal treatment regimen. Depending on the type of relationship one has with a patient, it may be wise to discuss adverse effects in detail in the hope that they will make a greater effort to adhere to lifestyle measures. Metformin, for instance, can cause diarrhea, bloating, stomach pain, indigestion, constipation, heartburn, headache, skin flushing, nail changes and muscle pain. Long-term use also has the potential to bring on vitamin B12 deficiency, especially in dosages at or above 1,500 mg per day.5 Depending on how long the deficiency is allowed to linger, it can result in mild to moderate signs and symptoms like fatigue during exertion, skin pallor and other evidence of megaloblastic anemia, or advanced neurological problems, including progressive demyelination, with accompanying peripheral neuropathy, loss of reflexes and loss of vibratory sense.6

Concerns about the risk of metformin-induced vitamin B12 deficiency are not theoretical. When investigators with the Diabetes Prevention Program/DPP Outcomes Study evaluated over 1,000 patients on 850 mg of the drug and compared them to about 1,000 controls over several years, they found B12 anemia linked with long-term use of the medication.7

Like diabetes, cardiovascular disease (CVD) responds well to nutritional therapy and other lifestyle modifications.8 The support for this approach is based on several evidential pillars, including epidemiological studies, clinical trials, animal research and investigations that have explored pathophysiology and mechanism of action. Brandhorst and colleagues explain, for instance, that chronic inflammation is one of the key mechanisms that put people at risk of CVD, and summarize dietary regimens that address this contributing cause: “Systemic inflammation is one of the important risk factors for CVDs. The high consumption of vegetables, fruits, grains, nuts, healthy oils, and fish, and some bioactive components, such as polyphenols, in Mediterranean diet-like patterns are associated with anti-inflammatory properties, although certain fruits, vegetables, and grains can also have proinflammatory properties.” A meta-analysis of nine prospective studies involving about 135,000 subjects found that a proinflammatory diet increased the overall risk of dying by 22% and cardiovascular deaths by 24%, when compared to a low-inflammatory diet.



UNDERSTANDING THE ROLE OF INFLAMMATION

Mounting evidence indicates that inflammation not only plays an important role in heart disease but in almost all diseases. But as our understanding of the inflammatory process deepens, some surprises have surfaced. Clinicians and patients have known for many decades that acute infection and trauma cause inflammation, with its accompanying redness, swelling, fluid buildup, and pain. But in recent years, a new understanding of the physiological effects of inflammation has helped us appreciate that it can have other functions as well. Some of these insights have the potential to expand our therapeutic options to manage disorders that have not typically been considered inflammatory in nature.

The spectrum of inflammatory response includes not just infection and physical injury, but also mechanisms to restore homeostasis in the absence of pathology.9 One research analysis states: “…a growing body of evidence indicates that the cellular and molecular mediators of inflammation are involved in a surprisingly broad range of biological processes, including tissue remodeling, metabolism, thermogenesis, and function of the nervous system (including behavior).” This new understanding implies that inflammation is a continuum, with acute inflammation at one end, for example, infection/trauma, and cellular and metabolic phenomenon that restore normal homeostatic processes at the other end. “Between these extremes, the same inflammatory signals and cell types that are involved in acute inflammation and control of homeostasis participate in a variety of physiological responses to hostile environmental factors such as cold and starvation.”

The way the body’s inflammatory mechanisms respond to starvation can actually be used to a person’s advantage in unexpected ways. Obesity drives the pathological effects of inflammation while fasting apparently lessens inflammation’s negative impact. An in-depth review in the New England Journal of Medicine explains: “Studies in animals and humans have shown that many of the health benefits of intermittent fasting are not simply the result of reduced free-radical production or weight loss…Instead, intermittent fasting elicits evolutionarily conserved, adaptive cellular responses that are integrated between and within organs in a manner that improves glucose regulation, increases stress resistance, and suppresses inflammation. During fasting, cells activate pathways that enhance intrinsic defenses against oxidative and metabolic stress and those that remove or repair damaged molecules.”10

Intermittent fasting flips a metabolic switch, causing the body to burn fat tissue instead of glucose stored in the liver. Once the body has used up its glucose reserves, the liver converts fatty acids into ketone bodies. These ketone bodies, in turn, not only provide fuel to run everyday activities, they elicit “highly orchestrated systemic and cellular responses that carry over into the fed state to bolster mental and physical performance, as well as disease resistance.” Epidemiological and clinical trials strongly suggest that the benefits of intermittent fasting are not just theoretical. Among isolated populations like the inhabitants of Okinawa who still rely on energy poor, nutrient-rich foods like sweet potatoes, legumes and other vegetables, intermittent fasting is an everyday reality. But that “hardship” has been accompanied by long life, as well as low rates of obesity and diabetes. Similarly, members of the Calorie Restriction Society have a low rate of diabetes, as well as low levels of biomarkers for inflammation.10 Varady and colleagues have also found that alternate-day fasting not only causes weight loss but improves biomarkers that promote better heart health — in both normal weight and overweight adults.11 There are also animal and human studies to suggest that fasting may benefit patients with neurodegenerative diseases, asthma, arthritis and multiple sclerosis. Two pilot studies, for example, have found that intermittent fasting reduces symptoms among patients with MS in as little as 2 months.12,13

The three main approaches to intermittent fasting are: alternate-day fasting; fasting 2 days each week; and daily time-restricted fasting, for example, a 6-hour eating period followed by 18 hours without food. However, although such regimens would likely benefit patients with a variety of conditions, implementing them will be difficult for many reasons, not the least of which is the fact that most people living in middle- to high-income countries have become so accustomed to three meals plus snacks daily that they would consider it a heavy burden to bear. In addition, intermittent fasting may initially cause hunger, irritability and difficulty concentrating, problems that typically go away within a month. Finally, most clinicians are not equipped to advise patients on how to implement one of these regimens. More details on how to begin such a program are discussed by de Cabo and Mattison.10

Among patients who are unwilling or unable to experiment with intermittent fasting, it may still be possible to benefit from the anti-inflammatory effects of certain foods. Foods that have a negative inflammatory effect are refined carbohydrates like white bread, pastries and sugar, fried foods like French fries, soda and other sugary drinks, red meat, processed meats like hot dogs and sausages, margarine, shortening and lard.14 According to the Harvard Medical School newsletter, an anti-inflammatory diet includes tomatoes, olive oil, green leafy vegetables like spinach, kale and collards, nuts, including almonds and walnuts, fatty fish, including salmon and tuna, and fruits like strawberries, blueberries, cherries and oranges.

Clinical trials have likewise supported the value of anti-inflammatory diets. When approximately 7,500 subjects between the ages of 55 and 80 who were at risk of cardiovascular disease were put on a Mediterranean diet supplemented with 50 g of olive oil or with 30 g of mixed nuts, they fared much better than those on a control diet. Subjects who supplemented with olive oil were 31% less likely to develop myocardial infarction, stroke or to die over a 5-year period; those on nuts had a 28% lower risk of the same outcomes.8

Once again, patients need to weigh the benefits and effort involved in this nutritional approach against those involved in choosing pharmacotherapy. Adhering to a heart-healthy regimen is obviously not the path of least resistance, but eating whatever one wants, in whatever quantities one wants, while taking a statin to lower serum cholesterol is not the optimal approach to preventing or treating CVD. Unfortunately, statins are freely prescribed by many primary care physicians without being fully informed about the risk/benefit ratio. A detailed analysis of the benefits and risks of statins is beyond the scope of this book, but suffice it to say there are several studies and literature analyses that suggest they may be overprescribed, especially for patients who do not already have CVD.15,16

The U.S. Preventive Services Task Force statement on statins has encouraged the use of low- to moderate-dose statins in adults between the ages of 40 and 75 even when they don’t have CVD, as long as they have one or more risk factors that put them at elevated risk of having a cardiac event within the next 10 years.17 But a closer examination of the supporting evidence suggests the recommendation is an overreach. The task force included secondary prevention studies, which means patients who already had heart disease. It also left out data from a meta-analysis of 11 studies, which included over 65,000 patients who were taking statins for primary prevention. That analysis concluded that statins have no impact on all-cause mortality.15,18

This discussion on the disadvantages of pharmacotherapy when compared to lifestyle management does not imply our opposition to the former, but only serves to emphasize the fact that many commonly used medications do not restore normal biochemical functioning or homeostasis; they often disrupt it in both positive and negative ways. Figure 5.1 illustrates this important difference as it applies to another popular prescription drug used to treat rheumatoid arthritis (RA).

As we explained in a previous book, the underlying genetic and environmental events that start the RA disease process remain unknown, leading eventually to secretion of proinflammatory chemokines and cytokines, activation of T cells and macrophages, and production of several interleukins, tumor necrosis factor-α (TNF-α), insulin-like growth factor and other agents that bring about deterioration of joints and debilitating symptoms.19 TNF-α clearly plays a pivotal role in the pathogenesis of the disease, but it is only an intermediate cause. The best we can say about the root cause of RA is that, like other autoimmune diseases, it probably occurs when a genetically susceptible host is exposed to an environmental antigen.

The fact that TNF-α is part of the pathway from the initial unknown genetic/environmental root cause or causes of full-blown clinical disease has made it a target for pharmacologic agents that inhibit its production. These TNF inhibitors have had a major effect on signs and symptoms, but as Fig. 5.1A illustrates, these drugs also interfere with several biochemical pathways that help the body maintain normal immune functioning. The result of this disruption has proven devastating for many patients.

In stark contrast to disorders in which root causes are not understood, consider those in which the cause is known, such as diet-induced iron (Fe) deficiency anemia. As Fig. 5.1B shows, the result is abnormal red blood cell production, a drop in hemoglobin and the signs and symptoms of microcytic anemia. But in this scenario, giving the patient a diet rich in iron plus iron supplementation cures the disorder by restoring a normal biochemical pathway, not by interfering with a pathway that is required for normal body functioning.19



WHY THE RELUCTANCE TO RECOMMEND LIFESTYLE MODIFICATION?

These two figures do not imply that nutritional therapy or any other lifestyle medication will cure RA. But that doesn’t mean lifestyle modification is useless in this context. Even Johns Hopkins Arthritis Center, while taking a conservative view toward nutrition therapy, admits: “In some patients, specific foods have been shown to exacerbate the symptoms of RA…Diet elimination therapy is a method of determining food hypersensitivities with patients. Elimination diets avoid a specific food or group of foods such as milk, meat or processed foods that are known to be prime allergy suspects. These foods are eliminated from the diet for a specific period of time. Foods are then gradually reintroduced one at a time, to determine whether any of them causes a reaction. Panush and colleagues demonstrated temporary improvement in the signs and symptoms of RA with diet elimination and modification in a controlled study where the symptoms associated with food sensitivities were studied.20 During this study, when the patient was fasting or on a severely restricted diet, the patient’s symptoms improved significantly. However, when the patient had milk reintroduced into the diet, episodes of pain, swollen and tender joints and stiffness were experienced.”21





FIGURE 5.1

[image: Etiology, pathology, and management of Rheumatoid arthritis and iron deficiency anemia]

Adapted from Cerrato P, Halamka J. Realizing the Promise of Precision Medicine: The Role of Patient Data, Mobile Technology, and Consumer Engagement. Academic Press; 2018.19



This seems to miss the point. The fact that reintroducing dietary triggers causes symptoms to reappear doesn’t necessarily negate the pathological effect these foods have on a patient’s disease, only that they need to be replaced with equally nutritious substitutes.

Independent investigators have taken a somewhat more positive position on the role of diet in RA. A literature review by Alwarith and colleagues concluded: “Several studies have shown improvements in RA symptoms with diets excluding animal products. Studies have also shown that dietary fiber found in these plant-based foods can improve gut bacteria composition and increase bacterial diversity in RA patients, thus reducing their inflammation and joint pain. Although some of the trigger foods in RA patients are individualized, a vegan diet helps improve symptoms by eliminating many of these foods.”22

A closer look at the evidence suggests a non-drug trial is worth consideration. Turner-McGrievy and colleagues found that obese and overweight patients who were randomized to several types of vegetarian diet experienced significant improvements in an inflammatory index after 2 months, when compared to patients on an omnivore diet. Unfortunately, those benefits were short-lived and did not persist at 6 months.23 When McDougall and colleagues conducted a single-blind trial among patients with RA, they found that RA-related symptoms decreased significantly when they ate a very low-fat vegan diet over 4 weeks. They reported “…C-reactive protein decreased 16% (ns, P>0.05), RA factor decreased 10% (ns, P>0.05), while erythrocyte sedimentation rate was unchanged (P>0.05).”24 The fact that the patients lost weight on the diet could also mean that the weight loss, not the absence of animal content, may have led to the improvement in symptoms. Other studies have demonstrated that weight loss improves symptoms in patients with RA.

Hafstrom and colleagues from the Karolinska Institute in Sweden have likewise found experimental evidence to suggest that a vegan diet can benefit patients with RA. They conducted a small, randomized trial in which they gave one group of patients with RA a gluten-free vegan diet and a control group a well-balanced non-vegan diet for 1 year.25 Improvements in American College of Rheumatology response scores were seen in 40.5% of those on the vegan regimen, compared to 4% in the control group. Similarly, antibody levels against gliadin, a protein in gluten, and beta-lactoglobulin, a protein in milk, dropped in the responder subgroup of patients who were on the vegan diet. They concluded that the therapeutic benefits of the special diet “…may be related to the reduction in immunoreactivity to food antigens eliminated by the change in diet.”

If there is credible evidence to suggest a causative role for diet in RA, why do so few clinicians mention the evidence so that patients can at least consider a specialized nutrition regimen, either as a first attempt to get signs and symptoms under control, or as a complement to prescription medicine? Relative lack of exposure to the evidence supporting nutritional and lifestyle interventions, in medical school and after entering practice, may be a factor. Many high-impact medical journals typically carry five to 10 ads per issue encouraging the use of prescription medication for a long list of conditions. Advertisements for non-drug therapies are almost nonexistent, with the occasional public service announcement highlighting the value of weight management or smoking cessation, or the rare advertisement for vitamin D supplementation. Ads for non-drug therapies are forbidden by law to list the supporting research studies on their potential role in disease, limiting them to meaningless statements like: “supplements supported by nearly 50 years of scientific expertise.” No doubt, laws governing pharmaceutical and nutritional advertising protect clinicians and patients from being exposed to bad science and marketing hype. But they also encourage lopsided thinking by physicians and block their exposure to scientific health claims.

There seems to be an imbalance in the way federal regulatory agencies judge the evidence for prescription medications when compared to the way they judge evidence supporting health claims for nutritional and botanical supplements. Consider the 2021 approval of aducanumab by the U.S. Food and Drug Administration (FDA) for Alzheimer’s disease. An independent advisory panel of neurologists and biostatisticians advised against its approval because clinical trials were unable to demonstrate that the drug slowed cognitive decline. The scientific evidence used to justify the approval was so thin that three scientists on the advisory committee resigned in protest. “This might be the worst approval decision that the F.D.A. has made that I can remember,” said Dr. Aaron Kesselheim, a professor of medicine at Harvard Medical School and Brigham and Women’s Hospital, who submitted his resignation Thursday after six years on the committee.26

In contrast, consider how legitimate health claims for specific nutrients are regulated. The agency allows manufacturers to make a “qualified health claim” if the scientific evidence meets certain criteria. Despite decades of evidence demonstrating the benefits of folic acid-rich foods and supplements in preventing neural tube defects, however, companies are only allowed to make a statement like: “Scientific evidence suggests that the consumption of folic acid can reduce the incidence of neural tube defects. The FDA does not endorse this claim; however, public health authorities recommend that women who are pregnant consume 0.4 mg folic acid daily from fortified foods or dietary supplements or both to reduce the risk of neural tube defects.”27 Compare that rather timid statement to the packet insert that accompanies Aduhelm, the brand name for aducanumab: “ADUHELM is an amyloid beta-directed antibody indicated for the treatment of Alzheimer’s disease. Treatment with ADUHELM should be initiated in patients with mild cognitive impairment or mild dementia stage of disease, the population in which treatment was initiated in clinical trials.”28

The laws governing herbal remedies also pose barriers for manufacturers of botanical products that have value in the prevention or treatment of disease. Such herbal remedies are classified as dietary supplements by the FDA and, as such, do not require approval to be sold, as long as they adhere to certain regulations. One of the most important restrictions is: “Avoid making specific medical claims. For example, a company can’t say: ‘This herb reduces the frequency of urination due to an enlarged prostate.’ The FDA can take action against companies that make false or unsupported claims to sell their supplements.”29 While that protects the public from unscrupulous vendors making bogus claims, it also limits the ability of those who want to inform users about well-documented evidence.

In Germany, on the other hand, regulators and clinicians are more open-minded about the value of botanical products. Its Federal Institute for Drugs and Medical Devices includes a division called Commission E, which is composed of scientists, toxicologists, physicians and pharmacists, whose role is to determine if herbs sold in Germany are safe and effective. To date, it has published information on the indications, side effects and drug interactions of over 300 herbs.30

Many clinicians in Germany routinely prescribe herbal products, confident in their effectiveness and cognizant of the potential adverse effects and interactions based on these Commission E monographs. For example, wormwood has been approved for dyspepsia, loss of appetite and biliary dyskinesia. An example of the scientific evidence supporting the product: “A randomized, double-blind clinical trial of Crohn’s disease found that wormwood extract, standardized to 0.2% to 0.38% absinthin and 0.25% to 0.52% total volatile oil (without thujone), in a base of rose petal, cardamom, and mastic gum or ginger (500 mg three times per day), was more effective than placebo at preventing relapse at 20 weeks. All patients were tapered off corticosteroids after 2 weeks on the medication. At a dose of 750 mg three times per day, this same extract has been shown to lower TNF-α levels in patients with Crohn’s disease over 6 weeks.”30,31



A PRESCRIPTION NO ONE WRITES

While the disconnect between regulations and dietary intervention may pose problems for clinicians, no such incongruity exists in many other areas of lifestyle medicine. There are no legal barriers to prevent the use of stress management techniques or exercise therapy in clinical medicine, but when was the last time a physician handed a patient a prescription that specifically instructed them to engage in an exercise routine or stress reduction program, despite the fact that the evidence is well established for both modalities? If we really want to redefine the boundaries of medicine, this has to change.

No doubt, some readers will point out that the average 15-minute office visit doesn’t allow for an extended discussion of stress management or exercise, but with the abundance of printed materials on the topics and a smartphone, that obstacle is easily overcome. And once it is, the next issue becomes how to present stress management and exercise to our patients. Depending on your relationship with each patient, and their attitude toward authority figures, words like “You might want to consider a relaxation regimen” may be too timid and need to be replaced with “I want you to follow this prescription and report back to me in 4 weeks.”

What can exercise accomplish prophylactically and as treatment for specific disorders? Michael Craig Miller, M.D., assistant professor of psychiatry at Harvard Medical School, sums up the evidence on mental depression succinctly: ““For some people it works as well as antidepressants, although exercise alone isn’t enough for someone with severe depression.”32 Similarly, there is persuasive evidence to show that exercise has a measurable impact on anxiety and stress-related disorders. A systematic review and meta-analysis of six randomized controlled trials found that: “Exercise significantly decreased anxiety symptoms more than control conditions, with a moderate effect size.”33 Regimens involving 30 minutes of walking, cycling or dancing can have an immediate impact on symptoms of anxiety, as well as long-term benefits. Similar evidence supports the use of exercise in the prevention and treatment of numerous physical ailments.

Similarly, there is ample evidence to demonstrate the value of stress management techniques to prevent and treat a variety of disorders, techniques that are even more effective if integrated into a holistic program. The Institute for Integrative Health, for instance, takes a holistic approach to patient care for the U.S. military, taking advantage of the landmark research conducted by Herbert Benson, M.D., at Massachusetts General Hospital and colleagues. Between 2001 and 2017, the U.S. Armed Forces developed several holistic treatment approaches under an umbrella initiative called the Epidaurus Project.34 The project took advantage of the healing abilities of nature, spirituality and the arts to treat post-traumatic stress disorder (PTSD) and traumatic brain injury among soldiers who had not responded to conventional therapies.

Foote and colleagues34 emphasize the shortcomings of the conventional approach to health care that we have discussed in previous publications,35 namely, the fact that reductionistic thinking has “difficulty when attempting to conceptualize ‘whole person’ issues, including personal suffering, overall wellness/ill health, and public health concerns…Holism, the effort to know the body as a total entity, maintains this concept at center stage.” The holistic modalities used at Walter Reed National Military Medical Center have included building designs that immerse patients in a healing environment, family-centered care, multidisciplinary care integration and a variety of basic wellness services that include nutrition; exercise; stress management; the use of music, visual art, and related creative arts; and complementary medicine.

Criticisms of this approach to patient care and claims of its “unscientific” nature have centered around its inability to generate metrics that quantitatively document the therapeutic value of these unconventional therapies. The Epidaurus 2 project addressed this problem by developing metrics that focused on genomics, integrated biometrics that record physiological changes caused by the stress response and that took advantage of machine learning (ML). With natural language processing (NLP), for instance, clinicians were able to identify certain speech patterns associated with PTSD. Similarly, researchers have found content word analysis that incorporated NLP and ML could differentiate between authentic suicide notes and elicited notes written by healthy controls.



PREVENTIVE/LIFESTYLE MEDICINE NEEDS A REBOOT

The lack of enthusiasm for preventive and lifestyle interventions has been summed up by thought leaders from Kaiser Permanente:


For far too long, patients have experienced chronic illnesses because our health care system has not taken a proactive role in promoting healthy eating, active living, and the promotion of emotional resilience…The medical community has been proud to announce major achievements in health care and their impact, yet a recent analysis on cardiovascular mortality brings into question such advances; the decreasing rate of CVD that has been noted since the 1970s appears to be declining at a slower pace. It is increasingly recognized that the real issue in health care — lifestyle — should become the primary prescription for the leading causes of disease that result in the highest rates of mortality. The slow progress in decreasing mortality rates from CVD incriminates an unhealthy diet and a sedentary lifestyle as major contributing factors.”36


Among the culprits cited by Bodai and colleagues for this lack of enthusiasm are profit motives in the food and healthcare industries and large pharmaceutical companies. Another problem: practitioners and thought leaders who are trying to focus our attention on lifestyle management are often marginalized or face resistance. As Bodai and colleagues point out: “Health care practitioners as well as administrators are often focused on the bottom line and find it challenging to direct resources toward new and innovative practices given low reimbursement rates for counseling on lifestyle changes. Adding to this, they may fear that patients will find such changes difficult and not sustainable…Currently, multiple forces maintaining the status quo exist at the systemic level. Special interest groups, including certain lobbyists, maintain barriers by spending monies to influence governmental and professional targets. For example, national dietary guidelines are watered down out of a concern over the economic interests of certain industries instead of reflecting on the evidence-based recommendations regarding the consumption of meat and dairy products. On the societal level, the hedonistic aspects of food are promoted over their health and nutritional aspects.”

It would seem the adage about an ounce of prevention being worth a pound of cure falls on many deaf ears and has been replaced with a misinterpreted version of “If it’s not broke, don’t fix it.” Those working in preventive and integrative medicine realize the shortsightedness of this common mindset, knowing full well that the wisest course is to avoid the broken body part with early detection and a healthier lifestyle. The American College of Lifestyle Medicine, for instance, has over 7,500 physicians and other clinicians in its ranks; it also partners with several respected organizations including the American College of Preventive Medicine, the American College of Sports Medicine, Blue Shield of California and the Society of Behavioral Medicine. One of its goals is to advance evidence-based lifestyle medicine to prevent, treat and reverse noncommunicable chronic disease.

From a strictly economic point of view, this approach to health care is the only sustainable path for the United States and several other affluent, technologically savvy nations. The U.S. gross national product approached $23 trillion in 2021 but continues to fall short on numerous health-related metrics, a scenario that may eventually bankrupt our society. The United States spends more money on health care than any other country in the Organisation for Economic Co-operation and Development (OECD) by a wide margin. Its proportion of gross domestic product is the highest when compared to Canada, France, Germany, the Netherlands and Switzerland.37 With that much of an investment, one would expect broad insurance coverage and exceptional patient outcomes. But as Lorenzoni and colleagues from OECD point out: “The USA ranks first in the OECD for healthcare expenditure, but last for coverage.” A 2021 analysis from the Commonwealth Fund found that the United States was in 11th place in overall healthcare system performance, when compared to Australia, Canada, France, Germany, the Netherlands, New Zealand, Norway, Sweden, Switzerland and UK.38 A closer look at these statistics indicates that this poor ranking included the 11th slot for access to care, administrative efficiency, equity and healthcare outcomes. The top-performing countries overall were Norway, the Netherlands and Australia.



COMBINING LIFESTYLE MANAGEMENT WITH PHARMACOTHERAPY

One way to improve these U.S. statistics is to proactively pursue a risk reduction strategy. For instance, there are effective ways to prevent or at least reduce the risk of most malignancies that do not require drug therapy, radiotherapy or surgery. The risk of melanoma is reduced by avoidance of ultraviolent radiation from the sun and from tanning booths, using the right sunscreen and wearing sunglasses to protect the eyes. A high-fiber diet that concentrates on fresh vegetable, fruits and whole grains will reduce the risk of colorectal cancer while screening colonoscopies can detect the presence of precancerous polyps. One can help prevent breast cancer by limiting alcohol intake, avoiding obesity, breastfeeding and limiting postmenopausal hormone therapy while getting vaccinated, and having regular screening tests will reduce the risk of cervical cancer.

But for patients who have already developed one or more of these cancers, the experts strongly advise drug treatment, surgery and/or radiation. However, that type of therapy should in no way discourage patients from complementing these orthodox approaches with a variety of evidence-based lifestyle changes.

In much of this chapter, we discussed the importance of comparing changes in lifestyle to pharmacotherapy, but in many situations, there is no need to make a choice; the best option is to combine the two. That’s especially true for patients who have developed cancer. In recent years, several of the most prominent medical centers have created integrative or holistic medical services to merge conventional and unconventional therapies. They include the Scripps Center for Integrative Medicine in San Diego, Mayo Clinic’s Integrative Medicine and Health Research Program, Johns Hopkins Medicine’s GIM Program in Integrative Medicine and Harvard Medical School’s Osher Center for Integrative Medicine. In fact, so many respected academic medical centers have launched such programs that they have joined forces to create the Academic Consortium for Integrative Medicine and Health.39

This upsurge in integrative medicine initiatives reflects the realization among many thought leaders that a more holistic and individualized approach to patient care is sorely needed, which is consistent with our theme of expanding the boundaries of medicine. This individualized, holistic approach requires us to incorporate patients’ spiritual needs, as we discussed in Chapter 4, as well as their sense of community. Richard Gannotta, the chief executive officer for the University of California, Irvine, summed up the need for such an approach: “…true healing requires nurturing of the mind and soul in addition to the body, which goes above the idea of simply combining alternative with conventional medicine.”40 The modalities employed by integrative medicine centers can include acupuncture, massage, body/mind therapies like meditation and nutritional counseling.

No doubt, many provider organizations will face barriers to implementing such programs. One concern is whether these services will actually benefit patients. Several studies strongly suggest that they do, although some of these trials cannot rule out selection bias or a placebo effect.40 One case/control study among patients with breast and gynecological cancer found that those who had some sort of integrative medicine treatment experienced better appetite, less fatigue, better cognitive and emotional functioning, and less pain, anxiety and sleep problems.41

There is also evidence to show that these programs improve patient satisfaction. One study42 found that a University of Michigan integrative medicine clinic generated good scores by including a shared decision-making component and an emphasis on understanding patients’ individual life stories. That’s hardly surprising. One of the common complaints from patients is that they feel like the healthcare system treats them like numbers, or “the kidney stone in Room 203.”

Another issue is how we pay for these kinds of programs. Because third-party reimbursement is centered around conventional treatment of acute and chronic disease, many integrative medical services will not be covered. Gannotta and colleagues address that issue by pointing out that while the initial hospital costs of adding such programs may not be immediately recovered, “there is evidence that integrative medicine programs may actually ultimately decrease hospitals costs in the long-term perspective due to decreased treatment requirements and fewer followup.”40,43



References


	| 1 |Emergence of Pharmaceutical Science and Industry: 1870-1930. Chemical & Engineering News. 2005. https://pubsapp.acs.org/cen/coverstory/83/8325/8325emergence.html. Accessed Feb. 17, 2022.

	| 2 |Smith R. Let food be thy medicine. BMJ. 2004;328:0-g.

	| 3 |Franz M, et al. Academy of Nutrition and Dietetics Nutrition Practice Guideline for Type 1 and Type 2 Diabetes in Adults: Systematic Review of Evidence for Medical Nutrition Therapy Effectiveness and Recommendations for Integration into the Nutrition Care Process. J Acad Nutr Diet. 2017;117:1659-1679.

	| 4 |Everay A, et al. Nutrition Therapy for Adults With Diabetes or Prediabetes: A Consensus Report. Diabetes Care. 2019;42:731-754.

	| 5 |Kim J, et al. Association between metformin dose and vitamin B12 deficiency in patients with type 2 diabetes. Medicine. 2019;98:e17918.

	| 6 |Langan R, Goodbred A. Vitamin B12 Deficiency: Recognition and Management. Am Fam Physician. 2017;96:384-389.

	| 7 |Aroda V, et al. Long-term Metformin Use and Vitamin B12 Deficiency in the Diabetes Prevention Program Outcomes Study. J Clin Endocrinol Metab. 2016;101:1754-1761. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4880159/. Accessed Dec. 16, 2022.

	| 8 |Brandhorst S, Lango V. Dietary Restrictions and Nutrition in the Prevention and Treatment of Cardiovascular Disease. Circ Res. 2019;124:952-965.

	| 9 |Medzhitov R. The spectrum of inflammatory responses. Science. 2021;374:1070-1075.

	| 10 |deCabo R, Mattson M. Effects of Intermittent Fasting on Health, Aging, and Disease. N Engl J Med. 2019;381:2541-2551.

	| 11 |Varady KA, et al. Alternate day fasting for weight loss in normal weight and overweight subjects: a randomized controlled trial. Nutr J. 2013;12:146.

	| 12 |Choi IY, et al. A diet mimicking fasting promotes regeneration and reduces autoimmunity and multiple sclerosis symptoms. Cell Rep. 2016;15:2136-2146.

	| 13 |Fitzgerald KC, et al. Effect of intermittent vs. daily calorie restriction on changes in weight and patient-reported outcomes in people with multiple sclerosis. Mult Scler Relat Disord. 2018;23:33-39.

	| 14 |Foods that fight inflammation. Harvard Health Publishing, Nov 16, 2021. https://www.health.harvard.edu/staying-healthy/foods-that-fight-inflammation. Accessed Dec. 16, 2022.

	| 15 |Redberg R, Katz M. Statins for Primary Prevention: The Debate Is Intense, but the Data Are Weak. JAMA. 2016;316:1979-1980.

	| 16 |Kaplan R. Preventing heart disease requires more than medicine. Stat. Apr 3, 2019. https://www.statnews.com/2019/04/03/statin-heart-disease-prevention-more-than-medicine/. Accessed Feb. 28, 2022.

	| 17 |U.S. Preventive Services Task Force. Statin Use for the Primary Prevention of Cardiovascular Disease in Adults: U.S. Preventive Services Task Force Recommendation Statement. JAMA. 2016;316:1997-2007.

	| 18 |Ray KK, et al. Statins and all-cause mortality in high-risk primary prevention: a meta-analysis of 11 randomized controlled trials involving 65,229 participants. Arch Intern Med. 2010;170(12):1024-1031.

	| 19 |Cerrato P, Halamka J. Realizing the Promise of Precision Medicine: The Role of Patient Data, Mobile Technology, and Consumer Engagement. Academic Press; 2018.

	| 20 |Panush RS. Does food cause or cure arthritis? Rheum Dis Clin North Am. 1991;17(2):259-272.

	| 21 |Koch C. Nutrition & Rheumatoid Arthritis. Johns Hopkins Arthritis Center. May 11, 2015. https://www.hopkinsarthritis.org/patient-corner/disease-management/rheumatoid-arthrtis-nutrition/. Accessed Mar. 7, 2022.

	| 22 |Alwarith J, et al. Nutrition Interventions in Rheumatoid Arthritis: The Potential Use of Plant-Based Diets. A Review. Frontiers in Nutrition. 2019;6.

	| 23 |Turner-McGrievy G, et al. Randomization to plant-based dietary approaches leads to larger short-term improvements in Dietary Inflammatory Index scores and macronutrient intake compared with diets that contain meat. Nutr Res. 2015;35:97-106.

	| 24 |McDougall J, Bruce B, Spiller G et al. Effects of a Very Low-Fat, Vegan Diet in Subjects with Rheumatoid Arthritis. J Alt Compl Medicine. 2004 Feb;8(1):71-75.

	| 25 |Hafstrom I, et al. A vegan diet free of gluten improves the signs and symptoms of rheumatoid arthritis: the effects on arthritis correlate with a reduction in antibodies to food antigens. Rheumatology. 2001;40:1175-1179.

	| 26 |Belluck P, Robbins R. Three F.D.A. Advisers Resign Over Agency’s Approval of Alzheimer’s Drug. New York Times. Sept 2, 2021. https://www.nytimes.com/2021/06/10/health/aduhelm-fda-resign-alzheimers.html. Accessed Dec. 16, 2022.

	| 27 |Lucy-admin. How to Make a Qualified Health Claim. Labcalc. Aug. 3, 2020. https://labelcalc.com/nutrient-content-claims/how-to-make-a-qualified-health-claim/. Accessed Dec. 16, 2022.

	| 28 |Aduhelm. Prescribing information. Biogen. 2021. Accessed Apr. 10, 2022.

	| 29 |Nutrition and healthy eating. Herbal supplements: What to know before you buy. Mayo Clinic. Jan. 9, 2021. https://www.mayoclinic.org/healthy-lifestyle/nutrition-and-healthy-eating/in-depth/herbal-supplements/art-20046714. Accessed Apr. 11, 2022.

	| 30 |Commission E. Science Direct. https://www.sciencedirect.com/topics/medicine-and-dentistry/commission-e. Accessed Dec. 16, 2022.

	| 31 |Abascal K, Yarnell E. Artemisia absinthium (Wormwood.) In: Textbook of Natural Medicine. Churchill Livingstone, 2020. https://www.sciencedirect.com/science/article/pii/B9780323430449000546. Accessed Dec. 16, 2022.

	| 32 |Exercise is an effective as antidepressants in some cases. Harvard Health Publishing. Feb. 2, 2021. https://www.health.harvard.edu/mind-and-mood/exercise-is-an-all-natural-treatment-to-fight-depression. Accessed Apr. 12, 2022.

	| 33 |Stubbs B, et al. An examination of the anxiolytic effects of exercise for people with anxiety and stress-related disorders: A meta-analysis. Psych Res. 2017;249:102-108.

	| 34 |Foote RP, et al. Advanced metrics for assessing holistic care: the ‘‘Epidaurus 2’’ Project. Global Adv Health Med. 2018;7:1-19.

	| 35 |Cerrato, P, Halamka J. Reinventing Clinical Decision Support: Data analytics, Artificial Intelligence, and Diagnostic Thinking. Taylor and Francis; 2020.

	| 36 |Bodai B, et al. Lifestyle Medicine: A Brief Review of Its Dramatic Impact on Health and Survival. Perm J. 2018;22:17-25.

	| 37 |Lorenzoni L, Belloni A, Sassi F. Health-care expenditure and health policy in the USA versus other high-spending OECD countries. Lancet. 2014;384:83-92.

	| 38 |Schneider EC, et al. Mirror, Mirror 2021 — Reflecting Poorly: Health Care in the U.S. Compared to Other High-Income Countries (Commonwealth Fund, Aug. 2021). https://doi.org/10.26099/01dv-h208. Accessed Dec. 16, 2022.

	| 39 |Academic Consortium for Integrative Medicine & Health. https://imconsortium.org/member-listing/. Accessed Dec. 22, 2022.

	| 40 |Gannotta R, et al. Integrative Medicine as a Vital Component of Patient Care. Cureus. 2018;10(8):e3098.

	| 41 |Shalom-Sharabi I, et al. Effect of a patient-tailored integrative medicine program on gastro-intestinal concerns and quality of life in patients with breast and gynecologic cancer. J Cancer Res Clin Oncol. 2017;143:1243-1254.

	| 42 |Myklebust M, Pradhan EK, Gorenflo D. An integrative medicine patient care model and evaluation of its outcomes: the University of Michigan experience. J Altern Complement Med. 2008;14:821-826.

	| 43 |Guarneri E, Horrigan BJ, Pechura CM. The efficacy and cost effectiveness of integrative medicine: a review of the medical and corporate literature. Explore. 2010;6:308-312.








CHAPTER 6

Replacing one-size-fits-all with personalized medicine




To surrender dreams, this may be madness.

Don Quixote

In Cervantes’ book, Don Quixote speaks often about unobtainable goals, realizing that some dreams are worth pursuing even though they may never be realized. We, too, have lofty aspirations: We want every individual patient who walks into a doctor’s office or is admitted to a hospital to be accompanied by a comprehensive collection of relevant medical data. That includes their complete genome with all the mutations that increase their risk of specific diseases, genetic variants that make them susceptible to drug toxicity, all their environmental exposures to toxins and allergens, along with their clinical chemistries, medical and family histories, psychosocial vulnerabilities, nutritional deficiencies and much more. And once these data are available, we want to see precisely designed treatment protocols to address these problems. While these goals may be unattainable at the moment, they are, nonetheless the ultimate goals of personalized/precision medicine.

While still prevalent, one-size-fits-all health care is slowly giving way to a more precise, personalized approach that takes into account each person’s unique environmental and genetic risk factors. For that transformation to reach its full potential, it will require the use of several emerging tools that give each patient a unique “topographical map” to navigate the journey. Most of the healthcare events in our lives involve a set of experiences determined by our phenotype, genotype and exposome. Some diagnoses are determined by our family history; some are a function of lifestyle choices, while others result from random events like trauma or infectious disease. With the help of the right roadmap, we can all be better prepared for what’s ahead.

What should this roadmap consist of? A growing body of evidence suggests that full genomic sequencing at birth should be included. It’s estimated that 5% to 7% of the population is born with a rare disease, and many of these individuals could be treated if they were aware of the disorder and if the treatment was started very early in life. But for many of these inherited disorders, there is no way of knowing they exist early on without genetic sequencing. Currently, newborns are screened for a very limited number of genetic disorders; casting a much wider net will save lives. According to Richard Scott, chief medical officer at Genomics England, a government-funded company: “Genome sequencing could help. The costs have come down so much that we’re now at a tipping point where it’s wrong not to.”1 The Genomics England project is enrolling 200,000 babies to search for these overlooked disorders, and to identify the risk of future adult diseases and help predict genetically-induced sensitivities to specific medications.


COORDINATING THE APPROACH TO PRECISION MEDICINE

The Precision Medicine Initiative, which we discussed at length in an earlier publication, Realizing the Promise of Precision Medicine,2 is now called the All of Us Research Program. It addresses the shortcomings of the one-size-fits-all approach to patient care that exists today. To illustrate its shortcomings, consider a few statistics: The 10 bestselling medications in the United States benefit between one in 25 and one in four patients using them.3 The current role of statins in the prevention and treatment of cardiovascular disease (CVD) highlights the limitations of such population-based medicine. It has been estimated that only one in 20 patients given rosuvastatin (Crestor) will benefit from the statin.3 Similarly, one of every 23 patients will likely benefit from esomeprazole (Nexium) and one in nine will benefit from the antidepressant effect of duloxetine (Cymbalta). Research like this does not negate the value of statin therapy in patients with preexisting heart disease, which was confirmed by a 2013 Cochrane Collaboration review, but the same analysis also concluded that there was no net benefit for patients without the disease.4

A closer look at the research on clopidogrel (Plavix) presents a similar picture. The antiplatelet drug has been used extensively in medical practice to reduce the risk of thrombotic events (blood clots). One of the pivotal studies enrolled over 19,000 patients over 3 years and found that the drug was more effective than aspirin in reducing the risk of ischemic stroke, myocardial infarction (MI) or vascular death. Compared to aspirin, it reduced the likelihood of these outcomes by 8.7%, which translates into 2 of 100 patients seeing benefit.5

What is needed, then, is an approach to patient care that identifies those two of 100 individuals who will actually benefit from statins and antiplatelet drugs, as well as all the thousands of other drugs, surgical procedures and lifestyle modifications recommended by clinicians worldwide. That is the goal of precision medicine. To accomplish that feat will take a holistic, personalized view and in many cases, study of massive population samples to detect significant associations between genetic and environmental risk factors and disease, with the aim of detecting root causes, or in the absence of root causes, identifying which individuals will respond well to available management protocols and which ones will not.

In 2015, Dr. Francis Collins, then the director of the U.S. National Institutes of Health, and his Precision Medicine Initiative (PMI) Working Group, put together a plan to turn precision medicine’s potential into reality.6 Thanks to advances in genomic technologies, data collection and storage, computational analysis and mobile health (mHealth) applications over the last decade, the creation of a large-scale precision medicine cohort is now possible. The Working Group identified a number of high-value scientific opportunities that could be used to inform the design of the PMI cohort. These include the following:


	Development of quantitative estimates of risk for a range of diseases by integrating environmental exposures, genetic factors, and gene-environment interactions, and identification of determinants of individual variation in efficacy and safety of commonly used therapeutics;

	Discovery of biomarkers that identify people with increased or decreased risk of developing common diseases;

	Use of mHealth technologies to correlate activity, physiologic measures and environmental exposures with health outcomes;

	Determination of the health impact of heterozygous loss-of-function mutations and development of new disease classifications and relationships;

	Empowerment of participants with data and information to improve their own health; and

	Creation of a platform to enable trials of targeted therapy.



The federal initiative is measuring a wide variety of genetic and environmental markers in a massive human database to confirm or refute the risk factors that have been hinted at in small-scale observational investigations for specific diseases. But what makes this project so noteworthy is the fact that it will not only enlist a million or more volunteers but will also measure an unprecedented number of diverse parameters. The PMI Working Group Report provides a detailed list of what is being measured. In addition to the usual demographic details, including date of birth, gender, race, marital status, educational status, occupation, and income, it includes the following:


	Self-reported measures such as family history, pain scale readings and quality-of-life assessment;

	Lifestyle measures such as dietary intake, physical activity level and use of alternative therapies;

	Sensor-based data from smartphones and wearable devices, including respiratory and heart rates and activity level;

	Clinical data from electronic health records (EHRs);

	Healthcare claims data;

	Genomics, proteomics and standard clinical chemistry;

	Data from social media feeds; and

	Environmental data such as exposure to toxic metals, air quality and population density.



This nationwide experiment has the potential to be the largest holistic data collection and analysis initiative in history. An evaluation of this massive database should be able to reveal genetic markers for specific disorders like rheumatoid arthritis (RA), and to identify dietary and psychosocial risk factors for the disease. It will likely turn up completely unexpected correlations as well. For example, a potential link between intestinal flora and RA recently has been studied. The federally sponsored PMI may be able to identify specific bacterial strains that are causative, or protective.

Since the All of Us Research Program was launched in 2015, the federal team overseeing the project has made significant progress in collecting important data on hundreds of thousands of individuals and has made those data available to researchers and the public. A Researcher Hub now exists that gives investigators access to a wide variety of clinical, demographic and socioeconomic data that can be used to look for patterns that suggest certain subgroups who are at risk of specific disorders, or are protected from them. (By one estimate, social determinants of health are responsible for 40% of variations in a population’s health status.)7 The Hub also gives users access to an interactive Data Browser to sift through this information. Users can take advantage of the program’s Research Workbench, a cloud-based platform where registered researchers access Registered and Controlled Tier data. Its powerful tools support data analysis and collaboration. Integrated help and educational resources are provided through the Workbench User Support Hub.8 As of this writing, access to the EHR data in the database included about 200,000 participants, and tens of thousands of records on drug exposures, lab measurements, and procedures, genomic variants, Fitbit readings and physical measurements.

One of the goals of the All of Us Research Program is to learn more about the unique health characteristics of population cohorts that have been underrepresented in clinical trials and epidemiological studies; that will enable researchers and clinicians to make patient care more precise and personalized for these subgroups. With that in mind, the National Institutes of Health recently released the first genomic dataset of nearly 100,000 whole genome sequences, about 50% of which are from individuals who identify with racial or ethnic groups that have traditionally been underrepresented in research. The genomic data are available via a cloud-based platform, the All of Us Researcher Workbench, and also include genotyping arrays from 165,000 participants. Whole genome sequencing provides information from almost all of an individual’s genetic makeup, while genotyping arrays, the more commonly used genetic testing approach, capture a specific subset of the genome.9

In addition, the program’s Data Browser provides interactive views of the publicly available All of Us Research Program participant data. Currently, participant-provided information, including data from surveys, wearables, physical measurements taken at the time of participant enrollment and EHRs, are available.



DECIPHERING THE MECHANISMS OF DISEASE

Although practical application of the personalized medicine model has yet to be fully realized, the biological basis for the model is sound. At the most fundamental level, the population medicine model is functional but flawed. Although all humans have basic biochemical, metabolic, and genetic commonalities — which allow clinicians to treat most patients as though they were an average patient — the variations among individuals are significant and are rarely taken into account when planning prevention and therapy.

One of the reasons a one-size-fits-all approach to patient care is inadequate is because we are not all one size. Opening up a human anatomy textbook gives the impression that all stomachs, livers and hearts are the same size and shape, even in healthy individuals of equivalent weight and height. But opening up actual human bodies indicates otherwise. Similarly, a clinical chemistry reference chart gives the impression that all healthy adults have a serum calcium level between 8.6 and 10.0 mg/dL, for example. But that range, by definition, is only a statistical convention that includes 97.5% of the population tested — two standard deviations for the mean. The other 2.5% of healthy individuals will have readings outside that range — so-called false-positive readings that suggest an individual is experiencing some sort of pathology. In a U.S. population of 319 million, that means nearly 8 million Americans have blood chemistry levels outside the normal range but remain healthy. In addition, clinical chemistry values are based on a numerical sample of healthy individuals, but if that sample is too small, it may not represent the range of the entire U.S. population. By way of example, if serum calcium levels are between 8.6 and 10.0 mg/dL among 1,000 healthy adults, what would the range be among 800,000 sampled adults? We do not really know, yet clinicians continue to base diagnostic and therapeutic decisions on the assumption that relatively small sample sizes are representative of the entire population.

Likewise, the “normal” blood levels of several nutrients have been questioned for the same reason. Two early studies that were used to set the Recommended Dietary Allowance for vitamin A in the past, for instance, involved 16 and 8 volunteers, respectively, hardly a representative sample of the human population. Small sample sizes and the biological plausibility of biochemical individuality led Elsas and McCormick to conclude the following: “There are no generalized standards by which minimum or recommended daily allowances (RDAs) for essential nutrients can be established for everyone. Rather, there is a continuum within a population of genetically determined variations in requirements extending over a wide range”10,11

The one-size-fits-all approach to medicine has had a wide-ranging impact on clinicians worldwide and has contributed to the tension that exists between clinicians trying to provide the best possible care for individual patients and the insurance-industrial complex that refuses to pay for interventions that do not fit into formularies and nationally approved clinical guidelines. Lisa Rosenbaum summed up the dilemma this way: “Contributing to this tension is our dependence on randomized controlled trials to tell us the ‘right’ way to treat any one patient on the basis of average treatment effects in large patient populations. The resultant technocratic approach to quality often fails to account for patients’ heterogeneous needs and preferences.”12 Janet Woodcock, M.D., acting commissioner of the U.S. Food and Drug Administration (FDA), expressed a similar viewpoint: “Physicians’ ability to extrapolate from trial results to their own patients would be dramatically improved if a trial’s participants reflected the product’s intended patient population as accurately as possible. Yet in 2020, industry-sponsored clinical trials that supported Food and Drug Administration (FDA) approval of new molecular entities and original therapeutic biologics included 8% Black or African American, 6% Asian, and 11% Hispanic or Latino participants.”13

Genetic individuality is at the heart of much of the biochemical, anatomical, physiological and metabolic individuality observed among humans. Exposure to various environmental factors and their interaction with one’s genes is likely responsible for the rest. The most extreme examples of biochemical and metabolic individuality brought on by genetic variants have surfaced as inborn errors of metabolism. Phenylketonuria (PKU), for instance, results from a genetic mutation that codes for the enzyme phenylalanine hydroxylase. Without this enzyme, which is needed to convert the amino acid phenylalanine into tyrosine, a person develops PKU which, in turn, causes severe mental retardation. But 100 years ago, Archibald E. Garrod, considered by some as the father of precision medicine, pointed out that inborn errors of metabolism are “merely extreme examples of variations of chemical behavior which are probably everywhere present in minor degrees and that this chemical individuality [confers] predisposition to and immunities from the various mishaps which are spoken of as diseases.”14 Put another way, inborn errors of metabolism exist on a continuum, and the rest of humankind are somewhere on that continuum.

Beebe and Kennedy’s review of metabolic individuality states that any individual human genome probably deviates from a reference genome by about 3 million variants.15 Many of those variants are the results of single nucleotide polymorphisms (SNPs). Each of these nucleotide variants involves a change in one nucleotide. (In the DNA molecule, there are four nucleotides: adenine, guanine, cytosine and thymine, which are repeated over and over in unique sequences in each gene.) Many of these genetic variants have been associated with an increased risk of CVD, diabetes, kidney disease, hyperlipidemia and hypertension.16 More specifically, 13 SNPs have been used as part of a risk score; the score has been able to identify individuals that had approximately a 70% higher risk of having an initial coronary heart disease event.

To illustrate how this genetic/biochemical/metabolic continuum affects individuals, consider some examples:


	SNPs have been identified that disrupt the normal utilization of the B vitamin folic acid. Women who carry this mutation are more likely to miscarry if they carry two copies of the defective genetic variant. (Genetic variants are also called alleles).17

	The SNP Ala222Va, which affects the gene responsible for the synthesis of the enzyme methylene tetrahydrofolate reductase, not only increases the risk of neural tube defects (NTDs) and CVD but also lowers the risk of colon cancer. Individuals with the genetic variant may be at less risk for NTDs and CVD if they increase their intake of folic acid. Patrick Stover from Cornell University has suggested that “this may be the best example of a genetic variation that can influence an RDA and supports the concept that genetic variation modifies nutrient utilization and potentially dietary requirements.”17

	Cys282Tyr is an SNP in another gene that has been linked to hereditary hemochromatosis, the iron storage disease that causes iron overload and severe liver damage.

	There are polymorphisms that disrupt alcohol metabolism, lactose metabolism and liver pathways.

	Certain patients taking clopidogrel, an antiplatelet drug, have a genetic mutation that affects a liver enzyme that metabolizes the drug. The enzyme, cytochrome CYP2C19, converts the inactive prodrug into its active form, but when the SNP produces a less effective enzyme, conversion of the drug is less than optimal, which means it has less antiplatelet effect. Research has demonstrated that patients with this kind of loss-of-function mutation experience more than a threefold increased risk of stent thrombosis and death at 1 year.

	Another genetic variant, HLA-B*15:02, has been associated with a life-threatening reaction to the anticonvulsant drug carbamazepine among Asian patients.

	Patients taking abacavir, which is indicated for HIV infection, are at higher risk of experiencing a hypersensitivity reaction if they carry the HLA-B*5701 gene variant.



Pharmacogenomics and nutritional genomics, the branches of medical science that study these personalized reactions to medications and nutrients, have been a growing area of investigation. Pharmacogenomics has revealed the existence of more than 150 drugs that pose a specific threat to patients with the relevant genetic variants.18 Among the agents on the FDA list are common drug families such as statins, antibiotics, antidiabetic drugs, heart medications and anticoagulants. The list includes pravastatin, propranolol, phenytoin, nortriptyline glyburide, paroxetine, sulfamethoxazole and trimethoprim, tamoxifen, telaprevir, tetrabenazine, thioguanine, thioridazine, trastuzumab, tretinoin, trimipramine, valproic acid, venlafaxine and warfarin.

The FDA points out that pharmacogenomics can play an important role in identifying responders and nonresponders to medications, avoiding adverse events and optimizing drug dose. Drug labeling may contain information on genomic biomarkers and can describe the following:


	Drug exposure and clinical response variability

	Risk for adverse events

	Genotype-specific dosing

	Mechanisms of drug action

	Polymorphic drug target and disposition genes



In a study involving patients with RA, Mayo Clinic investigators looked at 160 SNPs that have been linked to the disease or to the metabolism of the drug methotrexate. They then combined those data with patients’ clinical characteristics, age, sex, smoking history and rheumatoid factor — a biomarker for the disease — to develop a machine learning (ML)-based algorithm. The purpose of the algorithm was to predict which patients were most likely to improve on the drug.

Elena Myasoedova, M.D., Ph.D., the lead investigator and a rheumatologist at Mayo Clinic, found that the algorithm’s ability to predict a response to methotrexate enabled the researchers to identify patients who were most likely to benefit from this medication during the first 3 months of treatment. Their study, published in Arthritis Care & Research, evolved from a long-term marriage between artificial intelligence and pharmacogenomics.19 “This approach began by developing tools to predict drug treatment outcomes in major depressive disorder, but we are delighted to see that it can potentially be applied widely, in this case to the drug therapy of rheumatoid arthritis,” say pharmacogenomics leaders at Mayo Clinic Liewei Wang, M.D., Ph.D., and Richard Weinshilboum, M.D. The data used in the published study were the result of a collaboration between Mayo Clinic and the PhArmacogenetics of Methotrexate in Rheumatoid Arthritis (PAMERA) Consortium.

Myasoedova and colleagues employed random forest modeling to develop their predictive algorithm and trained it with information from 336 UK patients, including rheumatoid factor positivity, smoking status, a variety of sociodemographic variables, and the relevant pharmacogenomics data. They used the Disease Activity Score with 28 joint counts (DAS28) to measure the clinical impact of their model. To ensure the algorithm’s accuracy, they trained it with five repeats and 10-fold cross validation using the training cohort. They found “the area under the receiver operating curve of 0.84 (p=0.05) in the training cohort and achieved a prediction accuracy of 76% (p=0.05) in the validation cohort (sensitivity 72%, specificity 77%).”19

Unfortunately, pharmacogenomics testing has yet to be implemented in most healthcare facilities because decision-makers and regulators remain unconvinced that it’s cost-effective. However, several future-minded clinicians and technologists are already building the infrastructure that will eventually make it a reality at the community level. The goal of that infrastructure is to give clinicians quick access to a patient’s gene/drug interactions in the EHR or through an EHR plug-in that will allow them to adjust medication dosage as needed.

One such project produced a prototype for a pharmacogenomics clinical decision support (PGx CDS) service and linked it to an existing commercially available EHR system. The PGx CDS system relies on Fast Healthcare Interoperability Resources (FHIR) and CDS Hooks.20 The system is triggered when a clinician places a medication order in the EHR. Once that occurs, the system searches for relevant genetic data in a Genomic Archiving and Communication System (GACS) and then notifies the prescribing clinician about any relevant recommendations. If there are no pharmacogenomic test results in the patient’s records, the PGx CDS system recommends that a test be ordered when indicated.

Dolin and colleagues believe:


PGx use cases are of particular interest because over half of all primary care patients are exposed to PGx relevant drugs. Studies have found that 7% of U.S. Food and Drug Administration (FDA)-approved medications and 18% of the 4 billion prescriptions written in the United States per year are affected by actionable PGx variants; that nearly all individuals (98%) have at least one known, actionable variant by current Clinical Pharmacogenetics Implementation Consortium (CPIC) guidelines; and that when 12 pharmacogenes with at least one known, actionable, inherited variant are considered, over 97% of the U.S. population has at least one high risk diplotype with an estimated impact on nearly 75 million prescriptions.20


Mayo Clinic is among a select group of provider organizations that are bringing PGx testing into clinical practice. For example, Michael Cutrer, M.D., at Mayo Clinic’s Department of Neurology, and colleagues have identified well-characterized subpopulations of migraine patients who respond differently to medications based on their unique genetic profiles and SNPs.21 “Our study is based on the assumption that the seven chemically and therapeutically very distinct types of medication that are used in migraine prevention exert a biological effect that stabilizes or compensates for the biological cause of a patient’s migraine attacks,” explains Dr. Cutrer. “This study is the first step toward identifying and treating the biological cause in each individual patient.”

Similarly, the Right 10K Study involved adding pharmacogenomics data from 10,000 Mayo Clinic patients into EHRs so that they can be used to make more intelligent decisions about how to prescribe medication to individual patients.22 Richard Weinshilboum, M.D., director of the Mayo Clinic’s Pharmacogenomics Program, has summed up the potential of using PGx data in patient care in a few choice words: “Medications today can be very effective, but they can also cause harmful, sometimes life-threatening side effects. That’s where pharmacogenomics can help physicians select the right drug and dose for every patient.”



INDIVIDUALIZING NUTRITIONAL INTERVENTIONS

One of the more relevant studies that emphasize the role of genetic individuality in contributing to disease risk and the role of nutrition in exacerbating or ameliorating that risk was performed by Ron Do and colleagues as part of the InterHeart Study follow-up.23 The Group analyzed data on over 8,000 individuals, comparing the health status of those with several polymorphisms to those without (3,820 cases vs. 4,294 controls.) More specifically, they studied SNPs located on chromosome 9. (Humans have 23 pairs of chromosomes, a total of 46.) In the p21 section of this chromosome, four SNPs have been found, each of which increases the risk of a myocardial infarction (MI) by about 20%. Among individuals who had two copies of one of the heart disease-related polymorphisms, there was a twofold increased risk of MI in the InterHeart Study.

The researchers then compared the dietary patterns of cases and controls and discovered that the risk of MI was lower in individuals with one of the SNPs if they consumed a diet that was rich in raw fruits and vegetables. In fact, their risk of MI was about the same as in individuals without the genetic mutation when they ate the healthier diet.23

Of course, the recommendation to eat more fruits and vegetables is sound advice for everyone and an example of population-based medicine at its best, but many people will ignore the advice. Clinicians can add weight to the advice if they can show individual patients with the genetic markers that they are at greater risk of an MI when they ignore that admonition.

Another genetic marker that may help identify individuals in need of personalized dietary care was described in Science. A gene associated with fat mass and obesity has been identified in an analysis of 38,759 study participants during a genome-wide search for Type 2 diabetes (T2D) susceptibility genes. Frayling and associates found that the 16% of adults who had two copies of the gene (referred to as homozygous) were 67% more likely to become obese than individuals without the risk allele.24 The investigators reached their conclusions based on a genome-wide association study that compared 1,924 patients with T2D patients in Great Britain to 2,938 controls; the analysis looked at more than 490,000 SNPs. The obesity-related gene in question, labeled FTO, is located on chromosome 16, and the polymorphisms the authors detected were strongly associated with T2D.

Genetic predisposition to disease also applies to hypertension and heart failure and the way that individuals respond to dietary sodium. Cardiologists typically advise the public to reduce their intake of salt, especially if they are at risk for hypertension or have heart failure, but this one-size-fits-all advice does not take into account genetic “fingerprints” that can make individuals resistant to sodium’s harmful effects, or conversely, very sensitive to it. Such variations explain why some large, randomized trials have not found a low-sodium diet to have a significant impact on CVD. For instance, Ezekowitz and colleagues restricted sodium intake to less than 1,500 mg/day (100 mmol) in an international, open-label, randomized controlled trial in six countries from 2014 to 2020, assigning over 800 ambulatory patients with chronic heart failure to a low-sodium diet and over 400 to usual care. The regimen had no effect on clinical events.25 These results are consistent with other evidence. It is estimated that approximately 25% of Americans are sodium-sensitive,26 and Felder and colleagues report that only 11.8% of patients with hypertension are salt-sensitive.27

With these statistics in mind, a personalized approach to heart disease might include a diagnostic work-up that establishes the presence of sodium sensitivity. If an individual proves to be salt-sensitive, that would justify a salt-restricted diet. Unfortunately, there is no quick, easy laboratory test to make this determination in everyday clinical practice. One approach that has been validated by Castiglioni and colleagues:


…[I]n a population following a high-sodium diet, individuals with a marked salt-sensitivity may display an altered circadian profile, with a less pronounced nocturnal dipping, as a consequence of retention of sodium and water in the daytime, accompanied by an elevated mean 24-hour heart rate. By using such an “ambulatory salt-sensitivity index,” based on the combination of reduced nocturnal BP dipping and elevated 24h heart rate, they established three classes of risk for salt-sensitivity (low, intermediate, and high) by combining the BP-dipping and heart rate levels observed during a 24h ABPM without need of changing the dietary sodium content.28


Among individuals unwilling to follow this procedure, it’s reasonable to assume that if a person’s BP does not increase with a high-salt diet, there is no reason to dogmatically recommend a low-salt diet for them.

Despite such evidence, the American Heart Association believes that 90% of Americans consume too much sodium and states that if sodium consumption were reduced to 1,500 mg a day, “overall blood pressure could decrease by 25.6%, with an estimated $26.2 billion in healthcare savings. Another estimate projected that achieving this goal would reduce CVD deaths by anywhere from 500,000 to nearly 1.2 million over the next decade.”29 While the research to support that statement is sound, it does not explain why so many people who do not limit their sodium intake never suffer hypertension or its complications.

It is likely that each person’s sensitivity to the BP-elevating effects of sodium, usually in the form of dietary sodium chloride (common table salt), is determined by numerous variables, including the health of their kidneys, hormonal fluctuations, vascular integrity, social factors, the amount of potassium in their diet, how they react to stress and genetic predisposition.30,31



PERSONALIZING LAB TESTING

Genetic uniqueness not only influences how an individual responds to dietary ingredients like sodium. It also affects a variety of biochemical and metabolic parameters, which in turn have an impact on clinical lab results. This is another area that needs to be redefined if we hope to expand the boundaries of medicine.

Almost every patient has blood drawn to measure a variety of metabolic markers. Typically, test results come back as a numeric value accompanied by a reference range which represents normal values. If the total serum cholesterol level is below 200 mg/dL or the serum thyroid hormone level is 4.5 to 12.0 mcg/dL, clinicians and patients assume all is well. But suppose safe zones vary significantly from person to person. If that were the case, it would suggest a one-size-fits-all reference range misrepresents a particular individual’s health status. That position is supported by studies showing that distribution of more than half of all lab test results — which rely on standard reference ranges — differ when personal characteristics are considered.32

With these concerns in mind, Israeli investigators from the Weismann Institute and Tel Aviv Sourasky Medical Center extracted data on 2.1 billion lab measurements from EHR, taken from 2.8 million adults, for 92 different lab tests. Their goal was to create “data-driven reference ranges that consider age, sex, ethnicity, disease status, and other relevant characteristics.”32 To accomplish that goal, they used ML and computational modeling to segment patients into different “bins” based on health status, medication intake and chronic disease.33 That, in turn, left the team with about half a billion lab results from the initial 2.8 million people, which they used to model a set of reference lab values that more precisely reflected the ranges in healthy individuals. Those ranges could then be used to predict patients’ “future lab abnormalities and subsequent disease.”

Taking their investigation one step forward, Cohen and colleagues used their new algorithms to evaluate the risk of specific disorders among healthy individuals. When they looked at anemia cutoffs like hemoglobin and mean corpuscular volume, a measurement of red blood cell size, their newly created risk calculators were able to separate patients with anemia into groups at high risk for microcytic and macrocytic anemia from those with a risk no higher than the average population without anemia. Similar benefits were observed when the researchers applied their models to prediabetes: “…using a personalized risk model, we can improve the classification of patients who are prediabetic and identify patients at risk 2 years earlier compared to classification based merely on current glucose levels.”

William Morice, M.D., Ph.D., chair of the Department of Laboratory Medicine and Pathology (DLMP) at Mayo Clinic and president of Mayo Clinic Laboratories, immediately saw the value of this type of data analysis: “In the ‘era of big data and analytics,’ it is almost unconscionable that we still use ‘normal reference ranges’ that lack contextual data, and possibly statistical power, to guide clinicians in the clinical interpretation of quantitative lab results. I was taught this by Dr. Piero Rinaldo, a medical geneticist in our department and a pioneer in this field, who focuses on its application to screening for inborn errors of metabolism. He has developed an elegant tool that is now used globally for this application, Collaborative Laboratory Integrated Reports (CLIR).”34

Piero Rinaldo, M.D., Ph.D., another Mayo Clinic medical scientist, explained that the Clinic has been using a more personalized approach to lab testing since 2015 and stated that “CLIR is a shovel-ready software for the creation of collaborative precision reference ranges.” The web-based application has been used to create several personalized datasets that can improve clinicians’ interpretation of lab test results. It has been deployed by Dr. Rinaldo and colleagues to improve the screening of newborns for congenital hyperthyroidism.35 The software performs multivariate pattern recognition on lab values collected from seven programs, including more than 1.9 million lab test results. CLIR integrates covariate-adjusted results of different tests into a set of customized interpretive tools that physicians can use to better distinguish between false-positive and true-positive test results.



THE QUANTIFIED SELF AWAITS

The need for a more personalized approach to clinical chemistry is part of a much larger problem. There are numerous biomarkers available that can give individuals a more complete picture of their health and risk of disease, many of which are not being looked at by clinicians or paid for by insurers. As we stated at the beginning of this chapter, we need a comprehensive collection of relevant medical data. That includes a person’s complete genome with all the mutations that increase their risk of specific diseases, genetic variants that make them susceptible to drug toxicity, all their environmental exposures to toxins and allergens, along with their clinical chemistries, medical and family histories, psychosocial vulnerabilities, nutritional deficiencies and much more. More importantly, measuring some of these markers will help us move away from the current reactive, expensive approach to medicine. With the right combination of wearable sensors, AI-enhanced algorithms, imaging studies and measurements of our epigenome, microbiome, metabolomics and proteome, each of us would have a health monitoring system to identify future threats long before they become catastrophic emergencies.

The need for such individualized data can be illustrated with something as simple as body temperature. We are all told that a normal temperature is 98.6° F. But in the real world, that’s only an average, and many healthy people have normal readings much lower and higher. About 25% of the population will have a reading of 94.6° F, which means that if a nurse takes your temperature and it’s 98.6° F, you have a fever! As Michael Snyder, Ph.D., professor of genetics at Stanford University, explains the issue: “Understanding your healthy baseline is important for everyone. That’s how you find problems.”36

Dr. Snyder is leading the charge on personalized medicine by measuring a long list of his own biomarkers, using himself as an N-of-1 experiment on the value of the “quantified self.” As director of Stanford’s Center for Genomics and Personalized Medicine, he oversees several projects designed to find the many actionable insights that can be derived from measuring all the omics data mentioned above. With the assistance of several smart watches, a subdermal chip, fingertip pricks to obtain blood samples, his sequenced genome and several whole-body magnetic resonance imaging (MRI) scans, he has compiled a large database that can be analyzed for trends. With the help of his physician, he created an integrative personal omics profile (iPOP), which enabled them to predict the onset of his own diabetes and a Lyme infection.37

No doubt, some observers will point out that this kind of comprehensive data collection is currently impossible to implement on a population basis. But it can serve as a starting point for a more holistic precise approach to health care that is sorely needed. In an attempt to demonstrate the potential for using this “quantified self” approach to patient care, Snyder and colleagues are conducting an ongoing trial, which has enrolled more than 100 participants since 2013. To date, the project has uncovered early signs of disease in 49 of them, including lymphoma, diabetes and heart disease.38 Rose and colleagues explain that they found “over 67 clinically actionable health discoveries and identified multiple molecular pathways associated with metabolic, cardiovascular, and oncologic pathophysiology. We developed prediction models for insulin resistance using omics measurements illustrating their potential to replace burdensome tests. Finally, study participation led the majority of participants to implement diet and exercise changes. Altogether, we conclude that deep longitudinal profiling can lead to actionable health discoveries and provide relevant information for precision health.”

As Snyder points out, one of the key components of a personalized health profile is a full genomic panel. Currently, that is not considered the standard of care for all patients. Typically, healthcare providers will only order single-gene tests or testing for specific combinations of genes when there is a high suspicion of a specific genetic disorder. That approach may be consistent with current clinical guidelines, but there’s mounting evidence to indicate that such reductionistic thinking is outdated. The future belongs to network medicine and systems biology, which work from the premise that many disorders do not have a single cause but result from an array of contributing, interacting causes. To detect these “hidden” combinations of mutations will require genomic sequencing, which we discuss in greater detail later in this chapter.

We have discussed the emerging role of systems biology and network medicine in previous publications.39 The reductionistic approach to health and disease takes a divide-and-conquer approach, “rooted in the assumption that complex problems are solvable by dividing them into smaller, simpler, and thus more tractable units.”40 Although this methodology has led to important insights and practical implications in health care, it does have its limitations.

Reductionistic thinking has led researchers and clinicians to search for one or two primary causes of each disease and to design therapies that address those causes. When HIV was found to be a root cause of AIDS, for instance, virtually all efforts then focused on developing a way to suppress or eliminate the virus. Similarly, the focus of diabetes management is primarily on getting blood glucose levels under control, and a diagnosis of hypothyroidism typically focuses on hormone replacement. The limitation to this type of reasoning becomes obvious when one examines the impact of each of these diseases. There are many individuals who are exposed to HIV who do not develop the infection, many patients have blood glucose levels outside the normal range who never develop signs and symptoms of diabetes and many patients with low thyroxine levels do not develop clinical hypothyroidism. These “anomalies” imply that there are cofactors involved in all these conditions, which when combined with the primary cause or causes, bring about the clinical onset. Detecting these contributing factors requires the reductionist approach to be complemented by a systems biology approach, which assumes that there are many interacting causes to each disease.

Since the 19th century, medicine has focused on specific disease states by linking collections of signs and symptoms to single organs. Joseph Loscalzo, M.D., at Harvard Medical School, and colleagues point out that “this organ-based focus of disease also has served as the driving principle underlying basic research into disease pathogenesis at the physiological, biochemical, and molecular levels.”41 Systems biology/network medicine takes a more holistic approach, looking at all the diverse genetic, metabolic and environmental factors that contribute to clinical disease. Equally important, these disciplines look at the preclinical manifestations of pathology.

In contrast, when clinicians detect an infection, they usually isolate a specific pathogen and attack it with antibiotics or antiviral agents. If the diagnosis is cancer, the tumor becomes the target to be destroyed. If gastrointestinal bleeding is detected, they try to locate the source and stop the bleeding. Although this strategy has saved countless lives and reduced pain and suffering, it nevertheless treats the disease and not the patient, with all their unique habits, lifestyle mistakes, environmental exposures, psychosocial interactions and genetic predispositions.

The traditional approach to many physiological or biochemical imbalances based on the reductionistic model has its shortcomings. Correcting a low serum potassium, for instance, by administering the electrolyte does not necessarily address the underlying pathology causing the drop in potassium levels. Similarly, administering estrogen therapy to postmenopausal women might seem like a good idea, based on this disease model, but several large-scale clinical trials have demonstrated that estrogen therapy in this context does more harm than good for many older women. Management of hypertension poses another dilemma for the one-size-fits-all mentality behind reductionism. For instance, the Joint National Committee on Prevention, Detection, Evaluation, and Treatment of High Blood Pressure continues to lower its systolic and diastolic BP recommendations for the general public, which has led to many patients being told to lower their readings despite the fact that they do not have heart disease and never will. A more holistic systems approach would dictate a multidimensional risk assessment that individualizes recommendations.

The limitations of the reductionist approach to hypertension management were well illustrated in the reanalysis of the SPRINT study. Scarpa and colleagues demonstrated that setting a systolic BP target of less than 120 mm Hg may be good advice for patients who do not smoke but has done more harm than good for those who do.42

Andrew Ahn, also at Harvard Medical School, and colleagues discuss the shortcomings of reductionism and the application of systems biology to clinical medicine by explaining:


In reductionism, multiple problems in a system are typically tackled piecemeal. Each problem is partitioned and addressed individually. In coronary artery disease, for example, each known risk factor is addressed individually, whether it be hyperlipidemia or hypertension. The strategy is also extended to coexisting diseases, such as hypothyroidism, diabetes, and coronary artery disease. Each disease is treated individually, as if the treatment of one disorder (such as coronary artery disease) has minimal effects on the treatment of another (such as hypothyroidism). While this approach is easily executable in clinical practice, it neglects the complex interplay between disease and treatment. The assumption is that the results of treatments are additive rather than nonlinear.40


On the other hand, a deeper understanding of how physiological and molecular systems interact to produce health and disease requires that we understand three factors that influence the behavior of systems: context, time and space. We discussed context earlier, in reference to an individual’s unique habits, lifestyle mistakes, environmental exposures, psychosocial interactions and genetic predispositions. Systems biology researchers have also demonstrated that concentrations of essential enzymes and other proteins are in a state of constant change, making any static measurement of less value than assessment of these parameters over time, taking into account circadian rhythms and external stressors.



GENOMICS TAKES CENTER STAGE

Among the biological parameters that precision medicine seeks to understand, genomics has received the most attention in the last few years — and for good reason. Many of the traits that make us unique individuals are the result of genetic variants. That observation is easily overlooked when one considers the fact that humans share 99.9% of the same genetic code. But that additional 0.1% includes about a billion base pairs that are unique.43 As the National Human Genome Research Institute points out: “Differences in the remaining 0.1 percent hold important clues about the causes of diseases. Gaining a better understanding of the interactions between genes and the environment by means of genomics is helping researchers find better ways to improve health and prevent disease, such as modifying diet and exercise plans to prevent or delay the onset of Type 2 diabetes in people who carry genetic predispositions to developing this disease.”

Of all the medical specialties that have benefited from genomic sequencing, oncology is probably the most notable. Oncologists can perform traditional profiling of precancerous and cancerous lesions with the help of a pathologist, who analyzes the histopathological features under a microscope. And those data can be combined with state-of-the-art genomic and proteomic analysis to look for variants. The findings from these two approaches are now being used to help choose treatment protocols and specially designed drugs that are sometimes used to target to an individual’s needs. Mateo and colleagues44 sum up these advances:


Precision oncology includes the integration of molecular tumor profiles into clinical decision-making in cancer treatment. An increasing number of molecularly guided treatment options (MGTOs) have received regulatory approval on the basis of genomic biomarkers for various tumor types. In some cases, MGTOs have demonstrated clinical activity across multiple tumor types that share the same molecular alteration (for example, NTRK fusion, microsatellite instability, DNA mismatch repair deficiency), resulting in broad or even tumor-agnostic approvals. The accelerated development of innovative MGTOs stems from not only advances in our understanding of cancer biology, but also the rapid development of high-throughput technologies, such as massively parallel or next-generation sequencing (NGS)…Other means for tumor molecular stratification, including transcriptomics, proteomics, and immune profiling, are being developed, but predictive biomarkers that rely on genomic sequencing have enabled most of the recent advances in terms of biomarker-guided therapeutic indications.


Miguel de Cervantes didn’t have precision medicine in mind when he penned Don Quixote, and his knight didn’t have it in mind when he spoke about dreaming an impossible dream. But they both remain role models for those of us trying to reimagine medicine and give each patient the individualized care they deserve.
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CHAPTER 7

Better communication, less misinformation




No matter what they tell us No matter what they do No matter what they teach us What we believe is true

Boyzone, “No Matter What”

No doubt, song lyrics like this appeal to many adolescents eager to find their own path and rebel against “The Establishment,” but they also send a not-so-subtle message about how to separate fact from fiction. In essence, the message says there is no difference between a person’s opinion and evidence derived from scientific experimentation. If experts say using tobacco will damage my lungs and greatly increase my odds of lung cancer and heart disease, and that advice is based on decades of good research, I can ignore it because “What I believe is true.” That point of view brings to mind an astute observation from astrophysicist Neil deGrasse Tyson: “One of the great challenges in life is knowing enough to think you’re right, but not enough to know you’re wrong.” With so much speculation, hypothesizing and misinformation floating around the internet and in the popular press, it’s easy for the average person to imagine that they fully grasp the facts on any number of healthcare issues. Our responsibility as healthcare professionals is to help patients and the public see things differently — without alienating them or making them feel inferior.


RETHINKING OUR APPROACH TO PATIENT EDUCATION

Readers may question the need to include an entire chapter on patient communication and misinformation in a book that aims to redefine the boundaries of medicine. After all, hasn’t educating patients and dissuading the public from believing misleading information always been part of a clinician’s job description? The reason this issue needs attention now more than ever is because the current approach to patient education is sorely lacking, and because misinformation is proliferating online. Too many clinicians still take a “Doctor Knows Best” attitude toward patients who do not want to adhere to evidence-based medical interventions, and it’s that condescending mindset that’s partly responsible for the public’s belief in the countless conspiracy theories and evidence-free treatment options currently in vogue.

To address these issues, we envision an educational approach that encompasses:


	Trust

	Respect

	Empathy

	Humility

	Better listening skills

	Insights into what causes patient resistance

	A better understanding of why misinformation flourishes



Trust is at the top of the list because it’s the most important ingredient in the doctor-patient relationship, and in the relationship that the general public has with the biomedical community. A truncated history of how modern medicine achieved its status as a trusted profession can help put the current situation into perspective.



THE CHANGING ROLE OF PHYSICIANS OVER TIME

In ancient Rome, physicians were mostly slaves, freemen or foreigners and their status on the socioeconomic ladder was quite low. In England during the 1700s, they were not well respected either. Similarly, during the Soviet Union era, physicians earned “less than three-quarters of the average industrial wage.”1 In the 1800s, American physicians struggled to gain the public’s respect as they competed with lay practitioners and the fiercely individualistic mindset of the populace. As the sociologist Paul Starr once observed: “In new settlements and on the frontier, the conditions of material life made special demands on self-direction; forced to improvise, Americans developed a stubborn confidence in their own common sense.” That point of view was reinforced by thought leaders like John Wesley, the founder of English Methodism, in books like Primitive Physic, which posited that ordinary people were fully competent to treat illness.

Despite such resistance, the elevation of medicine gradually occurred. The first medical school in the United States, the College of Philadelphia, was founded in 1765 and the establishment of other medical schools followed. In 1760, New York City passed a law to establish examinations and licensing for physicians, and anyone who practiced without a license was supposed to be fined, although there is no evidence to show that actually happened. Major advances in the profession began in France after their revolution, when medical education reformers began putting more emphasis on clinical observation and less on received wisdom. They incorporated clinical observation and pathological anatomy, and began to connect patients’ signs and symptoms with what they were observing during autopsies. That, combined with the invention of the stethoscope, allowed clinicians to examine patients in more meaningful ways.

One of the transformative events in the history of medicine, however, occurred when the American Medical Association (AMA) began grading medical schools, taking a closer look at curriculum, facilities, faculty and admission requirements. The AMA commissioned Abraham Flexner to do a similar critique, which involved actually visiting these schools. His report was devastating; it revealed that many boasted about laboratories that didn’t exist, libraries that contained no books and faculty members who spent most of their time in private practice rather than teaching. These and several other reforms turned medical education and physician training into a respected, science-based endeavor.

Several surveys suggest that the transformation also generated trust in medicine and health science on the part of the American public. In 2018, Wellcome, a respected charitable foundation, found that 72% of the global population has a high or medium level of trust in scientists. And 73% would trust a doctor or nurse more than others for health advice, including family, friends, religious leaders or famous people.2 A more detailed look at the statistics shows that 34% of respondents had a high level of confidence in scientists. When the poll was repeated in 2020, that number increased to 43%.3

Several other independent surveys suggest the same thing. Science and Engineering Indicators, a report from the National Science Board, found that more than 70% of Americans think the benefits of scientific research outweigh its harmful effects; that statistic has remained constant since the 1970s.4 Since then, the National Opinion Research Center (University of Chicago) has ranked scientists second only to the military in public confidence. But on a more cautionary note, a 2020 Pew survey found that fewer than 50% of Americans believe that experts should be primarily relied upon to address various societal issues. As Alan Leshner, former CEO of the American Association for the Advancement of Science, points out: “…science and public policy experts have long taught that important decisions, such as policy decisions, are rarely, if ever, made solely on the basis of science, but are based on both facts and values, or on facts and personal experience. Moreover, long-held beliefs or core values often win out over scientific evidence when policy decisions are being made.”4

Surveys that have looked at the public’s attitudes about science and medicine are not all positive. A national survey from the Aspen Institute and the Knight Foundation found that trust in the medical system declined from 80% in 1975 to 37% by 2015.5 Similarly, the General Social Survey found that confidence in medical institutions dropped from 60% in 1974 to 36% in 2016.6



WHY DO PATIENTS DISTRUST CLINICIANS?

Given the contradictory results of these surveys, it’s difficult to know with certainty just how much the public trusts the healthcare system or individual clinicians. But putting aside these polls, there is no doubt that distrust remains a significant issue for many patients. Before we can address this problem, it’s important to understand some of the root causes. As we mentioned previously, Americans have a deeply ingrained sense of individuality, a stubborn confidence in their own common sense; as the founder of the American Methodist movement pointed out, many believe ordinary people are fully competent to treat illness. That mindset is in direct conflict with the expertise that is the foundation of medicine.

Such independence of mind may harm patients who refuse to adhere to well-documented medical protocols. A few scenarios come to mind: After Mr. Jones experienced a laceration on his leg requiring several stitches, he was advised by his physician to rest the leg for several days to prevent complications. Instead, insisting that he needed his daily exercise, he went jogging. That, in turn, landed him in the hospital with a methicillin-resistant Staphylococcus aureus infection at the laceration site. Or consider the case of Ms. Smith, who was told to stop all her herbal remedies before eye surgery, instructions she ignored because she “knew” how important it was to continue taking ginkgo biloba to keep her memory sharp. Unfortunately, the anticoagulant effects of the herb caused postoperative bleeding and Ms. Smith suffered permanent vision loss in the eye. It brings to mind the popular quote seen on many physicians’ coffee cups: “Don’t confuse your Google search with my 6 years of medical school.”

While such independence of mind was likely responsible for these complications, having an independent streak does have its advantages. Questioning expert advice can sometimes protect patients as well. The history of medicine is filled with medical fads that took the profession by storm, only to be abandoned when more evidence came to light.

For example, overreliance on antibiotics soon after they were introduced in the mid-20th century has resulted in drug-resistant bacterial strains. Hormone replacement therapy (estrogen plus progestin) to keep women “youthful” and free of menopausal symptoms was a routine part of medical practice for decades, until the Women’s Health Initiative demonstrated that progestins increase the risk of breast cancer. The common-sense philosophy that questions overreliance on prescription medication no doubt protected many patients from harm in these scenarios.

This stubborn American spirit also serves patients well when they must contend with a clinician’s insistence that the symptoms they have been experiencing for years are all in their head, which brings to mind another quote: “Don’t confuse the one-hour lecture that you heard in medical school on my condition with my 20 years of living with it.” Countless patients have suffered years of misdiagnosis at the hands of well-intentioned clinicians.

A report from the National Academy of Medicine points out that about 5% of adult outpatients in the United States experience a diagnostic error annually.7 The same report found that diagnostic mishaps contribute to about one of 10 patient deaths, cause as much as 17% of adverse effects seen in hospitalized patients and affect approximately 12 million adult outpatients a year, which translates into one of 20 Americans. About half of these errors may be harmful, according to Singh and colleagues.8 About 71,400 of the 850,000 patients who die in U.S. hospitals every year had a major health condition that went undetected.

As we explained in an earlier publication,9 the contributing causes for these diagnostic errors include:


	Failure of patients to engage with a provider organization or to participate in the diagnostic process (ignoring patient input regarding signs and symptoms)

	Inadequate collection of relevant patient information

	Inadequate knowledge base among clinicians

	Incorrect interpretation of medical information (that is, cognitive errors and biases)

	Failure to integrate collected medical information into a plausible diagnostic hypothesis (that is, cognitive errors and biases

	Not properly communicating the diagnosis to patients

	Lab testing errors

	Communication problems between testing facilities and clinicians

	Poorly designed clinical documentation systems, including electronic health records

	Inadequate interoperability between providers

	Failure to integrate the diagnostic process into clinicians’ normal workflow

	Poor handoff procedures

	Inadequate teamwork

	Fear of speaking up among subordinate clinicians when a diagnostic misstep is occurring

	Disruptive physical environment, including noise, bad lighting, distractions and poorly located equipment7



Americans’ independence of mind is only one of the reasons many patients distrust clinicians. Another powerful reason is the abuse and discrimination some marginalized groups have experienced at the hands of medical professionals. In the 1940s, the military, in conjunction with clinicians at the University of Pennsylvania and Yale University, infected more than 1,000 people, including more than 150 children, with the hepatitis virus in an attempt to determine what was causing an outbreak of the disease among U.S. soldiers.10 Prison inmates, psychiatric patients, children with disabilities and conscientious objectors all were subjected to the experiment. In Dangerous Medicine: The Story Behind Human Experimentation with Hepatitis, Sidney Halpern points out that a disproportionate number of these victims were Black.11 The experiments continued for more than 30 years before being stopped in 1972.


Some of the studies involved deliberately exposing people to infected material, either by injection or through ingestion of ‘milkshakes’ containing hepatitis virus in the form of stool samples mixed with chocolate milk. At least four people died from the disease in the course of these experiments. But with no long-term follow-up — monitoring stopped when the individual experiments ended — there are no data on how many became disabled or died years later as a result of their infection.10


The hepatitis experiments were almost as despicable as the infamous Tuskegee study that began in 1932, during which the U.S. Public Health Service (USPHS) partnered with the Tuskegee Institute to study the natural history of syphilis. The study initially involved 600 Black men — 399 with syphilis and 201 who did not have the disease. Participants did not give informed consent. Researchers told the men they were being treated for “bad blood,” a local term used to describe several ailments, including syphilis, anemia and fatigue. In exchange for taking part in the study, the men received free medical exams, free meals and burial insurance. By 1943, penicillin was the treatment of choice for syphilis and becoming widely available, but the participants in the study were not offered treatment. It wasn’t until 1973 that the USPHS was finally told to provide all participants with necessary medical care.12


INEQUITIES STILL HINDER THE DOCTOR/PATIENT RELATIONSHIP

Unfortunately, many barriers to good patient care exist among people of color. In Chapter 1, we discussed algorithmic bias, which disproportionately affects Blacks, women and poorer patients. And according to the Association of American Medical Colleges (AAMC): “Half of white medical trainees believe such myths as black people have thicker skin or less sensitive nerve endings than white people.” As recently as 2016, investigators reported that many white laypersons, medical students and residents believed such myths. Clinicians in training who subscribed to such beliefs rated Black patients’ pain as less severe and were more likely to render less accurate treatment recommendations.

Proceedings of the National Academy of Sciences has reported that of 1.8 million U.S. births, the Black newborn mortality rate was three times higher for deliveries by White doctors than by Black doctors. Awareness of such prejudices causes fear of interacting with the healthcare system, as evidenced by a December 2020 survey by the Kaiser Family Foundation in which 35% of Black respondents said they definitely or probably would not get a COVID-19 vaccine.

In addition, Blacks have a lower average life expectancy and they are less likely to have been vaccinated, according to a 2015 review. Paradies and colleagues also found that racism was “associated with poorer mental health, including depression, anxiety, psychological stress and various other outcomes…and with poorer general health.”

Similarly, female patients receive inferior medical care because of their gender. Over 50% of women believe they are being discriminated against in patient care settings, compared to one-third of men. And “One in five women say they have felt that a health care provider has ignored or dismissed their symptoms, and 17% say they feel they have been treated differently because of their gender — compared with 14% and 6% of men, respectively.” Those impressions are supported by more objective documentation, which indicates that women are less likely to receive the same evidence-based care when they present with the same disorder as male patients.

Equally troubling is research that strongly suggests healthcare professionals do not treat gay and transgender patients and colleagues with the same respect they afford to people with a heterosexual orientation. The Royal College of Surgeons of England states that: “Over 70% of LGBT+ medics have endured one or more types of experiences short of harassment or abuse in the last two years related to their sexual orientation.” Such discrimination is coupled with a lack of knowledge about the medical needs of these marginalized populations, and fear among these patient groups that cause them to avoid the healthcare system. Similarly, a Swedish study found that only 10% of nursing students knew enough about the needs of LGBT patients to get a passing grade on their graduation exams. And 44% of pre-nursing students said they were uncomfortable working with lesbians.
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Unfortunately, numerous examples demonstrate that racism continues to affect the patient experience and leads to mistrust of healthcare institutions among people of color and other minorities. A 2015 review by Paradies and colleagues also found that racism was “associated with poorer mental health, including depression, anxiety, psychological stress and various other outcomes…and with poorer general health.”13 Over the years, many clinicians have alienated patients in the LGBTQI community as well. The New York Academy of Medicine issued a report in 1974 stating that homosexuality is a “treatable illness.” They finally apologized for that position and formally disowned it in 2022.14 Similarly, the Association for Behavioral and Cognitive Therapy only recently concluded that its endorsement of “conversion therapies” that attempt to change someone’s sexual orientation or gender identity was misinformed and did more harm than good.14

A lack of easy access to primary care also factors into the disconnect between clinicians and many patients. People of color and those in lower socioeconomic groups are far less likely to have a primary care physician that they can turn to for routine care, and it’s these connections that are critically important for establishing a trusting doctor-patient relationship.

Of course, racism isn’t the only roadblock to a trusting doctor-patient relationship. Equally important is the lack of trust among the general public in the efficacy of prescription medications, some of which is warranted and some not. We shouldn’t underestimate the ability of those outside the healthcare community to see through the “smoke and mirrors” that surround some recently approved drugs. As we discussed in Chapter 5, aducanumab, the recently approved agent to treat cognitive decline, is the most obvious example of a drug with very little experimental evidence to show it works; and the fact that three experts on the U.S. Food and Drug Administration (FDA) advisory panel resigned in protest after its approval has not been lost on a skeptical public. But the problem goes deeper than that. Jonathan Darrow, a professor at Harvard Medical School, states:


The FDA (and the relevant community of scholars) knows that most new drugs offer only modest incremental benefit over drugs already available. But although its thorough analyses of submitted clinical-trial data are disclosed, the relevant documents are impenetrable to nearly everyone. Drug labeling should clearly state what effectiveness was demonstrated and how. The metrics should have real-world relevance, such as how a patient feels, functions or survives. The FDA’s statute requires “substantial evidence” of efficacy, but that term is flexible. Clinical trials are increasingly using “surrogate end points,” or non-clinical measures that are “reasonably likely” to predict clinical benefit…There is also no requirement for substantial efficacy, leaving patients guessing at a drug’s therapeutic value…In 2021, I identified ten reports by multiple authors, each examining the evidence of benefit of a range of newly approved drugs…Collectively, these papers concluded that only 2-31% had better than modest benefits over existing treatments. Aducanumab might therefore be an extreme example, but it is hardly alone.15




MISINFORMATION ONLY FOSTERS MORE DISTRUST

As the previous discussion illustrates, there are many reasons for the public’s distrust of medicine and medical professionals:


	Americans’ spirit of independence and rugged individualism

	The misdiagnosis epidemic that leaves many patients skeptical about doctors’ skills

	Government-sponsored patient abuse, such as the hepatitis experiments and Tuskegee syphilis study

	Lack of efficacy for some newly approved drugs



Such distrust is only exacerbated by misinformation and disinformation. While the former is false information, disinformation is false information that is intentionally created to mislead an audience. One of the most notorious examples of a successful disinformation campaign was launched by the tobacco industry in the 1950s, with the assistance of Hill and Knowlton, one of the largest U.S. public relations (PR) firms. Using the agency’s marketing skills, major tobacco companies designed a campaign to “demonstrate” that there was no scientific basis for the growing consensus that tobacco seriously damages the human body.16 Not content to put a positive spin on existing scientific research, the PR firm invested heavily in alternative research that cast doubt on the evidence linking tobacco to lung cancer, even launching a Tobacco Industry Research Committee. Its goal was to create a debate on the pros and cons of tobacco use, and to convince responsible journalists that they had an obligation to report both sides of its manufactured debate.

Despite the efforts to misrepresent the evidence, a 1964 Surgeon General’s report, Smoking and Cancer, stated definitively that the principal cause of lung cancer is not air pollution, radioactivity and asbestos, but smoking. Unfortunately, the early success of the PR campaign has served as a template for countless other conspiracy theories and harmful misinterpretations of medical data, and established such “merchants of doubt” as regular fixtures in social media and elsewhere.16

While the motivation behind the tobacco industry’s science denial was concerns about potential loss of revenue, many people who are misled by false information or conspiracy theories do not have the same motivation. The reasons for their rejection of well-documented medical advice can be quite diverse. Many do not have the analytical skills, math literacy, educational background or clinical experience to have an informed position on certain scientific issues. This is not an elitist prejudice against anyone who has not been trained in medical or nursing school. It’s not elitist to recognize that an auto mechanic who has taken countless continuing education courses about dashboard electronics and has 25 years of on-the-job training is better qualified to diagnose and treat your sick engine than a backyard tinkerer who knows how to change their own oil and filter. The same applies in health care.

A brief look at some of the mathematical mistakes that the public often falls victim to helps explain why so many people believe misinformation. One common mistake is confusion about relative versus absolute risk. A news report may give the impression that a new drug has near miraculous healing power with headlines like: “A new medication cuts the risk of congenital heart disease by 50%.” While that relative risk reduction may sound impressive, if the absolute risk of the disease is very low, let’s say 0.2%, a 50% drop only means a reduction from two per 1,000 patients to one per 1,000, certainly not as impressive. Similarly, it’s quite common for consumers to confuse correlation and causation. If a research report states that Alzheimer’s disease is more common in people who use fluoride-based toothpaste, it’s easy to jump to the conclusion that fluoride causes the disease when, in fact, patients with Alzheimer’s likely share many other characteristics besides the toothpaste they use.

The list of possible cognitive errors that patients, and clinicians, can make is extensive. As Nicole Cooper and John Frain point out, it includes anchoring, availability bias, commission bias, overconfidence bias, premature closure, omission bias, framing effect and confirmation bias.17



WHY WE FALL FOR MISINFORMATION

It’s easy to attribute causes to explain why many people believe misinformation and conspiracy theories: lack of education, extreme political views and arrogance. But the underlying motivation is often more complex. One contributing factor is peer group pressure: If all your family and friends believe in faith healing, for instance, denying that belief system by agreeing to surgery or medication requires that you not only ignore years of indoctrination, it may also mean turning your back on your social support group and risking isolation, loneliness, and in some cases, some form of ex-communication from your peers.

It may also mean ignoring your own deeply held values or convictions. Elżbieta Drążkiewicz, a social anthropologist at the Institute for Sociology of the Slovak Academy of Sciences in Bratislava, provides several insights about this area of research:


Conspiracy theories are more about values than about information. Debunking statements might occasionally be effective, but do little to tackle their root cause. When investigators ask only about knowledge, they tend to see only ignorance as the root of the problem. Conspiracy theories do not exist in a vacuum. They amplify existing fears and ideas about people’s place in the world. Researchers should consider what rallying around such theories says about fears over global power struggles or scientific advances, or about indignation over the status quo or societal changes…It is not useful simply to say, ‘People who feel powerless embrace conspiracy theories.’ Researchers must learn why people feel this way. Often, it is because of mistreatment by other people or institutions…18


Drążkiewicz also posits that it’s all too convenient to label those who subscribe to bizarre conspiracy theories as “those people,” obsessing over characteristics that make them distinct from those of us who believe in the scientific method and a healthy dose of skepticism. “But much of this ‘us versus them’ framing has to do with researchers’ motivations. Many, myself included, want to defend democracy and science, so it’s easy to define those who embrace conspiracy theories as a threat or enemy. But that deflects researchers’ attentions to individuals and their beliefs, and stops them looking at the systems that push people towards conspiratorial circles.”

It’s also helpful to understand the tendency to believe misinformation from an evolutionary biology perspective. Carl Bergstrom, an evolutionary biologist at the University of Washington, Seattle, has gained some insights by investigating the spread of misinformation on social media:

“The popular platforms exploit humanity’s need for social validation and constant chatter, a product of our evolution,” he says. He compares it to our craving for sugar, which was beneficial in an environment where sweetness was rare and signaled nutritious food, but can make us sick in a world where sugar is everywhere. Facebook exploits humans’ thirst for contact, in his view, like a Coca-Cola for the mind, allowing people to connect with others in larger numbers during a single day than they might have over a lifetime in humanity’s past.19

The one major advantage that Facebook and other social media companies have over table sugar is the fact that they can keep readers coming back for more by constantly changing the algorithms, creating tribe-like circles that deceive users into thinking that there are millions of others who share their beliefs. “But because the internet allows a person to reach millions of others, it is easy to find the .00001% of others who share their ideas,”19 Bergstrom says.

Society’s difficulty telling the difference between fact and speculation, however, goes much deeper than social media. In the United States, too little attention is given to teaching children and adults how to develop critical thinking skills. In Finland, on the other hand, high school students are taught to analyze political stories from the internet and must learn basic criteria for how to verify claims and the reliability of quoted sources. The country is getting good marks on the Media Literacy Index, a tool that helps readers separate fake and reliable news. Similarly, in Estonia, the government mandates media literacy education for its public education students. “Elementary and middle school students are taught, for example, how online content is created and how statistics can be manipulated. In high school, lessons about social media, trolls, the difference between fact and opinion and criteria for good sources help students become more critical thinkers.”20

Unfortunately, the lack of critical thinking skills not only influences the general public’s ability to recognize misinformation. It also affects some professionals in medical journalism. Some writers still confuse correlation with causation. Others fail to put the results of a new clinical trial into context and give readers the impression that the findings are the definitive answer to the question being studied. A more seasoned journalist knows to look at the previous studies on the topic and compare them to the latest report.



SOLVING THE PROBLEM

Combating misinformation and improving patient education call for a two-pronged approach: Using reasoning, skillful teaching and factual evidence, on the one hand, and creating trust and an emotional bond with patients and the public. Unfortunately, many people are unimpressed with the evidence, regardless of how overwhelming it is. One way to develop the public’s trust in the medical profession in general is to enlist the help of individuals or organizations that are willing to speak against their own vested interests.6 Richard Baron, M.D., at the American Board of Internal Medicine, and Adam Berinsky, Ph.D., at MIT, believe: “…individuals and groups that speak against their own apparent interest — not experts — are the most effective messengers of facts and accumulated expertise. When the American Board of Internal Medicine Foundation…developed the Choosing Wisely campaign, physicians and their professional societies were the ones who conveyed the message that more medical intervention is not always better; the very fact that it was physicians making recommendations to do less, not more, accounted for much of the campaign’s traction.” They further posit: “Intentionally recruiting civic-minded people to deliver medical and scientific facts that run counter to the public’s expectations of those people’s own interests might be effective.”

Of course, some science deniers will be impossible to reach, regardless of the tactics that are used. The extent to which some will go to bend the facts is well-illustrated by an encounter between Lee McIntyre, a research fellow at the Center for Philosophy and History of Science at Boston University, and attendees at the Flat Earth Society International Conference.21 Despite the fact that the earth’s roundness has been an established reality for over 2,000 years, there are a significant number of people who remained unconvinced. They use all sorts of mental gymnastics to convince themselves and others, and when the illogic of one argument is demonstrated, they quickly move on to another argument to support their claim. McIntyre illustrates just how unwilling they are to accept another version of reality: He describes an experiment in which a group of Flat Earthers spent $20,000 to develop a laser gyroscope to demonstrate that the earth doesn’t move. Unfortunately, they discovered that there was, in fact, a 15-degree-per-hour drift. Their reaction, documented on film: “Wow, that’s a problem. We obviously were not willing to accept that and so we started looking for ways to disprove it was actually registering the motion of the Earth.”21 While this case study in science denial is almost laughable, it also illustrates an important philosophical difference between those who adhere to the scientific method and those who ignore it. It’s hard to imagine a scientist saying: “Well the evidence doesn’t fit our theory, it must be flawed.” In fact, the scientific community thrives on disproof! An examination of the biomedical literature makes that obvious. Medical journals are filled with debates, controversies and systematic reviews that weigh evidence pro and con on a variety of issues. Medical journal editors also require authors to discuss the limitations of their research and possible alternative explanations for their findings. This isn’t something one is likely to find on a social media site promoting a conspiracy theory, or even in many mainstream magazines and newspapers.

Convincing a committed Flat Earther with factual evidence is usually a waste of time, but most of our patients aren’t that stubborn. Part of the educational process is taking a few minutes to explain how medical science works. It’s a work in progress that is regularly updated as new data are collected and research is conducted. By way of analogy, we might believe that a Nissan Sentra is a poorly engineered car because we have owned two of them and both had major engine problems. But as more data are collected about the car model, that perspective may change. Speaking with a businessman who manages a fleet of Sentras, for instance, might reveal that, on average, they require fewer engine repairs than most other models. And a conversation with an auto mechanic who has serviced thousands of them may further change your attitude. Similarly, when a new drug is first introduced, its indications and adverse effects profile will be based on experience in a limited number of patients. If an antibiotic has received FDA approval for pneumonia, for instance, it may have been tested on 1,000 patients. After a year’s worth of use in routine medical practice, it will have been used by 10,000 patients, which may reveal problems that weren’t apparent in the smaller population and require a change in indications for the drug and its adverse reactions profile.

Analogies like this are only one way to help patients see the value of the scientific method and to encourage critical thinking. Among the questions that can be diplomatically discussed:


	How did you arrive at your conclusion?

	What was your source: TV, Facebook, a trusted friend, someone you consider an expert?

	How do you decide who is a real expert?

	How do you separate fact from fiction?

	Did you look at the media source to determine if it’s balanced in its statements?

	Did you look at more than one source?

	Are you cherry picking your evidence or considering opposing points of view and evidence sources?



Lee McIntyre takes a similar approach during his tactful conversations with science deniers. Rather than bombard them with facts and figures, he lets them do most of the talking:


I did learn how to get them to listen. I let them speak, then followed up with questions once the dialogue was rolling. Instead of refuting arguments, I asked, “What evidence might change your mind?” If they said they needed “proof,” I asked why existing evidence was insufficient. If they shared a conspiracy theory, I asked why they trusted the evidence for it. By doing that — and not monologuing the facts — I was able to let them wonder why they couldn’t answer my questions.22


Another way to build patients’ trust in medicine is to openly acknowledge it when you can’t make a definitive diagnosis. “Excellent diagnosticians should understand how uncertainty manifests. They should acknowledge and embrace uncertainty, and openly discuss it with other clinicians and patients to normalize its ubiquitous and inevitable part in the diagnostic process. Such a reimagining, focused on the inevitable and beneficial aspects of diagnostic uncertainty, relies on identifying how uncertainty is understood, managed, and communicated,”23 according to Dahm and Crock.

This same mindset can also help relieve the stress experienced by new clinicians who are expected to be perfect models of diagnostic excellence.


All clinicians across hierarchies and levels of experience need to openly acknowledge the realities of diagnostic uncertainty. The uncertainty surrounding diagnosis does need not be perceived as a threat to medical ‘authority,’ expertise, or professionalism. On the contrary, clinicians who openly encourage and engage in discussions of uncertainty without blame or penalty model excellent diagnostic processes. Normalizing and promoting acceptance of uncertainty as integral to the diagnostic process thus should become routine within clinical care and medical education.23


Of course, some patients won’t respond to all the diagnostic humility or the medical evidence. But there are other ways to persuade them to follow sound medical advice. Elvin Geng, M.D., at the Center for Dissemination and Implementation, Institute for Public Health, Washington University, St. Louis, tells a story about a patient with AIDS who refused to take anti-HIV medication because he wasn’t convinced that there was scientific evidence to justify its use.24 Based on his “research,” he was certain that HIV does not cause AIDS, drug companies influence science and the need for prestige influences how researchers interpret experimental data. The patient’s stubbornness eventually led to his being discharged to hospice with life-threatening complications.

Realizing that presenting all the scientific evidence to this patient would have little impact, Dr. Geng took a different approach, with the realization that his belief that HIV causes AIDS wasn’t based on a deep dive into the studies supporting the link, but rather, in his own trust of the professors, editors and scientists who had presented the evidence. One anthropologist refers to it as a chain of trust — “a social system that has treated me fairly and generously — a chain that did not reach Mr. B. I realized that the chain’s links consist of lived experiences and relationships, not data in scientific journals.” With that realization in mind, Dr. Geng revisited Mr. B in hospice:


I returned to Mr. B. and began, “I was thinking that you might feel that the world has lied to you many times. I admit that I’m not well versed enough in laboratory science to verify the experiments, but I do know this: I’ve seen many people who have the same condition you have, and I’ve given them these medications, and today they are healthy, doing the things they want to in life, even if I cannot be certain exactly why or how. I have seen them for years. I am asking you to trust me on this one.”


After that conversation, Mr. B agreed to take antiretroviral medication and, over several weeks, he made a remarkable recovery. The account illustrates a reality we often forget, namely, our decisions in life are based on who we trust. Dr. Geng found a way to earn this patient’s trust, and summed up his remarkable experience this way:


…[O]ne of our oldest tools may turn out to be one of our best: talking with patients. By getting to know patients’ stories, and perhaps letting them know ours, we might be able to add a link to the chain of trust, even if it is a single one, and collectively these conversations may be one potential remedy for the afflicted social fabric of our times.”
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CHAPTER 8

Embracing interdisciplinary patient care




You’re asking me to work with equipment which is hardly very far ahead of stone knives and bearskins.

Mr. Spock, Star Trek

In a scene from Star Trek, the Enterprise’s first officer expresses frustration because he’s been teleported from the 22nd century back to the 1930s and asked to construct a mnemonic memory circuit with the tools available at that time. Many healthcare facilities face similar challenges because they exist in a digital Stone Age, which in turn makes interdisciplinary medical care next to impossible. Thought leaders in medicine have been encouraging colleagues to fully embrace interdisciplinary or interprofessional care for decades, with limited success. These limits become obvious when one considers the countless stories of failed cooperation between specialists and primary care clinicians, among specialists themselves and sometimes even between practitioners within a single practice. Take the case of a woman scheduled for a hip replacement whose orthopedist goes on vacation. The partner covering wasn’t aware of the treatment plan and managed the patient’s symptom flare with a gel injection, delaying her surgery. And then there is the man whose primary care physician prescribed a potassium supplement to help manage his hypertension. All was well until a few weeks later, when the man’s cardiologist ordered an angiotensin-converting enzyme inhibitor, which elevated his serum potassium levels, putting the patient at risk for hyperkalemia. The medical and legal literature is filled with thousands of cases of drug/drug interactions that have caused harm, many of which resulted from inadequate interprofessional cooperation.

On a more positive note, consider the experience of Dagmar Halamka. John’s mother recently experienced a major bleed in one of her abdominal muscles, referred to as an Iliopsoas hematoma, which in turn precipitated atrial fibrillation (AF) and a rapid ventricular response. Normally, AF is managed with cardioversion, which requires anticoagulants, but these medications are contraindicated in patients who have recently experienced bleeding. It was only through the cooperation of the hospital’s cardiologists, vascular surgeons, neurologists and radiologists that Mrs. Halamka was able to come through the ordeal unharmed.

The history of cortisone’s discovery is another excellent example of how interdisciplinary cooperation can have a positive impact on patient care. Philip Hench, a rheumatologist at the Mayo Clinic in the early 20th century, collaborated with Edward Kendall, a Mayo Clinic chemist, to discover the adrenal hormone and go on to share the 1950 Nobel Prize in Physiology or Medicine, along with Tadeusz Reichstein, a Polish-Swiss chemist.


RESEARCHERS AND CLINICIANS NEED TO TALK TO ONE ANOTHER

This kind of interdisciplinary cooperation is sadly lacking in many medical institutions and between medical scientists and those in seemingly unrelated scientific specialties. In 2014, for example, Isamu Akasaki, Hiroshi Amano and Shuji Nakamura shared the Nobel Prize in Physics for inventing the blue light-emitting diode (LED), a brilliant innovation.1 When combined with red and green LEDs, it’s now possible to generate white light cost-effectively and in an energy-efficient way. Unfortunately, the scientists failed to consider the effect that blue LED can have on human health. Had they maintained a line of communication with their medical colleagues, they would have discovered that light has a profound impact on human metabolism, temperature and the secretion of growth hormone. Daylight causes increases in all three parameters, but during the night, as the body seeks to regenerate, these levels are supposed to decline. Ainissa Ramirez, a materials scientist, points out: “The body’s switch to daytime mode appears to be triggered when special cells in the retina, called intrinsically photoreceptive retinal ganglion cells, detect blue light. Sunlight is rich in blue light, but so is the blue LED. By the early part of the twenty-first century, these cost-effective, energy-efficient, and now ubiquitous forms of light began to take part in altering our human physiology and even our ability to sleep.” Blue LED lights, which have been installed in many street lamps, also have a significant effect on older adults. By the time a person reaches 65 years of age, they can only see about 50% of the blue light that a 25-year-old can see, making it more dangerous for senior citizens to drive at night.

A similar disconnect exists in the biomedical research community, including at the U.S. National Institutes of Health (NIH). NIH consists of 27 institutes and centers, with a budget of $42 billion. Over the years, many critics have accused the agency of being too conservative in its funding and its choice of topics to explore. For instance, Eric Hekler, a social and behavioral scientist at the University of California, San Diego, believes that: “…the institutes in the NIH are too siloed and focused on improving outcomes in their own narrow fields, adding that this reductive approach often ignores the complexity of how health conditions interact and co-occur. For example, many of the underlying drivers of cancer elevate the risk of cardiovascular disease and vice versa…”2 Similarly, Greg Petsko, a biochemist at Harvard Medical School and Brigham and Women’s Hospital, believes “…NIH is currently organized with an outdated understanding of medicine. If it were to be created from scratch today, he’d prefer it to be organized by biological pathways and processes, such as cell growth and death, instead of by organ.” To address the lack of interdisciplinary research, a new group, the Advanced Research Projects Agency for Health (ARPA-H), has been signed into law. Part of the Department of Health and Human Services, its goal is to speed up biomedical and health research using a more interdisciplinary approach. NIH explains its mission this way:3


	Speed application and implementation of health breakthroughs to serve all patients.

	Foster breakthroughs across various levels — from the molecular to the societal.

	Build capabilities and platforms to revolutionize prevention, treatment and cures in a range of diseases.

	Support “use-driven” ideas focused on solving practical problems that advance equity and rapidly transform breakthroughs into tangible solutions for all patients.

	Focus on multiple time-limited projects with different approaches to achieve a quantifiable goal.

	Use a stage-gate process, with defined metrics, and inject accountability through meeting these metrics.

	Overcome market failures through critical solutions or incentives.

	Use the Defense Advanced Research Projects Agency (DARPA) as a model to establish a culture of championing innovative ideas in health and medicine.



The current approach to biomedical research and to clinical medicine fails to consider the fact that disease doesn’t respect artificially constructed boundaries. Researchers and clinicians both use a reductionistic approach that often ignores the complexity of how health conditions interact and co-occur. As we explained in Chapter 2, the reductionistic paradigm takes a divide-and-conquer approach to medicine, “rooted in the assumption that complex problems are solvable by dividing them into smaller, simpler, and thus more tractable units.”4 Although this methodology has led to important insights and practical implications in health care, it does have limitations. Reductionistic thinking has led researchers and clinicians to search for one or two primary causes of each disease and design therapies that address those causes. But many diseases have numerous interacting causes that cannot be fully understood without a systems biology approach. This applies not only to research that explores the etiology of disease, but to the everyday practice of medicine. Treating Type 2 diabetes with metformin and a special diet, for example, ignores all the other contributing factors that affect how well a patient responds to treatment. That includes the many social determinants of health, including their ability to afford medication and healthy food, their proximity to grocery stores that sell fresh fruits and vegetables and whole grain cereals and their ability to travel to and from their healthcare provider’s office.



PREREQUISITES FOR INTERDISCIPLINARY CARE

Cooperation between various biomedical entities requires several preconditions to flourish, including a willingness to share data, and infrastructure that enables interoperability. Both remain challenging prerequisites in today’s competitive healthcare ecosystem.

The 21st Century Cures Act, which became effective on June 30, 2020, mandates important changes in interoperability, information blocking and the Health IT Certification Program administered by the Office of the National Coordinator for Health Information Technology (ONC). Implementing the rule will, no doubt, benefit patients. Among its many provisions, the law requires patients to eventually be given access to all of their electronic health information (EHI), structured and/or unstructured, at no cost. While implementing the rules has the potential to improve care, it also poses challenges for providers, health information exchanges (HIEs) and tech developers, including electronic health record vendors, who must put the rule into effect.

April 5, 2021 was an important landmark because it marked the date when all providers, vendors, and HIEs were expected to comply with regulations by: 1) offering the public access to their healthcare data through application programming interfaces (APIs); and 2) doing their part to alleviate information blocking. There are eight types of data that must be made available to patients. All eight elements are part of United States Core Data for Interoperability (USCDI) and include:


	Consultation notes

	Discharge summaries

	History and physical exam notes

	Imaging narratives

	Lab reports

	Pathology reports

	Procedure notes

	Progress notes



The deadline for standardized API functionality allowing patients to be able to use their smartphones to connect with their health data was the end of 2022. The Cures Act requires not only that providers share data with patients, but also that providers share information with other healthcare systems. The latter requirement has been a contentious issue for several providers and vendors, who have been accused of blocking access to data to others to gain a competitive advantage.

Data blocking puts patients’ lives at risk, needlessly increases the cost of care and slows down innovative solutions among researchers and clinicians alike. Imagine if a gastroenterologist at a large hospital wants to share her patient’s EHR with a nutritionist in private practice, who can provide expert advice on a therapeutic diet. Any obstacles that the hospital puts in the way of her sharing those data will likely slow down the patient’s clinical improvement. Similarly, imagine an oncology researcher interested in applying the innovative science behind the mRNA vaccines used to prevent COVID-19 infections. There’s evidence to suggest that the technology used to develop the vaccines might also help in the development of cancer vaccines. But if the organizations sponsoring the biomedical researchers involved in developing the COVID-19 vaccine have data-blocking tools in place, this, too, would eventually impact patient care.

Most clinical information is digitized, accessible and shareable thanks to several technology and policy advances making interoperable EHR systems widely available. In 2016, the Cures Act made sharing EHI the expected norm in health care by authorizing the Secretary of Health and Human Services to identify “reasonable and necessary activities that do not constitute information blocking.” ONC’s 2020 Cures Act Final Rule, however, established several exceptions to the information-blocking rule. The Office of the National Coordinator for Health Information Technology (ONC) explains that information blocking is a practice by an “actor,” a healthcare entity or organization, that is likely to interfere with the access, exchange or use of EHI, except as required by law or specified in an information-blocking exception. The Cures Act applied the law to healthcare providers, health IT developers of certified health IT and HIEs/health information networks (HINs). The Cures Act established two different “knowledge” standards for actors’ practices within the statute’s definition of “information blocking.” In particular, for health IT developers of certified health IT, as well as HIEs/HINs, the law applies the standard of whether they know, or should know, that a practice is likely to interfere with the access, exchange or use of EHI. For healthcare providers, the law applies the standard of whether they know that the practice is unreasonable and is likely to interfere with the access, exchange or use of EHI.5

Providers who are concerned about adhering to the law and not compromising patient privacy should be aware of the exceptions to this data-sharing mandate. Eight information-blocking exceptions were established in the Final Rule. When an actor’s practice meets the condition(s) of an exception, it will not be considered information blocking. Importantly, the information-blocking exceptions are voluntary and offer actors certainty, but it’s also worth noting that even in cases where a practice does not meet any of the exceptions, it doesn’t automatically mean that information-blocking has occurred. Instead, such practices will be evaluated on a case-by-case basis to determine whether information-blocking has occurred.

The eight exceptions listed by ONC fall into two broad categories: Exceptions that involve not fulfilling requests to access, exchange or use EHI, and exceptions that involve procedures for fulfilling requests to access, exchange or use EHI.

In the first group are actions in which an actor engages in practices that are reasonable and necessary to prevent harm to a patient or another person, provided certain conditions are met. ONC includes four conditions in which this exception could apply:


	The actor must hold a reasonable belief that the practice will substantially reduce a risk of harm;

	The actor’s practice must be no broader than necessary;

	The actor’s practice must satisfy at least one condition from each of the following categories: type of risk, type of harm and implementation basis; and

	The practice must satisfy the condition concerning a patient’s right to request review of an individualized determination of risk of harm.



ONC explains the rationale for the position: “This exception recognizes that the public interest in protecting patients and other persons against unreasonable risks of harm can justify practices that are likely to interfere with access, exchange, or use of EHI.”

ONC also states that there is a reasonable exception to the information-blocking rule that takes into account the need to protect an individual’s privacy. It won’t be information-blocking if an actor doesn’t fulfill a request to access, exchange or use EHI in order to protect an individual’s privacy, provided certain conditions are met. To satisfy this exception, an actor’s privacy-protective practice must meet at least one of the four sub-exceptions:


	If an actor is required by a state or federal law to satisfy a precondition (such as a patient consent or authorization) prior to providing access, exchange or use of EHI, the actor may choose not to provide access, exchange or use of such EHI if the precondition has not been satisfied under certain circumstances.

	If an actor is a health IT developer of certified health IT that isn’t required to comply with the Health Insurance Portability and Accountability (HIPAA) Privacy Rule, the actor may choose to interfere with the access, exchange or use of EHI for a privacy-protective purpose if certain conditions are met.

	An actor that is a covered entity or business associate may deny an individual’s request for access to his or her EHI in the circumstances provided under 45 CFR 164.524(a)(1) and (2) of the HIPAA Privacy Rule.

	An actor may choose not to provide access, exchange or use of an individual’s EHI if doing so fulfills the wishes of the individual, provided certain conditions are met.



It’s also acceptable for an organization to not give patients access to their records to protect the security of those data. For this security exception to be valid, several conditions must be met: The practice must be directly related to safeguarding the confidentiality, integrity and availability of EHI; tailored to specific security risks; and implemented in a consistent and non-discriminatory manner. The practice must either implement a qualifying organizational security policy or implement a qualifying security determination.

There are several other circumstances in which an organization can deny access to patient data, which are described as the licensing, fees, content and manner, infeasibility and health IT performance exceptions, each of which are described in detail on the HealthIT.gov webpage.5

Providers will, no doubt, have technical questions about exactly how they should make data available to the patient population through the required application programming interface (API). The role of an API is to serve as a bridge between two software programs. For example, Apple provides developers with an API that allows their third-party programs to talk to Apple’s operating system. Similarly, APIs can bridge the gap between a collection of data elements like clinical notes in an EHR with a third-party application that lets patients view their notes on their smartphone or computer. The ONC has provided a standards-based API certification criterion to implement the Cures Act’s requirement that developers of certified health IT publish APIs that can be used “without special effort.” The new certification criterion requires standardized API access for single patient and population services and is limited to API-enabled “read” services using the HL7 Fast Healthcare Interoperability Resources (FHIR) standard. The FHIR standard, in addition to a set of adopted implementation specifications, provides known and consistent technical requirements for software developers.6

Regardless of the API a provider chooses to implement, it needs to meet certain security standards to reduce the risk of exposing protected health information to an unauthorized person or entity. More specifically, the app will have to use Transport Layer Security (TLS) version 1.2 or higher for all transmissions. It will also have to perform authentication and authorization using specified implementation specifications. In addition, the API technology will be required to respond to requests for data specified in the USCDI v1 according to the US FHIR Core implementation Guide (US FHIR Core IG) for FHIR Release 4.

As of October 6, 2022, providers have been required to make both structured and unstructured data available to patients. That includes narrative notes, transcriptions and similar content — essentially all EHI in a patient’s record. To accomplish that challenging feat will require the use of algorithms, machine learning and natural language processing. Giving patients and other eligible groups access to this treasure trove of valuable data has the potential to transform patient care.

Since October 2022, providers, developers and HIEs have been required to offer all the EHI in whatever form it exists, as long as it’s in a computable or machine-readable format. By the end of 2023, however, a publicly available export format must be provided by these organization so that patients can make sense of the information.

Of course, even when a provider is making a good faith effort to give patients quick access to their data, giving them access in a timely manner may be next to impossible if their digital infrastructure is antiquated. Unfortunately, many group practices and hospitals continue to rely on fax machines and the post office to deliver patient records, what Mr. Spock might have referred to as an interoperability Stone Age.

ONC defines interoperability as the ability of two or more systems to exchange health information and use the information once it’s received. The Healthcare Information and Management Systems Society (HIMSS) provides a broader definition: “It is the ability of different information systems, devices and applications (systems) to access, exchange, integrate and cooperatively use data in a coordinated manner, within and across organizational, regional and national boundaries, to provide timely and seamless portability of information and optimize the health of individuals and populations globally. Health data exchange architectures, application interfaces and standards enable data to be accessed and shared appropriately and securely across the complete spectrum of care, within all applicable settings and with relevant stakeholders, including the individual.”7

To understand healthcare interoperability, it’s useful to see it as four levels or building blocks. At the most basic level, it requires providers, insurers and other related entities to create the connections needed for one system or one app to talk to and share data with other entities. Moving beyond that level, they need to define the format, syntax and organization of their data exchange, what HIMSS refers to as structural interoperability. Level 3 requires semantic interoperability, which necessitates common models and the right coding, vocabulary, and standardization. Finally, for fully integrated interdisciplinary communication, entities require the appropriate governance, policies and legal structuring to seamlessly share patient data.

Because the vast majority of healthcare providers now have EHR systems in place, that’s one hurdle to interoperability that no longer exists. But once an EHR system is in place, it needs to be optimized for health information exchange, including the use of the proper standards, including SNOMED CT (Systematized Nomenclature of Medicine — Clinical Terms), the vocabulary of clinical terms used by clinicians to exchange health data. One reference source explains8: “By using numbers to represent medical concepts, SNOMED CT provides a standard by which medical conditions and symptoms can be referred, eliminating the confusion that may result from the use of regional or colloquial terms. The numerical reference system also facilitates the exchange of clinical information among disparate health care providers and electronic medical records (EMR) systems.” Other standards needed for optimal health data exchange include:


	RxNorm, for normalized clinical drugs

	LOINC (Logical Observation Identifiers Name and Codes), used to identify health measurements, observations, and documents.

	CPT (Current procedural terminology), a set of codes from the American Medical Association that enables providers to bill for outpatient and office procedures.

	RADlex, a collection of standardized terms for radiology.

	ICD-10, International Statistical Classification of Diseases and Related Health Problems, which classifies diseases, signs and symptoms, and other terms used in diagnosis.





HOW TO FACILITATE INTERDISCIPLINARY CARE

A willingness to share data and availability of infrastructure to enable interoperability are important first steps to achieving full interdisciplinary patient care, but they’re only a foundation upon which the house must be constructed. There are numerous barriers that still need to be addressed. Cloe Rawlinson, at the Center for Primary Care and Public Health, Lausanne, Switzerland, and colleagues have cataloged a long list of these barriers, dividing them in systemic, organizational, interpersonal and individual subsections.9

Among the systemic-level barriers are inadequate reimbursement policies to cover interprofessional communication. Some medication mishaps, for instance, result from the lack of face-to face consultations between pharmacists and physicians, which are not always covered by existing policy or lack long-term funding.10 Equally important is the lack of interdisciplinary training during clinicians’ initial education. The fragmentation of care that exists throughout the healthcare ecosystem also shares much of the blame.

Such fragmentation has existed for decades, exacerbated by the exponential growth in specialty medicine since World War II. Currently more than two-thirds of American physicians are specialists.11 The result is many patients see a cardiologist, neurologist and infectious disease specialist, for example, who rarely communicate with one another. In the 1960s, a movement emerged to counter this fragmentation, which led to the creation of a new specialty: family medicine. In theory, that was supposed to put the primary care physician at the helm of the ship, coordinating care, reviewing reports for all the relevant specialists and serving as a gatekeeper who would detect miscommunication, drug interactions, and the like. But as Elizabeth Rourke, M.D., at Brigham and Women’s Hospital has pointed out:


By the 1980s, however, financial considerations had driven the development of multiple ways of providing care that opened the door to even greater fragmentation in medicine. Initially, a decrease in the number of solo practices and growth of group practices led to an increase in the size of call groups and greater heterogeneity in coverage, separating patients from an individual, personal doctor. This process was intensified with the introduction of managed care in the 1990s, when patients often found that their new insurance plan no longer covered care by their old doctor, severing existing therapeutic relationships.11


Among the organizational barriers to interprofessional cooperation are lack of shared data systems, constraints on the data some clinicians can get access to, poorly designed referral systems and too few clinicians to meet patients’ needs. Rawlinson and colleagues also discuss inter-individual barriers, including a lack of appreciation in one profession for the contributions offered by other groups and what they describe as the “desire to protect its territory/professional identity.”9

Among the solutions that need to be considered are policies and procedures that address the imbalance of power between disciplines, a lack of clarity on what exactly is the function and scope of practice for each discipline and the poor communication that often exists between groups. Shared decision-making and shared care guidelines/pathways would also help improve interprofessional cooperation. In the UK, the National Health Service has put several shared care guidelines in place to foster interdisciplinary care, including those that help specialists and primary care providers share the responsibility of prescribing and monitoring drug therapy. For example, the shared care guideline for prescribing amiodarone and dronedarone for the treatment of arrhythmias outlines the responsibilities of the prescribing physician as well as secondary care responsibilities and monitoring in primary care.12



WE NEED AN INTERDISCIPLINARY APPROACH TO AI

The need for interdisciplinary cooperation also extends to the use of artificial intelligence (AI) in medicine. AI-enabled algorithms can’t exist in an operational vacuum. To really benefit our patients, they need to be deployed with the help of an interprofessional team of experts and a set of “delivery science” principles about which most developers are not aware.

As data scientists and informaticists develop innovative digital tools to improve the diagnosis and treatment of disease, they sometimes overlook the fact that these algorithms need to “play well with others.” To be truly useful to clinicians and administrators in everyday medical practice, they have to fit into their workflow routines, be appealing enough for them to actually want to use them, reduce their workload and improve patient outcomes. To accomplish this rather formidable to-do list will require an interdisciplinary approach that’s often lacking in many healthcare systems. Ron Li, Steven Asch and Nigam Shah, at Stanford University, explain it this way: “In order to safely and effectively bring AI into use in healthcare, there needs to be a concerted effort around not just the creation, but also the delivery of AI. This AI ‘delivery science’ will require a broader set of tools, such as design thinking, process improvement and implementation science, as well as a broader definition of what AI will look like in practice, which includes not just machine learning models and their predictions, but also the new systems for care delivery that they enable.”13

A closer look at one of the mortality predictive models that Stanford has developed illustrates how many challenges exist when an AI model is put into a real-world setting. Li and colleagues created an all-cause mortality prediction model that they hoped would improve palliative care services with better advance care planning. But instead of forcing the algorithm onto unwilling end-users, the team used proven design process improvement methodology to look for ways in which the model might break down, and design thinking techniques to “observe how these processes affected the thoughts, feelings, and experiences of frontline stakeholders.” Most importantly, they engaged with staff members from a variety of disciplines, including physicians, nurses, social workers and occupational therapists, during the design process — from the beginning. As Li and colleagues point out:


…[D]esign thinking tools such as empathy mapping helped us more deeply understand how underlying feelings around role clarity and power structures between physician and non-physician members of the care team affected advance care planning workflow. These insights led us to identify key design goals that otherwise would not have surfaced, such as the need to empower non-physician care team members to identify candidate patients and lead the coordination of advance care planning…13


In addition, Li and colleagues employed the latest innovations in implementation science and systems engineering. There are well-documented principles and techniques that can be brought to bear when AI algorithms are being installed in a hospital or office practice. They enable decision makers to understand the mechanisms involved in bringing about the improvements in advance care planning in the above scenario, for instance. These management tools are also capable of giving decision makers an understanding of the structure, patterns and processes of workflows that were most useful during the implementation process.




FIGURE 8.1

Mayo Clinic Platform Suite of Products
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A second AI delivery approach worth consideration is sometimes referred to as vertical deployment. In more traditional industries, products are brought to market only after their initial construction and testing are plugged into a supply chain matrix that includes other critically important, synchronized steps. We recently described this AI vertical deployment in Digital Medicine, in a paper co-authored by Joe Zhang at the Institute of Global Health Innovation, Imperial College London, and others. Once again, the emphasis is on cooperation among many diverse players: The goal is “To move beyond academically focused groups to cross-disciplinary teams, where end-users, developers and deployment engineers, and implementation experts, play as significant a role as clinician scientists and data scientists.”14 At Mayo Clinic, we have adopted this “one-stop-shopping” approach using the Mayo Clinic Platform’s four key components. Gather, Discover, Validate and Deliver (Figure 8.1). These digital tools are discussed at length on the Mayo Clinic Platform website and in our weekly blog on the digital health frontier.15
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CHAPTER 9

Patients need a much louder voice




I started feeling like a mechanic working on cars that were wrecked by people who’d never learned to drive. What’s needed is not more mechanics but a little driver’s education.

Tom Ferguson, M.D., Medical Self-Care Magazine

The late Dr. Ferguson’s lament was based on his experience as a physician in training as he witnessed all the lifestyle-induced diseases in hospitalized patients. At about 30 years old when he enrolled in medical school, he was much older than the average student. He was trained at Yale University, with a strong emphasis on research and textbook medicine but wanted to concentrate more on what he called “people medicine.” What really turned Dr Ferguson’s attention toward medical self-care during his hospital training were all the inpatients who were suffering from conditions that could have easily been prevented.


I saw sedentary, overweight men who had atherosclerotic heart disease. I saw heavy smokers who were dying of emphysema and lung cancer. Heavy drinkers who had liver disease. People with peptic ulcers that had come about as a result of emotional difficulties. Women with breast cancer who had ignored the symptoms until the disease was totally out of control.”1


Dr. Ferguson’s comments touch on one of the themes of this chapter, namely the need for more medical self-care. Other issues that we discuss include shared decision-making, patient advocacy, patient-generated health data and the recognition that sometimes patients actually know more than we do as health professionals and may, in fact, be better informed. That’s especially the case for well-educated patients who have spent many years coping with a rare disorder or a set of signs and symptoms that defy definitive diagnosis and treatment options.


MEDICAL SELF-CARE

By one estimate, about 80% of all chronic diseases are caused or exacerbated by lifestyle choices.2 Most clinicians are familiar with these choices, including bad diet, lack of exercise, cigarette smoking and emotional stress. They are also all too familiar with the resistance they face when trying to convince patients to make changes. However, improvements in lifestyle habits are only part of medical self-care. Adherence to routine preventive care, including vaccinations, cancer screenings, serum cholesterol testing, blood pressure screening, cultivating a healthy social network of friends and family, choosing a primary care provider and taking advantage of available mental health services can all play a major role in maintaining wellness and reducing the risk of disease. And for those patients who must cope with existing diseases, medical self-care includes educating themselves about how to manage their condition.

Unfortunately, given the current insurance reimbursement environment that exists in health care, most medical practices have a very limited window to discuss these issues at length with their patients. But that does not prevent them from providing patients with printed and online resources. Several free and paid resources are worth exploring:


	Centers for Disease Control and Prevention has fact sheets on atrial fibrillation, heart failure, stroke, hypertension, the difference between how men and women present with heart disease, immunization, tuberculosis and a wide variety of other topics.3

	The American Heart Association offers patient information on aortic aneurysm, acute coronary syndrome, peripheral artery disease and venous thromboembolism, all of which are included in its Patient Education Catalog.4

	Mayo Clinic offers a virtual encyclopedia of patient education materials, organized in alphabetical order. There is also a symptom checker, encyclopedias that discuss tests and procedures, drugs and supplements, as well as a virtual book store to buy ebooks and print versions.5

	UpToDate, a subscription-based clinical support system, provides a large library of patient education materials, including resources on COVID-19, oral steroids, most major diseases, electroencephalograms, surgical procedures and breastfeeding.6



Pointing patients toward medical apps and websites that are well-supported by evidence, on the other hand, is more difficult because there are so many unreliable sources. The National Institute of Health’s National Institute on Aging provides several tips for the public on separating the wheat from the chaff.7

For instance, the agency stressed the need to use one’s critical thinking skills when evaluating a website. Among the questions one should encourage patients to ask themselves:


	Who sponsors/hosts the website? Is that information easy to find? Websites cost money to create and update. Is the source of funding (sponsor) clear? Knowing who is funding the website may give patients and consumers insight into the mission or goal of the site. Sometimes, the website address (called a URL) is helpful. The URL ending “.gov” identifies a U.S. government agency;.edu indicates an educational institution, like a school, college or university;.org usually identifies nonprofit organizations (such as professional groups; scientific, medical, or research societies; and advocacy groups); while .com identifies commercial websites (such as businesses, pharmaceutical companies, and sometimes hospitals).

	Who wrote the information? Who reviewed it? Authors and contributors are often, but not always, identified. If the author is listed, ask yourself — is this person an expert in the field? Does this person work for an organization and, if so, what are the goals of the organization? A contributor’s connection to the website, and any financial stake he or she has in the information on the website, should be clear.

	Is the health information written or reviewed by a healthcare professional? Dependable websites will tell you where their health information came from and how and when it was reviewed.



Trustworthy websites will have contact information that you can use to reach the site’s sponsor or authors. An email address, phone number and/or mailing address might be listed at the bottom of every page or on a separate “About Us” or “Contact Us” page.

Web users need to be especially careful about testimonials. Personal stories may be helpful and comforting, but not everyone experiences health problems the same way. Also, there is a big difference between a website, blog or social media page developed by a single person interested in a topic and a website developed using strong scientific evidence (that is, information gathered from research). No information should replace seeing a doctor or other health professional who can give you advice that caters to your specific situation.


	Is the information up to date? Often, the bottom of the page will have a date. Pages on the same site may be updated at different times — some may be updated more often than others. Older information isn’t useless, but using the most current, evidence-based information is best.

	What is the purpose of the site? Why was the site created? Know the motive or goal of the website so you can better judge its content. Is the purpose of the site to inform or explain? Or is it trying to sell a product? Choose information based on scientific evidence rather than one person’s opinion.

	How secure is the website, and does it clearly state a privacy policy?



Read the website’s privacy policy. It is usually at the bottom of the page or on a separate page titled “Privacy Policy” or “Our Policies.” If a website says it uses “cookies,” your information may not be private. While cookies may enhance your web experience, they can also compromise your online privacy — so it is important to read how the website will use your information. You can choose to disable the use of cookies through your internet browser settings.


A QUICK CHECKLIST FOR PATIENTS

You can use the following checklist to help make sure that the health information you are reading online can be trusted. You might want to keep this checklist by your computer.


	□Is the sponsor/owner of the website a federal agency, medical school or large professional or nonprofit organization, or is it related to one of these?

	□If not sponsored by a federal agency, medical school or large professional or nonprofit organization, is the website written by a healthcare professional or does it reference one of these trustworthy sources for its health information?

	□Why was the site created? Is the mission or goal of the sponsor clear?

	□Can you see who works for the agency or organization and who authored the information? Is there a way to contact the sponsor of the website?

	□When was the information written or the webpage last updated?

	□Is your privacy protected?

	□Does the website offer unbelievable solutions to your health problem(s)? Are quick, miracle cures promised?






PATIENT-GENERATED HEALTH DATA

Encouraging medical self-care is only one of many ways to empower patients. Utilizing patient-generated health data (PGHD) is another. The Office of the National Coordinator for Health Information Technology (ONC) defines PGHD as “health-related data including health history, symptoms, biometric data, treatment history, lifestyle choices, and other information-created, recorded, gathered or inferred by or from patients or their designees.”8 Having access to these kind of data can significantly improve the clinician’s window into a patient’s lifestyle, healthy and harmful habits, as well as a long list of biometric parameters that can guide treatment. George Demiris, Ph.D., with the University of Pennsylvania School of Nursing, and his colleagues emphasize that: “PGHD tools are perceived as ways to capture and even “amplify” the patient voice in the healthcare system and strengthen the patient-provider relationship, increasing patient safety and information access.”8 Such tools include implantable devices, wearable devices like exercise trackers, blood pressure monitors, pulse oximeters and glucose meters. There are also devices and mobile apps that can measure mobility, sleep quality, nutritional status, social interactions, psychosocial stress levels and water/air quality.

PGHD is slowly finding its way into the clinical decision-making process, although we have a long way to go before we see full routine integration into electronic health record (EHR) systems (Figure 9.1). It has been used to improve progress notes, status dashboards, and to inform interview questions during face-to-face interviews with patients. Ideally, PGHD will improve shared decision-making as well. There is evidence to suggest that such data may also improve clinical outcomes. The Agency for Healthcare Research and Quality (AHRQ) recently conducted a detailed review of the impact of PGHD and mobile apps on chronic diseases. It included 114 controlled studies, 118 unique devices and 11 chronic conditions.9 They found:


	For three chronic conditions (coronary artery disease, heart failure and asthma), a possible positive effect of PGHD technologies on health outcomes was reported.

	For obesity, AHRQ classified the health outcome data as unclear, and found consistent evidence of a lack of effect of PGHD interventions on the surrogate outcome of body mass index/weight.

	For hypertension, AHRQ classified the health outcome data as unclear, and found evidence of a possible positive effect of PGHD interventions on the surrogate outcome of blood pressure.

	For cardiac arrhythmias, the agency classified the health outcome data as unclear but found consistent evidence of a beneficial effect of PGHD interventions on the surrogate outcome of time to arrhythmia detection.

	The evidence on both health outcomes and surrogate outcomes was unclear for the other five conditions (chronic obstructive pulmonary disease, diabetes prevention, sleep apnea, stroke and Parkinson’s disease).



The AHRQ clearly indicates that PGHD has potential but is not playing a pivotal role in patient care. A recent experiment involving patients with rheumatoid arthritis demonstrates that it can. Louise Laverty, with the Center for Health Informatics at the University of Manchester, UK, and her colleagues analyzed clinical consultations between 20 patients and their clinicians to determine how these data might be used. The data, collected by smartphone app, required them to input their signs and symptoms over time, including pain, function, fatigue, sleep, physical well-being, emotional well-being, coping and morning stiffness.10 Those data were made available to clinicians in the EHR system through a series of graphs.


FIGURE 9.1

Patient generated data can feed EHR system

[image: Patient generated data can feed HR system]

One of the main advantages of having access to this information was the fact that it gave them a longitudinal view of a patient’s condition, rather than the snapshot they typically obtain during a clinic visit. The graphs enabled clinicians to detect trends over time and to discuss spikes in a patient’s signs and symptoms. That, in turn, opened up the conversation about possible triggers and what might be causing flare-ups.

The experiments also revealed three ways in which clinicians used PGHD. Laverty and colleagues explain: “Our analysis showed that there were three main ways in which clinicians used the PGHD from the app with patients: To invite patients to collaborate (during the Introductory phase), to corroborate patients’ verbal accounts (during the Review phase), and to convince patients that further action was needed (during the Concluding phase).”10

Of course, like all technologies, there are limitations and trade-offs to consider. For this approach to work, patients had to become active participants in their own care. Some welcome that opportunity, others find it a burden. They have to be disciplined enough to record their findings and be observant enough to notice changes in the body. And for clinicians, there is the extra time and expense of collecting and interpreting the findings. But on a more positive note, it also promoted shared decision-making.

Patients who are willing to become active participants in their care may also benefit from OpenNotes, which describes itself as “an international movement advocating for greater transparency in healthcare. Through research and education, we identify and disseminate best practices for sharing medical information with patients and their care partners.”11 It gives patients access to their clinical notes, which helps build trust between clinicians and patients and establishes a more transparent means of communication. The OpenNotes system was launched in 2010 at Beth Israel Deaconess Medical Center in Boston, at Geisinger Health System in Pennsylvania and at Harborview Medical Center in Seattle. Over 100 primary care physicians recruited 20,000 patients to read their notes through secure online portals. The results of the experiment surprised many observers. Clinicians were not overwhelmed with a heavier workload and patients liked having access to the information. Delbanco and colleagues reported: “Patients accessed visit notes frequently, a large majority reported clinically relevant benefits and minimal concerns, and virtually all patients wanted the practice to continue. With doctors experiencing no more than a modest effect on their work lives, OpenNotes seem worthy of widespread adoption.”12 More specifically, only 1% to 8% of patients said that access to their records caused confusion, worry or offense, and 60% to 78% of patients who had been taking medications said they had become more adherent as a result of gaining access to their records. Since that study was conducted, the U.S. Department of Veterans Affairs has introduced its Blue Button personal health record that includes OpenNotes. By 2016, OpenNotes had given 10 million Americans access to their clinical notes through a secure online system.



PATIENT ADVOCACY

The emergence of patient advocacy groups in recent years has also helped to ensure shared decision-making in medicine. The philosophy of such organizations is summed up by the National Patient Advocate Foundation (NPAF): “The health care system should work for all of us. Let’s change it together.”13 Groups like this can address several related issues that impact patients’ ability to obtain high-quality care, including the lack of health equity, the costs of care, inadequate health literacy, poor care planning and coordination and problems obtaining adequate insurance coverage.

NPAF has developed several initiatives to deal with these issues. Its Trust and Equity Project, for instance, is building better relationships between patients and clinicians with the help of storytelling and the development of active listening skills among healthcare professionals. The organization also encourages the use of decision support tools, including brochures, audiovisual materials, interactive web sites and counseling sessions to help patients “…vocalize their needs, goals, and expectation when discussing their care…Decision support tools (DSTs) help patients and their health care providers participate in decision-making about their health care options. They utilize structured guidance to encourage open, honest communication about the likely benefits and harms for treatment options as well as provide opportunities for patients to identify and articulate their values and preferences. Effective use of DSTs is critical to shared decision-making and coordinated care planning. These tools should be available at every important decision point throughout the care continuum.”

The Patient Advocate Foundation (PAF) has a similar mission. It offers an educational resource library that provides guidelines on navigating the disability process, paying for medications, managing costs associated with a serious illness, federal and other governmental protections and how to deal with health insurance denials and appeals, which includes advice on how to construct an appeal submission. PAF’s “Engaging with Insurers: Appealing a Denial” is especially useful, explaining common reasons an insurer may have denied a procedure, test or medication. It then outlines the formal appeals process, which often requires the medical provider to engage in a peer-to-peer conversation with someone at the insurance company. “Typically, your provider shares your treatment history, details about your illness, and explains why they feel the prescribed treatment is the best course for your condition. Since your provider is having this conversation with a medical director, the denial can be overturned at this stage. That way, you will not have to continue with the formal appeals process and the care in question can be paid or you will be able to receive the care you were prescribed.”14

There are also clinician-supported organizations that see the value of patient engagement and empowerment, including the Society for Participatory Medicine. Its manifesto states that its member acknowledge that “my patients are the experts on their own life, body, and mind” and will use plain language for clear and accurate communication. The organization also wants patients to “be prepared to share my story and experiences completely, accurately, and honestly ask questions of healthcare professionals and voice my concerns.” Equally important is the respect it requires of both clinicians and patients. “Respect patient perspectives based on culture, upbringing, and circumstances; encourage my patients to be honest by being respectful and non-judgmental.” Similarly, it expects patients to: “Take the time to make sure I understand what my healthcare professionals are telling me, and respect my loved one’s wishes about sharing information and gathering research.”15



WHEN THE DIAGNOSIS IS UNCERTAIN

Respect for a patient’s perspective is especially relevant when a definitive diagnosis is unavailable. As we pointed out earlier in the chapter, we need to recognize that sometimes patients actually know more than we do as health professionals and may, in fact, be better informed. That’s especially the case for well-educated patients who have spent many years coping with a rare disorder or a set of signs and symptoms that defy definitive diagnosis and treatment options. Any attempt to redefine the boundaries of medicine needs to humbly acknowledge that the diagnostic process itself has many flaws and may need to be re-examined if we hope to give patients a stronger voice in their own care.

In Reinventing Clinical Decision Support, we discussed the diagnostic process in detail, including the epidemic of misdiagnoses that occur each year and the cognitive errors to which clinicians are susceptible.16 But at a more fundamental level, it’s important to rethink the concept of medical diagnosis itself. In principle, a diagnosis is a label and as such, can represent a “stamp of approval” that gives clinicians confidence that the underlying pathology is understood — and usually actionable. But there are at least two assumptions here that require closer scrutiny.

Putting a label on a set of signs, symptoms and test results may sometimes limit our understanding of the underlying pathology. As we have explained elsewhere in this book, systems biology and its offspring, network medicine, takes a more holistic approach, looking at all the diverse genetic, metabolic and environmental factors that contribute to clinical disease. Labeling a patient’s condition as diabetes mellitus, for instance, may give the impression that a patient has a pancreatic/metabolic disorder that simply requires controlling their blood glucose level. But in fact, the disease is much more than that; it’s a systemic disorder that requires a broader approach that goes beyond the reductionistic approach. Joseph Loscalzo, M.D., and colleagues posit that the reductionistic approach falls short:17


As we move into the realm of increasingly complex chronic diseases, this straightforward approach fails to provide the insight needed to explain disease pathogenesis…Modern definitions of disease have their origins in the late 19th century, at which time Osler first applied the principle of clinicopathological correlation to pathogenesis. This approach involved characterizing and categorizing clinical signs and symptoms, then linking those observations to abnormalities observed at autopsy. As a result, what had previously been vaguely contrived descriptions of illness, such as ague or dropsy, could be explained often as being caused by different relatively specific disease processes generally affecting a single organ.


While this approach has been successful in generating effective treatments for countless disorders, it fails to recognize that most diseases are systemic in nature. At the preclinical stage of most diseases, the drivers of disease expression are not specific; instead, they include non-specific mechanisms, such as inflammation, immune response, thrombosis, fibrosis and cell proliferation.

The second diagnostic assumption that requires closer scrutiny is more pernicious. The history of medicine includes several diagnostic labels that have done more harm than good. In the past, same-sex attraction has been labeled as a type of deviancy requiring treatment. In the 1970s, for instance, at least 70 men were forced to undergo brain surgery to “fix” the problem. Others have been required to submit to electroconvulsive therapy. Even today, those in the LGBTQ community have been subjected to conversion therapy in many countries that continue to adhere to such diagnostic abuses.18

In the 1800s, a diagnosis of status lymphaticus likewise subjected patients to needless harm, in this case, by excusing clinicians who might have otherwise been accused of manslaughter. Many pediatric patients had been undergoing surgeries performed with chloroform as an anesthetic. Despite evidence that pointed to the drug as the cause of complications, status lymphaticus was diagnosed, supporting the claim that the deaths were the result of overgrowth of lymphoid tissue and an enlarged thymus gland. The creation of this scientifically questionable diagnosis allowed clinicians to sweep these deaths under the rug.

Neurologist Jules Montague, M.B., M.R.C.P.I., Ph.D., offers several potential solutions to such diagnostic overreaching: “Widen the diversity of people involved in the construction of diagnoses, ensure the reporting of conflicts of interest, and hold regular patient reviews with the intention of ‘de-diagnosis or diagnosis rethink.’ ”18

Regarding potential conflicts of interest, there is evidence to suggest that pharmaceutical companies can sometimes influence to diagnostic labels placed on patient subgroups, including the diagnosis of fibromyalgia. In addition, there’s reason to suspect that a subtle racism can sometimes distort the diagnostic process. Black men in police custody have been diagnosed with “excited delirium,” but as one commentator suggests, “the symptoms of excited delirium are perhaps all equally applicable to a petrified person frantically battling to escape brutal force.” She argues that this is a diagnosis used by external stakeholders to “distract from — or even conceal the use of — restraint and unlawful force.”18 That is not to suggest that prisoners exhibiting violent behavior do not need to be managed in a way to prevent harm to corrections officers and fellow prisoners, but labeling such patients as suffering from a medical disorder can distort reality.

Adjustment disorder is another diagnostic label that has questionable validity, especially among patients who are incarcerated. Consider the homeless Black man who has been put in jail because of trespassing or disorderly conduct. If he acts out by yelling or sobbing loudly, the prison psychiatrist may list this diagnosis, which the Diagnostic and Statistical Manual of Mental Disorders explains presents with symptoms that are prompted by an identifiable stressor and which usually resolve once that trigger has been eliminated. While that diagnosis sounds legitimate in theory, Nathaniel Morris, M.D., with the University of California San Francisco raises the question: “If an elderly Black man living in poverty on the streets, surrounded by a society that provides him with little assistance and does not seem to care about him, becomes distressed when put in handcuffs, does he have a mental disorder? Should he ‘adjust’ to this unjust reality, or does the disorder lie in the systems around him?”19



IN THE FINAL ANALYSIS

To summarize, the take-home messages outlined in the last nine chapters:

Artificial intelligence-enabled algorithms are becoming a reality, but need to be more equitable, and better validated.

To move into the future, the profession needs to take a critical look at how medical knowledge is derived, and who should be providing that knowledge. Evidence-based medicine has transformed health care but it’s been too narrowly defined.

Expertise also needs to be reimagined, and broadened to include many “unlettered” experts. And those already in positions of influence and authority would do well to heed Neil deGrasse Tyson’s advice: “One of the great challenges in life is knowing enough to think you’re right, but not enough to know you’re wrong.”

Combining high-tech and high-touch patient care means we have to find a larger role for spirituality and the humanities in everyday clinical practice.

Similarly, we urgently need to deemphasize pharmacotherapy and reemphasize lifestyle medicine.

One-size-fits-all health care is slowly giving way to a more precise, personalized approach that takes into account each person’s unique environmental and genetic risk factors. For that transformation to reach its full potential, it will require the use of several emerging tools that give each patient a unique “topographical map” to navigate the journey.

Failed cooperation between specialists and primary care clinicians and among specialists themselves is causing countless medical errors. The solution includes more robust interoperability, a greater willingness to share patient information and an end to data blocking.

To combat misinformation, we need to TALK to patients and get to know their stories. It will require a patient education approach from clinicians that encompasses trust, respect, empathy, humility and better listening skills.

Redefining and reimagining the future of medicine is no easy task, and no matter how translucent our crystal ball may be, there are always risks. Nonetheless, the evidence presented here justifies the optimistic perspective outlined in these pages. This evidence-based optimism is based on the fact that several boundary expanding priorities are already taking hold — and more are on the way. As Mahatma Gandhi so eloquently stated: “Every revolution begins with a single act of defiance.” This is our act of defiance.
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Modern medicine, with all its virtues and flaws, needs to be
re-imagined. We must embrace a better way to identify effective
treatments. Medical expertise has to be re-examined. We need more

robust interoperability and a greater willingness to share patient

information. Artificial intelligence must be unbiased and actually

improve patient care. It’s time to rethink much of the conventional

wisdom that has been handed down over the decades.

Redefining the Boundaries of Medicine
explains how to do just that.
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