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        Preface to the Third Edition

      
      It was twenty years ago when, after regaling my mother with some clever economic reasoning, she looked at me with a combination of fear and sadness in her eyes and called me a monster. I didn’t have the heart to tell her it was much worse than that—I was an economist! The next day I began work on what turned out to be the first edition of this book, with the goal of explaining to my mother what it is I do for a living. I never expected it to be published by the prestigious University of Chicago Press, let alone be so successful and make it to this, a third edition.

      While this edition retains several topics from earlier editions, such as kidney transplants, copyright, value of life, moral hazard, and addiction, I have significantly updated much of the discussion. Furthermore, there are a number of topics new to this edition, including, but not limited to, eminent domain, various forms of criminal punishment, preexisting condition health insurance, and prevention vs. treatment of illness. The writing continues to be nontechnical with no graphs, no math, and just the occasional numerical example when it facilitates the presentation of the material.

      One major difference with this edition is its format. Instead of eight or nine long chapters each made up of several shorter sections, this edition has twenty-five short chapters. I have found over the years that, from a pedagogical perspective, the short chapters are well received by my students. I generally have them read one chapter to complement one or two of my class lectures in which I delve into the material more thoroughly and formally. These short chapters work especially well in seminar settings, with each chapter being a springboard to what can often be a lively discussion. Students appreciate brevity, and I believe anything that increases the likelihood of them doing their readings greatly enhances the teaching experience.

      In keeping with the notion of brevity, I’m going to wrap up this preface by saying that I hope this new edition continues to be appreciated for its accessible and engaging approach to presenting economic reasoning to a broad audience. As I am closing in on retirement, this may be the last book I ever write. Unless, of course, one day the University of Chicago Press asks for a fourth edition.
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        1  Stepping into Social Policy Analysis

      
      In analyzing social issues, I was trained as an economist not to make moral judgments about right or wrong but to try to identify the trade-offs—that is, the costs and benefits—of whatever issue is at hand. I have seen many of my students struggle with this approach, not just in terms of performing well on their exams but in accepting it as a legitimate way to think about public policy. To introduce them to the economic way of thinking, I present a three-step approach to resolving social issues:

      

      Step 1: Identify the theoretical trade-offs of the issue in question. This step requires the cataloging of costs and benefits, two concepts that are at the heart of every economic analysis of policy issues. For whatever social issue you can think of, there will always be costs and benefits—that is, trade-offs—associated with every proposed or implemented policy solution. There is no such thing as a “win-win” solution to resolving a social issue—there will always be those in favor of the resolution and those against it. Let’s face it, if everyone could agree on the resolution of a social issue, it wouldn’t be much of an issue in the first place.

      Economists have a way of identifying costs and benefits that few others would ever consider, largely due to our ability to detach ourselves from many of the personal and emotional concerns that can complicate policy analysis. We can argue in favor of drug abuse, obesity, crime, and even death. We can argue against safer products, pollution control, and preventive medicine. Economists are a lot of fun to talk to at parties, if only we were ever invited to any.

      Step 1 is where economic analysis begins and, for many economists, it is also where economic analysis ends. There are many economic theorists who don’t concern themselves with taking their analyses any further than their abstract models. Yet economics is a social science, meaning that somewhere along the way, economic analysis must concern itself with real-world social issues. How do the costs and benefits of any social policy stack up against each other? The answer to this question ultimately requires some form of empirical verification and quantification of the trade-offs in question. This leads us to the next step.

      

      Step 2: If possible, empirically verify and measure the trade-offs to determine whether the costs outweigh the benefits or vice versa. If you are interested in proposing a policy solution, it helps to have some idea that the trade-offs identified in Step 1 actually exist in the real world. Furthermore, to justify your solution, it generally will be useful to demonstrate that the benefits of your solution outweigh the costs, so quantifying a range of estimates for the trade-offs is also important to do. You may just have a sincere gut feeling about the value of your solution, or you may want to pull out some serious statistical tools to support your claim. Either way, Step 2 can be a difficult stage.

      Some of the most passionate debates in economics involve disagreement over the interpretation of empirical evidence. It is not uncommon to find a substantial body of evidence that supports a particular hypothesis, only to find that there is an alternative substantial body of evidence that refutes the same hypothesis. For example, consider the following two quotes from economists who have empirically studied whether implementing the death penalty can reduce the murder rate:

      
        Recent empirical studies have shown, without exception, that capital punishment deters crime. Using large data sets that combine information from all fifty states over many years, the studies show that, on average, an additional execution deters many murders.

        The U.S. data simply do not speak clearly about whether the death penalty has a deterrent or anti-deterrent effect. The only clear conclusion is that execution policy drives little of the year-to-year variation in homicide rates. As to whether executions raise or lower the homicide rate, we remain profoundly uncertain.

      

      These two quotes both appeared in scholarly articles published in 2005, and they illustrate a common problem found in most (if not all) empirical debates in economics: empirical studies simply lack the ability to definitively resolve social issues. How else do you explain conclusions that range from “studies have shown without exception” to “we remain profoundly uncertain” that the death penalty can reduce the murder rate, when the economists are reviewing the same body of scholarly research?

      These opposing empirical views often paint economics in a bad light. Can there be no consensus among economists when it comes to important social policy issues? It is important to recognize that these empirical inconsistencies have little to do with the way economists use economic reasoning to analyze social issues. Instead, these inconsistencies stem from the problematic nature of statistical analysis.

      First, empirical analysis requires data, which can come from several sources such as surveys, observable market information, or controlled experiments. Unfortunately, data collection is often difficult to do and, as a result, data are often measured inaccurately. Second, the real world is a big and messy place to study. A lot of data that ideally would be needed to accurately measure trade-offs simply may not be available. Third, there are many different statistical methods that can be used to measure the same trade-offs. Advances in computer technology and statistical software have made it possible for almost anyone with a computer to do sophisticated empirical work, so you often see many different approaches to the same problem. Finally, empirical approaches can differ not only in statistical techniques but also in empirical design. What data are most relevant? If there are alternative ways to measure the same variable, which measure should be used?

      Fortunately, there are procedures that deal with many of these problems, and the best empirical work deals openly with these shortcomings. What is most important for empirical work is to allow others to be able to verify the integrity of your data and replicate your results. Being able to examine the robustness of the results of any particular study is important in determining the value of that study. Economists have legitimate and passionate disagreements in how to measure trade-offs, but these are simply an unavoidable consequence of the nature of empirical work. Any academic discipline that attempts to apply empirical analysis to policy issues will have to confront these same problems.

      

      Step 3: Recommend (or implement) social policy based on the first two steps. If you are passionate about public policy, this step can be very exciting. While there are some economists who are in the position to implement social policy, the bulk of public policy economic research is meant to imply, or recommend, policy solutions. Many economists share their research only with a small group of scholars who are interested in the same issues. But some economists step out into the public arena and make their positions clear. The fun begins not only when other economists are right out there bumping heads with them, but when scholars and analysts from all walks of life are also thrown into the mix. Step 3 is where you get to flex your muscles and find out if anyone who is in a position to make policy decisions actually cares about what you have to say. This is definitely the loudest of the three steps.

      

      Taken together, I believe that these three steps offer a reasonably coherent approach to public policy analysis: identify trade-offs, measure trade-offs, and recommend policy. These steps on their own, however, are still incomplete. They have no policy relevance until a policy objective can be identified.

      
        Objectively Speaking

        As outlined above, many of the academic debates over public policy occur due to the difficulties associated with Step 2—the empirical measurement of trade-offs. But there are also difficulties in pursuing the other two steps. With Step 1, it is one thing to say that we are going to identify trade-offs, but it is another thing to say exactly which trade-offs we are going to identify. In a perfect world, it would be nice to identify every conceivable cost and benefit associated with a policy solution, no matter how far-reaching the trade-offs may run. In practice, however, and even in theory, only the most relevant trade-offs are usually considered.

        For the sake of argument, let’s say we can perfectly accomplish the first two steps—we can accurately identify every trade-off associated with some policy solution and then estimate a monetary value for each cost and benefit. This would appear to make policy analysis an easy task. If the benefits of the solution outweigh the costs, adopt the solution. If not, abandon the solution. If there is more than one solution, find the one that has the greatest spread between benefits and costs. When economists perform this type of cost-benefit analysis, it is usually referred to as social welfare (or social wealth) maximization. But even in this hypothetical perfect world, there are complications to consider.

        First, it may seem unusual to place monetary values on everything. For example, in considering a safety feature that saves lives, economists measure the benefits of the feature by placing a monetary value on human life (see chap. 12). Although this may seem coarse, all the trade-offs we identify must be measured in the same units (such as dollars) to allow for a direct comparison of the costs and benefits of the safety feature. Thus, social welfare is often measured in dollars.

        Even if there is agreement on the broad objective of maximizing the monetary value of social welfare, policy objectives may differ due to disagreement over who should be included as part of the social welfare. An excellent example of this can be found in the economic analysis of crime. To deter crime, we must use resources for the apprehension, conviction, and punishment of criminals. These costs are offset by the benefits in crime reduction. But should the benefits that accrue to individuals who commit crime be added to social welfare? After all, aren’t criminals also part of society?

        In theory, this can be an important issue. If criminal benefits are included in social welfare, this may suggest that fewer resources can be used to deter crime because crime itself has offsetting benefits. It may even imply that certain crimes should be encouraged when the benefit to the criminal more than offsets the cost to the victim. Notice, however, that it is a fact that a criminal reaps a benefit from committing a crime (or else why commit the crime), yet it is an opinion as to whether that benefit should be counted as social welfare. So, what opinions do economists hold on this issue?

        In his seminal paper, Nobel Prize laureate Gary Becker simply took it for granted that a criminal’s benefit should be included as part of social welfare in his model of crime and punishment. This matter-of-fact inclusion caught the attention of another Nobel laureate, George Stigler:

        
          Becker introduces as a different limitation on punishment the “social value of the gain to offenders” from the offense. The determination of this social value is not explained, and one is entitled to doubt its usefulness as an explanatory concept: what evidence is there that society sets a positive value upon the utility derived from a murder, rape, or arson? In fact, the society has branded the utility derived from such activities as illicit. It may be that in a few offenses some gain to the offender is viewed as a gain to society, but such social gains seem too infrequent, small, and capricious to put an effective limitation upon the size of punishments.

        

        This disagreement between two of the profession’s greatest scholars illustrates the difficulties associated with determining who should be included as part of social welfare.

        In general, economists tend to be inclusive when considering what to count as social welfare. That is, they tend to be concerned about identifying the existence of costs and benefits, and not concerned about who reaps the benefits or incurs the costs:

        
          If instead of treating all benefits to everyone equally, we first sort people into the deserving and the undeserving, the just and the unjust, the criminals and the victims, we are simply assuming our conclusions. Benefits to bad people don’t count, so rules against bad people are automatically efficient.

        

        But even an eloquent statement like this one does not change the fact that what counts as social welfare is always a matter of opinion, and that’s assuming you care about the objective of social welfare maximization in the first place.

      
      
        It Isn’t Fair

        Even if we can agree on all the trade-offs that should be included in social welfare, we may disagree on the appropriate social policy goal. For example, instead of only being concerned with welfare maximization (efficiency), we may also want to be concerned with how that wealth is distributed (equity). Distribution of wealth issues can be very difficult to deal with as the concept of fairness can be ambiguous.

        For example, what if you and I are trying to split $1,000? If I suggest that we each get $500, I wouldn’t be surprised if you considered that to be a fair split. But what if I am rich and you are poor? Maybe, then, to remedy that inequity you should get $750 and I get only $250. Wouldn’t that be fair? But then again, if I am rich and you are poor, $250 may be as valuable to you as $750 would be to me. After all, we may want to consider how each dollar increases our levels of happiness on the margin. If a rich person is not likely to value one extra dollar as much as a poor person would, to be fair we may want the rich person to get more. The important point with this exercise is that one can rationalize any split of the $1,000.

        Now let’s say there are two options to choose from. With option A we get to split $1,000 equally. With option B we get to split $1,200, with me getting $800 and you getting $400. Which is the better option? It depends on who you ask. If it’s my choice, I prefer B over A because $800 > $500. If it’s your choice, you prefer A over B because $500 > $400. What if it is the typical economist’s choice?

        I would guess that the vast majority of economists would choose B over A because $1,200 > $1,000. That is, the aggregate wealth is larger with B regardless of how that wealth is split. Sure, one person is worse off while the other is better off, but society as a whole is better off. And to further strengthen the argument, an economist is likely to claim that, in theory, with option B the wealth can be redistributed to make both people better off compared to option A. For example, both people can be given $600. In that case, however, it really wouldn’t be option B any longer, would it? And while the redistribution can occur in theory, could it occur in practice?

        When I teach my classes, I routinely focus on social wealth maximization as a policy objective, but I make it clear to my students that that is only a social objective, not the social objective. I use a social welfare function as an instructional tool, not as a window into what real-world policy officials care about. Choosing a policy objective is a subjective exercise. How you want to define social welfare, who to include, whether to be concerned with efficiency, equity, or something else, boils down to a matter of opinion. Proposing policy solutions can lead to endless debate. Quite often, opposing sides have completely different social objectives. But even if everyone agrees on the social objective, there will still be disagreement over how to achieve that objective. Like I said, Step 3 can be exciting. It is the make-friends or lose-friends step. I’ve lost a few friends.

      
      
        My Game Plan

        In this book, I am going to focus primarily on Step 1. Identifying trade-offs is what I personally am most interested in doing as an economist as I enjoy thinking abstractly about social issues. Furthermore, Step 1 is the least contentious step among economists as there is generally a strong agreement over the identification of costs and benefits. Finally, Step 1 is where economic policy analysis begins.

        As for Step 2, although I will discuss many empirical studies throughout this book, I’m going to assume that the typical reader of this book does not have a background in statistical economics (what economists refer to as econometrics). I am not going to delve into technical methodological issues. Instead, I will provide nontechnical examples of how economists approach measuring trade-offs, focusing mostly on qualitative empirical results but at times also presenting quantitative results. Finally, regarding Step 3, at times I will present the policy conclusions of various economic studies I discuss. This will be done only as an illustration of Step 3, not as an endorsement of these conclusions.

        Try to think of identifying trade-offs in the context of social policy analysis as an abstract exercise, designed to teach you how to think like an economist, not to teach you how to resolve complex real-world social issues. Although the ultimate goal of policy analysis is to answer questions about how to resolve these issues, I want to focus on the first step toward that goal—raising the appropriate questions about trade-offs. No matter how you decide to measure trade-offs, or how you decide to consider trade-offs in any social policy objective context, trade-offs always exist.

      
      
        Notes

        
          	The first death penalty quote is found in Joanna M. Shepherd, “Deterrence versus Brutalization: Capital Punishment’s Differing Impacts among States,” Michigan Law Review 104 (2005): 204; the second death penalty quote is found in John J. Donohue III and Justin Wolfers, “Uses and Abuses of Empirical Evidence in the Death Penalty Debate,” Stanford Law Review 58 (2005): 843.

          	The seminal paper on the economics of crime and punishment is Gary S. Becker, “Crime and Punishment: An Economic Approach,” Journal of Political Economy 76 (1968): 169–217.

          	The quote by George Stigler can be found in George J. Stigler, “The Optimum Enforcement of Laws,” Journal of Political Economy 78 (1970): 527.

          	The quote on considering the benefits to bad people can be found in David Friedman, Law’s Order (Princeton, NJ: Princeton University Press, 2000), 230.

        

      
    
  
    
      
        2  Do You Want to Trade?

      
      Many years ago I walked into a local car dealership, took a test drive, and found a car that I wanted to purchase. When I sat down to negotiate with the car salesman, the first thing he asked me was how much I wanted to pay for the car. I told him I wanted to pay nothing. He politely chuckled and then asked me to be serious. I apologized and tried again. I told him I really wanted to pay nothing and have him throw in a year’s worth of free gas. I think it’s best to start negotiations from a strong position.

      Consumers always want to pay as little as possible for the products and services they purchase. How much I wanted to pay at a minimum was not the important amount. It’s how much I wanted to pay at a maximum that mattered, and I certainly was not going to tell him that amount. It works the other way around also. I wasn’t interested in the maximum amount he was willing to accept to sell me the car (a large number no doubt). I wanted to know the absolute minimum amount he was willing to accept. Then it all boils down to one key question: Does my maximum exceed his minimum?

      
        Let’s Make a Deal

        When considering a buyer and seller getting together, the maximum amount a buyer is willing to pay, and the minimum amount a seller is willing to accept, represent each person’s value for whatever item is in question. Let’s say I’m willing to pay up to $40,000 for a new car, and the seller is willing to accept no less than $30,000. These numbers have literal meaning. I would pay $39,999 for the car, but not $40,001. He would accept $30,001 for the car, but not $29,999. He has no idea of my value and I have no idea of his value, but if we negotiate for some amount of time, we should find a price between the two values that leads to a sale taking place. Assume I end up paying $36,000 for the car.

        At a price of $36,000, both parties receive what is known as gains from trade. My gains from trade are $4,000 due to the fact that I only have to pay $36,000 for something I value at $40,000. The seller’s gains from trade are $6,000 because he is paid $36,000 for something he values only at $30,000. Together, the gains must add up to the difference in the values—$10,000. How we split the gains (that is, the price we agree upon) is not important from an efficiency aspect. What is important is that we actually complete the transaction to allocate the car to the higher valued use. If that happens, we just made society wealthier by $10,000.

        The term “value” is often commonly used to mean a good deal, as when someone says: “That sweater is a good value at $22.95; it usually sells for $40.” But to an economist, value is a subjective concept. If you only value the sweater at $20, the price of $22.95 is not a good deal for you no matter how much of a discounted price it is. The value of any resource depends on who owns it. The car in our example does not have a fixed value. If I don’t buy it, the value with the dealership is $30,000. If I do buy it, the value increases to $40,000. Value represents wealth; thus, gains from trade represent an increase in wealth.

        Gains from trade is a fundamental economics concept. Not understanding its meaning can lead to some incorrect conclusions. For example, I once read a newspaper article discussing how smart some grade-school children were. The reporter went to a school and identified students who brought healthy snacks like fruit or yogurt with them for lunch. He then asked them if they ever traded their healthy snacks for junk food snacks like cookies or candy bars. The answer he received was unanimously “no.” He concluded that these children were smart about being health conscious.

        I hate to debunk a story about smart children, but the reporter probably came to the wrong conclusion. It’s not that the children were smart by refusing to trade healthy snacks for junk food snacks. It’s far more likely that they had no one to trade with due to a lack of gains from trade. If I were a student at that school, another kid would have to come at me with something much sharper than a banana to get my candy bar. Maybe a banana and $5 would do the trick, and I’d let the kid keep the banana.

      
      
        Cells for Sale

        Understanding the concept of gains from trade can also have some practical uses, such as allowing us to offer a quick resolution to the complicated legal case Moore v. Regents of the University of California. In 1976, John Moore was diagnosed with hairy cell leukemia, a very rare form of cancer. He was referred to a Dr. David Golde at the Medical Center of the University of California, Los Angeles (UCLA). Golde recommended that Moore’s enlarged spleen be removed, and Moore agreed and signed a consent form. Prior to the surgery, Golde arranged to use portions of Moore’s spleen to conduct research. That turned out to be incredibly lucrative foresight on Golde’s part.

        The operation was successful, for both Moore and Golde. With the cells from Moore’s spleen, Golde’s research eventually led to the commercial development of products that had a market value estimated to be approximately $3 billion. (Yes, that’s billion.) Moore eventually discovered what his cells had been used for, hired a lawyer, and filed a lawsuit against Golde and UCLA. Because the cells had already been developed into a commercial product line, the main issue the court faced was to determine who would be given the retroactive property right to the cells—Moore or Golde. Thus, the decision would only affect the wealth of the parties, not determine who would end up with control of the cells.

        To focus on efficiency, consider a hypothetical retelling of the case. Let’s say you have a diseased spleen and need to have it removed to save your life. Your doctor informs you that it is possible that your spleen may yield some material that can be used to develop pharmaceutical products worth a tremendous amount of money. If you are given the property right over the spleen, the doctor cannot use the spleen without your consent. If the doctor is given the property right over the spleen, you have no say in how it is used once it is removed. Of course, you have the right to refuse medical treatment, but let’s assume you prefer not to die. So, with or without the property right, you decide to have your spleen removed. Now, before any medical treatment is given, the court must assign a property right for the spleen. What should it do?

        In the real-world case, the lower court ruled in favor of Moore, arguing in part that “if this science has become science for profit, then we fail to see any justification for excluding the patient from participation in the profits.” The court also explicitly recognized the patient’s right to either delay medical research by holding out for the largest bidder or to simply refuse to allow his cells to be used at all. Moore became a very wealthy man, at least on paper, but only for a short time. The California Supreme Court reversed the previous court’s ruling in large part due to the fear that giving the patient a property right over important research materials would make it more costly to obtain the materials and thus hinder such research. Moore was no longer wealthy, but at least he had his health.

        Although there are legal, ethical, and moral issues raised by this case, the main economic issue involves seeing that the cells end up in their highest valued use. From this perspective, there is no difference in how the lower and upper courts ruled. Both decisions will have the same outcome. But how can this possibly be if the decisions were polar opposites of each other? The answer involves an understanding of the concept of gains from trade.

        What happens if the court awards the property right to the doctor? The doctor removes the spleen and keeps it for research purposes. The cells can be used to develop as many pharmaceutical products as possible. The patient gets no financial compensation. End of story. What happens if the court awards the property right to the patient? The doctor removes the spleen and keeps it for research purposes. The cells can be used to develop as many pharmaceutical products as possible. The patient becomes filthy rich. End of story.

        To resolve this case, then, all that is needed is for the courts to assign a property right to one of the parties, and it doesn’t matter which party. But haven’t we missed something? If the patient is given the property right over the cells, how does the doctor end up with them? Let me answer that question with another question. How long would it take you to sell your already-removed diseased spleen to your doctor, possibly for millions of dollars? Your answer to that question explains how the doctor ends up with the spleen.

        The real issue in this case is not where the spleen ends up. The gains from trade are just too enormous for the doctor not to end up with the spleen. We are talking about a market value in the billions of dollars. Unless the patient with the property right has a serious problem with allowing his removed spleen to be used for medical research (and make no mistake, it must be a very serious problem), the lure of huge financial gains will have him gladly sell his spleen. The real issue seems to be one of equity. Should the doctor have to pay for the spleen? If the only objective is to move the resource to its highest valued use, it doesn’t matter if the doctor has to pay or not. The same financial lure that has the patient gladly selling his spleen has the doctor gladly buying it.

        While the court’s decision in this case may not matter from a resource allocation perspective, it certainly will matter to the participants. A property right has value, and in this case it is a substantial value. Moore’s financial security depends heavily on being awarded the property right. The curious thing about a case like this is that the outcome may also matter to a number of other people who have no direct involvement in the case. Something about body parts, profits, and medical ethics does not mix well for some people.

        For example, there is a severe shortage of kidneys available for transplant to patients who may die without the operation. The current system allows for organ donations from both live and deceased donors, but there simply aren’t enough donors to overcome the shortage. Because you can live a full and healthy life with just one kidney, economists and others have often raised the following question: Could allowing a market for the selling of kidneys help alleviate the severe shortage?

        Just asking this question elicits moral outrage from many who find the idea of a market for kidneys repugnant. Yet if there are gains from trade that make both parties better off from a kidney sale, does this outrage from others matter when considering social policy? Some other examples of potential market transactions, such as prostitution or drug dealing, are also perceived as repugnant and, at least in part for that reason, have been deemed illicit. What does economic reasoning have to say about repugnance as an argument against certain types of markets?

      
      
        Notes

        
          	The lower court citation for the spleen case is Moore v. Regents of the University of California, 249 Cal. Rptr. 494 (1988). The upper court citation is Moore v. Regents of the University of California, 271 Cal. Rptr. 146 (1990).

        

      
    
  
    
      
        3  Is Saving Lives Repugnant?

      
      Have you ever taken one of those magazine personality tests? You answer a bunch of questions with a score from 1 to 10, you add up all the points to get your total score, and then you see where you fall in the personality scale. I’m going to present you with my own version of such a test. For each activity below, provide a repugnance score from 1 to 10 (with 10 being highly repugnant to you, and 1 being not repugnant to you at all):

      
        	Pornography

        	Prostitution

        	Gambling

        	Smoking Methamphetamine

      

      Now add up all your points for your total repugnance score. If your score is less than 5, I have good news and bad news for you. The good news is that you think like many economists. The bad news is that you may end up in prison.

      Various justifications are offered for implementing social policy to control or ban these activities. A typical paternalistic argument is that these activities are detrimental to one’s physical and mental health (paternalism will be discussed in chap. 24). Also, undertaking these activities may cause direct physical or financial harm to others as well as emotional harm to family and friends. In addition, there is a general societal dislike for these activities, which explains why they are described as vices. However you feel about repugnance motivating social policy to control these particular vices, repugnance factors into the policy debate over many other issues. For example, if I was to add “selling a kidney” to the above list, how would you score that activity?

      As mentioned in the previous chapter, it is well known by health scholars and public policy officials that there is a severe shortage of kidneys available for transplant in the United States, and many people die while on a waiting list. In 2020, there were approximately 91,000 people on the kidney waiting list and only 23,000 transplants performed. Roughly 5,000 people die each year while on the list, while another 5,000 are removed from the list due to poor health. Whatever the advantages of the current system—supplying organs for transplant by donation only—the shortage persists. This has led to much policy discussion on how to alleviate this shortage.

      There are a number of “solutions” to the kidney shortage, each with various costs and benefits. One such solution often proposed by economists is to establish a market for the selling of kidneys by live donors. Most of us can live a healthy life with just one kidney, so if you are willing to part with a kidney, you can actively participate in a market transaction. This represents a classic gains-from-trade setting in which both the buyer and seller of a kidney can benefit from the transaction. Selling a kidney is certainly not a vice like the other activities, yet it is still found to be repugnant by many. Should this repugnance rule out the establishing of a market for kidneys?

      
        How Much for Your Kidney?

        Nobel Prize laureate Gary Becker, one of the profession’s greatest economic thinkers, passionately and publicly championed the market solution. Despite the controversial nature of that solution, Becker directed much of his attention to a more pragmatic question: What would be the market clearing price for a kidney? Here’s a succinct version of how that price can be estimated.

        What would be the minimum price at which an individual would be willing to sell a kidney, assuming that there would be many potential sellers with no one able to set a price much higher than anyone else? If your kidney removal surgery costs were covered, the main costs you would incur are made up of three components: the risk of dying during the surgery; the time lost during the recovery period; and the potentially reduced quality of life. The goal now is to place a monetary equivalence value on each of these components.

        Using the best available information at the time (2005, with all dollars for that year), the risk of dying during a kidney transplant is approximately one in a thousand. Assigning $5 million as a value-of-life estimate (see chap. 12 on calculating a value of life), the average monetary value for a loss of life is 1/1,000 multiplied by $5 million, or $5,000. Next, the cost to the average person of a four-week postsurgical recovery period in terms of forgone earnings is $2,700. Finally, the most difficult task is to place a monetary value on the reduced quality of life one might experience after having a kidney removed. While most people can live a perfectly healthy life with one kidney, giving up a kidney might also lead to some adverse health consequences, such as experiencing high blood pressure. In the end, the value of a reduced quality of life is set at $7,500.

        Putting all three values together, the total monetary cost to donors who give up a kidney is $15,200, suggesting that this would be close to the market clearing price if a market for selling kidneys were to be established. Keep in mind, this is just one estimate from what must be a large range of possibilities. The actual amount found, however, is not as important as thinking about the factors that make up the amount. And in the highly unlikely event that a market for kidneys were ever to develop, it wouldn’t take long for a market clearing price to be established.

        Among the many criticisms that can be directed at a market solution, a common one involves how kidneys being salable would favor the wealthy over the poor:

        
          Patients consequently survive not due to the altruism of their fellow man—the long-time premise of organ donation—but because of their personal wealth. At the same time, a cohort of humanity is wiped out because they can’t afford the price of life. The sellers, too, are likely the poor. Any system of organ selling makes the poor the clinical treasure trove of the rich.

        

        There are two parts to this criticism. The first is that the additional cost of the kidney would be a substantial financial burden on the poor. But let’s put this argument into its proper perspective. The estimated cost of a kidney transplant operation (in 2005 dollars) is $160,000, not including the price of the kidney. If an individual cannot afford the $160,000 or does not have adequate insurance coverage, adding another $15,200 on top is irrelevant. The surgery won’t take place. Similarly, if an individual can afford the cost of the operation and the kidney, or has adequate insurance coverage, the additional price for the kidney is also irrelevant. The surgery will take place.

        This leaves us with one last possibility—an individual can afford the cost of the surgery but not the additional cost of the kidney. In this case, the surgery will occur only if the kidney does not have to be paid for. It is not likely that many people will fall into the gap between $160,000 and $175,200. But even if so, what is the alternative?

        If the market solution increases the supply of kidneys available for transplant, we have to take into account the people who would not have gotten a kidney under the current system. For those excluded people, the effective price for a kidney is infinite. Furthermore, if you are really concerned about the financial burden to the poor, what about the cost of dialysis for those on the wait list? It can cost over $70,000 per year for dialysis treatment. A one-time payment for a kidney doesn’t seem like much of a financial burden compared to that amount.

        Finally, allowing a market for kidneys does not preclude the availability of kidneys that are still provided by volunteers. With the two systems working concurrently, the free kidneys could be allocated based on financial needs, increasing the supply of kidneys to the poor compared to the volunteer-only system. In all, the argument that “a cohort of humanity is wiped out because they can’t afford the price of life” sounds far more dramatic than realistic.

        While the first criticism focuses on the demand side of the kidney market, the second criticism focuses on the supply side. By allowing kidneys to be sold, the argument is that it is the poor who would be the most likely to sell their kidneys. But is this a cost or a benefit of a market solution? Wouldn’t the poor reap gains from trade when selling a kidney? In other words, both buyers and sellers of kidneys benefit from the market exchange, regardless of their wealth status. In that sense, maybe it’s beneficial to the poor to be the “clinical treasure trove of the rich.”

        There may be other concerns with how the poor fare under a market solution. Perhaps the poor underestimate the costs associated with selling a kidney or make overly impulsive decisions especially when under financial pressure. Selling a kidney is obviously an irreversible act, so if the poor behave in ways they later regret, that could have long-term adverse consequences. Economists have devoted much attention to these types of behavioral “flaws” (see chaps. 4 and 23), and they present a more serious problem with a market solution than simply identifying the poor as the likely suppliers of kidneys.

        At this point, it may seem like I am a cheerleader for the market solution to alleviate the kidney shortage. As an economist, I place a lot of stock in the concept of gains from trade, and I tend to favor market solutions. Market solutions offer some great advantages, when they work. In this case, however, developing a market for kidneys will offer numerous challenges. And even if a market solution can work, there may be one insurmountable problem that will prevent its practical implementation—many people find the idea of selling body parts repugnant.

      
      
        I’m against It

        It is easy to identify potential problems with developing a market for kidneys. First, the most important reason to introduce such a market would be to increase the number of kidneys available for transplant. Would this occur? A market for kidneys would be unusual, and potential sellers may not be comfortable coming forward. There could also be a crowding-out effect. If potential volunteers object to the market, or feel that their altruistic act is now devalued, the reduction in kidney donations may offset the potential increase due to sales. Also, markets require administrative costs to develop and be maintained. These costs could be substantial.

        Even if all these issues were irrelevant, the most likely impediment to a market for kidneys ever developing would be that many people are not comfortable with the thought of body parts being for sale. How do we want to think about repugnance from a social policy perspective? Some economists adhere to the age-old economic principle of “sticks and stones may break my bones but words will never hurt me.” That is, hurt feelings just don’t count when evaluating social policy. When I studied cost-benefit analysis in college, I don’t recall once including an emotional cost in the analysis. The problem is that just because you are not including emotional costs, that doesn’t mean they don’t exist.

        Other economists recognize that repugnance is a true social cost but are not sure how to deal with it. If your concern is with a quantitative cost-benefit analysis, physical costs are much easier to quantify than emotional costs. For example, a dollar value can be placed on lives saved when evaluating a proposal for alleviating the kidney shortage. The price for a kidney can be roughly estimated. But how do you place a monetary value on repugnance? Furthermore, repugnance can be found on both sides of any issue.

        I could have titled this section “Is Selling Kidneys Repugnant?,” but I wanted to make a point. You may find it repugnant that someone can sell a kidney. Others may find it repugnant that a life is lost because someone can’t sell a kidney. Isn’t it just as legitimate to think about repugnance that way? I’m not arguing that repugnance cancels out on both sides of an issue, only that it is an abstract concept that makes social policy analysis that much more complicated. One thing is for sure—much real-world policy is motivated by how the public feels about certain activities from a moral perspective. One study uses this fact to examine how moral outrage relates to the selling of kidneys.

        Using a survey with 2,666 respondents and various hypothetical scenarios, here is a brief description of the study’s most relevant findings:

        
          	• Regardless of how much of an increase in the supply of kidneys a compensation system can bring about, there is a polarization effect; 47% of the respondents are for compensation, and 21% are against it.

          	• 18% of the respondents are initially against compensation but switch to being in favor of it if the increase in the supply of kidneys is sufficiently large.

          	• The institutional design of the compensation system greatly affects the degree of moral outrage. Patients having to pay for a kidney is associated with more moral outrage than if a public agency covers the payment. The perceived unfairness of the mechanism for allocating kidneys is also an important factor in explaining moral outrage.

        

        Perhaps the key lesson from these results is that in the case of developing a market for kidneys, moral outrage is not an insurmountable problem. Although there will always be people who are against such a market no matter what, public policy can alleviate some of the outrage others may have by paying attention to institutional details that matter to them. This to me seems like a more effective path toward dealing with the kidney shortage than either succumbing to the moral outrage or ignoring it completely. But even without moral outrage, the market solution will face other problems, suggesting that further thought should be given to other systems of kidney allocation.

      
      
        Notes

        
          	An excellent discussion of the concept of repugnance is Alvin E. Roth, “Repugnance as a Constraint on Markets,” Journal of Economic Perspectives 21 (2007): 37–58.

          	Kidney transplant statistics can be found on the Health Resources and Services Administration website at organdonor.gov.

          	The article on pricing a kidney is Gary S. Becker and Julio J. Elias, “Introducing Incentives in the Market for Live and Cadaveric Organ Donations,” Journal of Economic Perspectives 21 (2007): 3–24.

          	The quotation on how a market for kidneys would impact the poor is from ethics professor Katrina Bramstedt, “Buying and Selling Organs Would Create an Economic Class War,” New York Times, August 21, 2014, https://www.nytimes.com/roomfordebate/2014/08/21/how-much-for-a-kidney/buying-and-selling-organs-would-create-an-economic-class-war.

          	The study on financial compensation for kidneys and moral outrage is Julio J. Elias, Nicola Lacetera, and Mario Mascis, “Paying for Kidneys? A Randomized Survey and Choice Experiment,” American Economic Review 109 (2019): 2855–88.

        

      
    
  
    
      
        4  Organ Donor, I Presume?

      
      Let’s say I can design a kidney transplant policy that prohibits financial compensation to donors, completely preserves the freedom of choice of voluntary donation, and may actually put a serious dent in the shortage of kidneys available for transplant. Would all those waiting for a kidney transplant lift me onto their shoulders and parade me around in celebration? Would every humanitarian organization shower me with awards? Would economists and other scholars criticize me for my arrogant and condescending approach to resolving the issue?

      I’m not sure how to answer the first two questions, but I’m pretty sure about the last one—I’d be subject to severe criticism among many of my peers. And this isn’t just a guess. How do I know? Such a policy has already been adopted in several countries across the globe, and some of its leading proponents have taken such criticism, especially when proposing the policy in the United States. What is this policy, and how valid are the criticisms against it?

      Currently in the United States, to have your kidney harvested for transplant when you die you must explicitly choose to be an organ donor. This is known as informed consent in which it is assumed that you are not an organ donor unless you choose to opt into the system. An alternative approach is known as presumed consent in which it is assumed that you are an organ donor unless you choose to opt out of the system. The key difference between these two policies has to do with the setting of the default.

      In the United States, the current default is that you are not an organ donor. Under presumed consent, the default would be that you are an organ donor. In either case, you always have the choice to do whatever you want to do. So why do economists and other public policy scholars argue over which policy is best? Shouldn’t they yield the same outcome—those who want to be organ donors will be, and those who don’t want to be organ donors won’t be—regardless of the default? You didn’t really think it was going to be that easy, did you?

      
        It’s Not My Default

        Some people have a tendency to stay put regardless of what the “staying put” entails. If you are currently not an organ donor under informed consent, why not? If you truly don’t want to be an organ donor, changing the default to presumed consent won’t matter because you will choose to opt out of the system. But maybe there is something else going on. It could be that you stick with the default regardless of what the default is. This is a phenomenon known as status quo bias. And if people are subject to status quo bias, defaults will matter.

        Why do some people always choose to stay with the default? One explanation may involve the costs of switching. If you have to do something specific to switch, such as fill in paperwork, go to some place to apply, or incur costs to acquire information about your options, you may find it best to stick with the default and save on those costs. Or perhaps you don’t realize there is another option, or that there is even a default to begin with. In countries that use presumed consent, does everyone realize they are organ donors with the choice to opt out of the program? But even if you are willing to incur these costs and have every intention of switching, you may be a procrastinator and just never get around to doing it.

        Another explanation for status quo bias involves what is referred to as the omission/commission bias. In this case, people may regret more making errors of commission (choosing an option) than they do making errors of omission (staying with the default). What this means is that people are more upset when they explicitly choose something that doesn’t work out than when they stick with a default that doesn’t work out. Experiencing regret through action is rationalized differently than through inaction.

        In the organ donation setting, to the extent that status quo bias affects the behavior of a significant number of people, changing the default to presumed consent can help alleviate the organ shortage. At least that is the prediction made by those who favor presumed consent. But that simple prediction may not so easily be realized. There can be complications.

        First, the status quo bias must actually exist in the organ setting for the default to make a difference. If most nondonors under the current policy opt out of the presumed consent default, there won’t be much of an increase in organs available for transplant. Second, changing the default may have an impact on how people feel about donation, possibly reducing the number of organs available for transplant. Consider the comment: “If I donate my organs it’s a gift, if you take them it’s theft.” That is, you may want to be a donor when you have to make the explicit choice to be one, but you protest against a policy that makes you a donor by default, so you choose to opt out.

        Finally, and perhaps most importantly, presumed consent does not always involve a well-defined property right for doctors to harvest organs for transplant. In some countries where presumed consent is the default, it is often the case that family consent is sought and, if so desired, the family may have the opportunity to prevent the organs from being harvested. Thus, in theory, presumed consent may not be much different than informed consent in dealing with the organ shortage. We need to consider the empirical evidence.

        Many studies have examined the impact of presumed consent on the supply of organs. While the evidence is mixed, a large number of studies do find that presumed consent increases the supply of organs over informed consent. One representative study, however, offers a nice illustration of how the effectiveness of presumed consent depends on institutional factors.

        The study examines organ donation policy in twenty-four countries—fifteen with presumed consent, nine with informed consent—and finds that presumed consent is likely to have its greatest impact under two particular institutional settings. The first is when family consent is not sought. This means that presumed consent places the property right of the organs with the doctors as long as the donor did not explicitly opt out of the system. The second is when family consent is sought, but the donor is explicitly identified through a national registry. Why does this matter?

        Consider parents who have tragically just lost an adult child in a presumed consent country, and their child had not opted out of the system. Their child’s organs can be harvested for transplant but, as is commonly done, the doctors seek permission from the parents first. Under presumed consent, the parents may not be sure if their child truly wished to be an organ donor or, for whatever reason, simply did not opt out of the default. In this case, the parents at their time of extreme grief may not permit the organs to be harvested. By allowing adults, even under presumed consent, to explicitly register as organ donors, the true wishes of the deceased can be publicly verified. The parents, then, may be more confident in their adult child’s wishes to be an organ donor and grant their permission.

        The results from this study are not atypical. Presumed consent is often (but not always) found to have a modest to large impact on increasing the number of organs available for transplant. The impact is larger the less often doctors circumvent the default by seeking family consent or, when consent is sought, the more confident the family is that the deceased’s true wishes to be a donor are known. If the objective is to reduce the organ shortage, and presumed consent can achieve that goal without any of the complaints raised when a market solution is proposed, why does changing the default face intense opposition in many countries, including the United States?

      
      
        Go Nudge Yourself

        It’s easy to feel outdated when you’ve been an economist for as long as I have. Terminology that didn’t exist when I was a student is quite common now. For example, modern terms associated with the setting of defaults include libertarian paternalism and choice architecture. A nudge is meant to gently push you in the right direction. This isn’t your grandparent’s “do as I say young’un” approach to social policy. Nudges allow social policy to be soft and cuddly. How can you argue with that?

        Over the past couple of decades, economists have been hanging out with scholars from a number of other disciplines. This has led to the development of a field known as behavioral economics:

        
          Over the last decade or so, behavioral economics has fundamentally changed the way economists conceptualize the world. Behavioral economics is an umbrella of approaches that seek to extend the standard economics framework to account for relevant features of human behavior that are absent in the standard economics framework. Typically, this calls for borrowing from the neighboring social sciences, particularly from psychology and sociology. The emphasis is on well-documented empirical findings: at the core of behavioral economics is the conviction that making our model of economic man more accurate will improve our understanding of economics, thereby making that discipline more useful.

        

        Behavioral economics takes into account that humans are quirky and flawed and behave in ways that appear to violate the assumption of perfect rationality. It is not that behavioral economics posits the irrational economic individual, but rather a rational individual who faces a number of complicated constraints that challenge the traditional economic assumption that people typically make cognitively sound decisions.

        Defaults can be found in many settings. Some common ones economists have devoted much attention to involve retirement savings plans, health insurance plans, and organ donation. Underlying the implementation of a default has to be some social objective. With presumed consent, the goal is to increase the supply of organs available for transplant. With retirement and health insurance plans, the goal can be to have people make choices that are in their own best interests when they don’t fully recognize what those are. The “nudge” aspect of defaults is that people can choose to reject the default for some other plan. The behavioral aspect of nudges is that the status quo bias can make defaults “sticky.” And the stickiness calls for a whole new type of policy analyst—the libertarian paternalistic choice architect. Applications now being accepted. Traditional economists need not apply.

        A vast literature, from the pragmatic to the philosophical, has debated the pros and cons of defaults as nudges not only in the public sector but also in the private sector. One criticism is that the setting of a default typically focuses on some policy objective outcome, like reducing the organ shortage. But if you think about the status quo bias as a behavioral flaw, some argue that the goal of policy should be to help people overcome that flaw and improve decision-making processes, whatever outcome is realized. For example, what would be your true preference for being, or not being, an organ donor if you weren’t subject to status quo bias under informed consent? Can policy aid you in making the decision that best suits you without changing the default?

        Another very common criticism about nudges is that the policy makers themselves may be subject to behavioral flaws. Attempting to correct behavioral flaws with policies designed by those who have their own behavioral flaws can easily reduce social welfare, depending on how you define “social welfare.” In addition, even if perfectly rational, policy makers may use nudges to pursue goals in their own best interests rather than those of their constituents. But this is a standard argument that can be raised whenever discussing the underlying objectives behind any social policy, not just nudges.

        Despite all the debate among scholars over the pros and cons of nudges, there is one group of people whose concerns also matter—those who are being nudged. Various studies have surveyed people in numerous countries across every continent to gauge general and country-specific feelings toward nudge policies. While strong support for nudge policies is found in most countries, the degree of support across countries does vary based on several factors:

        
          	• Support is stronger in authoritarian countries than in democratic countries

          	• Support is stronger the greater the trust in public institutions

          	• Support is weaker as nudges become more intrusive and less transparent

        

        And one study summarizes the major lesson as this:

        
          So long as the underlying end is legitimate, and so long as nudges are consistent with people’s values and interests, most citizens are offering an enthusiastic permission slip or green light. They are hardly troubled by nudges as such. Notably, the level of public support is likely to be significantly lower for mandates and bans, though of course the relevant subject area is important (people do not object to prohibitions on murder and assault).

        

        I believe the last point made is an important one. On a spectrum of severity of government control, nudges fall on the less severe side of the spectrum, while policies involving banning and taxation fall on the more severe side. This doesn’t mean we shouldn’t carefully scrutinize nudges. Every social policy intervention will have costs and benefits, winners and losers, the accepting and unaccepting not only from those who are directly affected by the policy but from those whose job it is to analyze and critique such policies. To the extent that people are well informed about their choices, many nudge-like interventions are irrelevant—people will choose what is in their own best interests. For those who are not well informed or suffer from other behavioral flaws, nudges will affect their behavior. While nudge policies will often have an ambiguous effect on social welfare, they will always be controversial.

      
      
        Notes

        
          	A discussion of defaults and the status quo bias can be found in Colin Camerer, Samuel Issacharoff, George Loewenstein, Ted O’Donoghue, and Matthew Rabin, “Regulation for Conservatives: Behavioral Economics and the Case for Asymmetric Paternalism,” University of Pennsylvania Law Review 151 (2003): 1211–54.

          	The comment “If I donate my organs it’s a gift, if you take them it’s theft” is taken from the title of Jordan Miller, Sinéad Currie, and Ronan E. O’Carroll, “If I Donate My Organs It’s a Gift, If You Take Them It’s Theft: A Qualitative Study of Planned Donor Decisions under Opt-Out Legislation,” BMC Public Health 19 (2019): 1–15.

          	The quote describing behavioral economics is found in Peter Diamond and Hannu Vartiainen, eds., Behavioral Economics and Its Applications (Princeton, NJ: Princeton University Press, 2007), 1.

          	A review of empirical studies on presumed consent can be found in Mary Steffel, Elanor F. Williams, and David Tannenbaum, “Does Changing Defaults Save Lives? Effects of Presumed Consent Organ Donation Policies,” Behavioral Science and Policy 5 (2019): 69–88.

          	The multiple-country study on presumed consent institutional settings is Firat Bilgel, “The Impact of Presumed Consent Laws and Institutions on Deceased Organ Donation,” European Journal of Health Economics 13 (2012): 29–38.

          	The seminal work on nudges is Richard H. Thaler and Cass R. Sunstein, Nudge: Improving Decisions about Health, Wealth, and Happiness (New Haven, CT: Yale University Press, 2008).

          	Criticisms and defenses of nudges can be found in Bruno S. Frey and Jana Gallus, “Beneficial and Exploitative Nudges,” in Nudging: Possibilities, Limitations and Applications in European Law and Economics, ed. Klaus Mathis and Avishalom Tor (Switzerland: Springer International Publishing, 2016), 11–20; Cass R. Sunstein, “Nudges, Agency, and Abstraction: A Reply to Critics,” Review of Philosophy and Psychology 6 (2015): 511–29; and Cass R. Sunstein, “Misconceptions about Nudges,” Journal of Behavioral Economics for Policy 2 (2018): 61–67.

          	Studies on international attitudes toward nudges are Cass R. Sunstein, Lucia A. Reisch, and Micha Kaiser, “Trusting Nudges? Lessons from an International Survey,” Journal of European Public Policy 26 (2019): 1417–43; and Cass R. Sunstein, Lucia A. Reisch, and Julius Rauber, “Behavioral Insights All Over the World? Public Attitudes toward Nudging in a Multi-Country Study,” SSRN Electronic Journal (2017): 19–20.

        

      
    
  
    
      
        5  Stop Bothering Me

      
      You are enjoying a lovely vacation in Florida, staying at the luxurious Eden Roc hotel. It is the 1950s and thirty years away from anyone caring about skin cancer, so you rub baby oil all over your body and spend the afternoon laying poolside in 100° heat. You are going for an extra-crispy look and you couldn’t be happier. All of a sudden the sky darkens. Is it a storm cloud blocking the sun? An enormous alien mothership? No, it is the neighboring Fontainebleau Hotel, which is building a new extension that directly blocks the sunlight from reaching the Eden Roc’s pool.

      The Eden Roc is furious about this development. How dare the Fontainebleau block the sunlight and ruin its guests’ enjoyment? The Eden Roc sues for an injunction to permanently prevent the Fontainebleau from building its extension. To resolve this issue, the court has a simple question to address: Who owns the sun?

      
        This Case Is a Sun of a . . .

        The facts of this case represent a classic example of what is known as a negative externality. The Fontainebleau wants to build an extension for its own selfish best interests. In doing so, it imposes a cost upon the Eden Roc. Negative externalities exist in many settings. Secondhand smoke, airport runway noise, bad haircuts, and so on are all examples of activities that are not intentionally undertaken to harm others but may nevertheless do so. Sometimes the harms are physical, sometimes emotional, and, in the case of the Eden Roc, sometimes financial. If poolside tanning is an amenity that its guests enjoy, without the afternoon sunlight the Eden Roc may lose business.

        In an externality case like this one, the court first has to decide who the property right should be assigned to. Although assigning a property right can be complicated in some cases, we can keep things pretty simple here and just give the court two choices—assign the right to the Eden Roc or assign the right to the Fontainebleau. If the Eden Roc has the right, the Fontainebleau cannot build the extension without its consent. If the Fontainebleau has the right, it can build the extension regardless of the objections of the Eden Roc.

        It may seem that how the property right is assigned will determine whether the extension is built. But as we saw with the diseased spleen in chapter 2, it may not matter who receives the property right as long as someone does, it is well defined, and the parties can negotiate with each other. The same thing can apply here. Let’s make up some hypothetical numbers to demonstrate this point.

        Assume that the Eden Roc values the sunlight at $1 million, and the Fontainebleau values the extension at $3 million. Regardless of who gets the property right, in this case the extension will be built. Why is that? If the court rules in favor of the Eden Roc, the Fontainebleau will be willing to pay up to $3 million to build the extension. Because the Eden Roc only needs a minimum of $1 million, there are gains from trade that can make both hotels better off if the extension is built. What if the court rules against the Eden Roc? The exact same result will occur. The Fontainebleau Hotel will build its extension unless the Eden Roc can pay them at least $3 million not to build. But with the Eden Roc’s sunshine valued at only $1 million, there are no gains from trade to prevent the extension from being built.

        If we were to switch the numbers around, giving the Eden Roc the higher valued use of $3 million and the Fontainebleau the lower valued use of $1 million, it still wouldn’t matter what the court decides. The gains from trade would lead to the extension not being built, which is now the higher valued use. If the court rules in favor of the Eden Roc, the Fontainebleau would not be willing to pay $3 million to build its extension. If the court rules in favor of the Fontainebleau, the Eden Roc would be willing to pay at least $1 million (and at most $3 million) to keep the extension from being built.

        It may seem like resolving these types of cases is easy to do. The courts don’t have to know anything about the highest valued use. All they have to do is assign a property right and then let the parties negotiate to reach the efficient outcome. A problem occurs, however, when the parties aren’t willing or able to negotiate to exploit gains from trade. Without negotiation, can the court still guarantee the resource ends up in its highest valued use?

      
      
        There’s No Talking to Some People

        There are different types of negotiation costs (also known as transactions costs). The physical costs of negotiating may involve travel and time costs. Emotional costs may be a factor, such as when the parties simply do not like each other and refuse to negotiate. The amount of gains from trade also affects the likelihood of negotiating. In the spleen case, the gains from trade were so enormous that negotiation would almost guarantee that the spleen would end up in its highest valued use regardless of negotiation costs. In the hotels case, it is possible that the gains from trade may not have been high enough to encourage successful negotiations, or bad feelings between the two hotels may prevent negotiations.

        It is tempting to argue that because the Eden Roc and the Fontainebleau ended up in court, they were not willing to work out their problems on their own. But for negotiations to take place, there must be a starting point in terms of a well-defined property right. Without such a starting point, how would negotiations proceed? Would the Eden Roc pay the Fontainebleau not to build the extension, or would the Fontainebleau pay the Eden Roc to be allowed to build? As we saw in chapter 2, who gets the property right won’t affect where the spleen ends up, but it will greatly affect the financial well-being of the parties. That is why the parties end up in court.

        Once the court assigns a property right, the next step is to protect that right. One way to protect it is to use what is known as a property rule. With a property rule, once the right is assigned the court does nothing more. We have already informally discussed this option. A property rule allows the parties to negotiate their own outcome, moving the resource to its highest valued use. If the parties don’t negotiate, a property rule is generally not efficient unless the court knows the highest valued use. If the court knows it is efficient for the extension to be built, it can assign the property right to the Fontainebleau. If it is not efficient for the extension to be built, it can assign the property right to the Eden Roc. Even with no further negotiation, in both cases the efficient outcome is directly achieved.

        If the court has no idea what the highest valued use is, a property rule cannot guarantee an efficient outcome when there are high negotiation costs. Once the right is assigned, there will be no further movement of the resource. But there is another way to protect a property right that allows for a resource to transfer even if negotiations do not occur. This is known as a liability rule.

        When the court uses a liability rule, it protects a property right by imposing a payment schedule the parties can adhere to if they want to move the resource. For example, let’s say the court awards the property right to the Fontainebleau but allows the Eden Roc to prevent the extension being built if they pay the Fontainebleau $2 million. If the Eden Roc agrees to make the payment, the Fontainebleau cannot build. They also cannot hold out for more money—it is the court that determines the amount of payment, not the Fontainebleau.

        Liability rules offer some nice features. First, they can circumvent high negotiation costs by allowing the court to impose a payment schedule upon the parties. This can allow for movement of a resource that would not have occurred if left up to the parties to negotiate terms. Second, under certain conditions a liability rule can allow for the efficient allocation of resources to be achieved without the need for a market transaction and without the court knowing precisely what the efficient outcome actually is.

        Let’s return to the first example. The Fontainebleau values the extension at $3 million, and the Eden Roc values the sunlight at $1 million. The efficient outcome is for the extension to be built, but the court does not know this and assumes the two hotels will not negotiate with each other. However, as long as the court knows one of the two hotels’ values, it can design a liability rule that will achieve the efficient outcome.

        If the court knows the Fontainebleau values the extension at $3 million, it can assign the property right to that hotel and allow the Eden Roc to block construction if it pays the Fontainebleau $3 million. Will the Eden Roc pay? Yes, if it values the sunlight at more than $3 million, and in this case it would be efficient to not build an extension. No, if it values the sunlight at less than $3 million, and in this case it would be efficient to build the extension.

        It works the other way around also. If the court knows the Eden Roc values the sunlight at $1 million, it can assign the property right to that hotel and allow the Fontainebleau to pay $1 million to build its extension. If it values the extension at more than $1 million it will build and that will be efficient. If it values the extension at less than $1 million, it won’t build and that will be efficient. As long as the court assigns the property right to the party whose value it knows, and it sets the payment at that amount, the efficient outcome will be achieved.

        You can apply the above economic reasoning to any negative externality setting. To the extent that individuals can negotiate, the assignment of the property right is the key aspect of resolving a negative externality. If the parties can’t or won’t negotiate, a property rule can work if the efficient outcome is known. If the efficient outcome is not known but some information is available, a liability rule may allow for the efficient outcome to be achieved. If no information at all is available, it is very difficult to efficiently resolve a negative externality the parties can’t resolve themselves.

        While liability rules offer the courts a degree of flexibility in their rulings that property rules don’t allow, that very flexibility also creates shortcomings. Liability rules are more complex to administer as simply assigning a property right is no longer sufficient. The court also needs to determine a payment schedule, which can be a complicated process depending on the nature of the case. Liability rules tend to be more interventionist compared to property rules, and these complications increase administrative costs.

        Furthermore, and perhaps most problematic, the courts have wide discretion in how to set payment schedules. Economists may care about moving resources to their highest valued use, but there is no reason to believe the courts always care about that objective. The courts can use a liability rule to redistribute wealth in any way they see fit or to achieve some other allocative goal. While there is no correct objective here, how the court protects a property right can create social tension. Perhaps there is no clearer example of this tension than when the courts rule in cases involving the government seizure of property through the use of eminent domain law. You should keep a close eye on your stuff. As we will see next, the government can take it at any time.

      
      
        Note

        
          	The hotels and sunlight case citation is Fontainebleau Hotel Corp. v. Forty-Five Twenty-Five Inc., 114 So. 2d 357 (1959).

        

      
    
  
    
      
        6  The Government Taketh Away

      
      It’s the late 1970s. A telephone rings somewhere in Detroit.

      
        Detroit: City of Detroit. Can I help you?

        GM: Hi Detroit, General Motors here. How are you?

        Detroit: I’m doing great. And you?

        GM: Fine thanks. Just a quick call to tell you I am moving my Cadillac and Fisher body plants to the Sun Belt.

        Detroit: The Sun Belt? Why are you hurting me like this? Haven’t I been good to you?

        GM: You’ve been wonderful, but I have needs that you are no longer fulfilling. I hope we can remain friends.

        Detroit: Don’t leave. I’ll do anything to convince you to stay. Just name it.

        GM: Anything?

        Detroit: Anything.

        GM: Okay, I want you to give me a town.

        Detroit: Excuse me. Did you say you want a town?

        GM: Well, maybe not a whole town, but a large chunk of one. Say around 500 acres of land. Also, it needs to be in the shape of a rectangle and offer easy access to both a freeway and a long-haul railroad line.

        Detroit: Is that all?

        GM: Since you asked, I also want twelve years of tax concessions for the new plant.

        Detroit: If I do all that for you, will you promise to stay?

        GM: I promise.

        Detroit: Okay, consider it done. Just give me a few days to find the perfect location.

        GM: You’re the best. Love you Detroit.

        Detroit: Love you GM.

      

      End of call.

      Okay, so maybe a call like that never took place. But here’s what did take place. In 1981, the city of Detroit invoked eminent domain to condemn a large area in Poletown (a neighborhood of Detroit) to make way for GM’s new plant. The condemnation required the relocation of 4,200 people, 1,300 homes, 140 businesses, 6 churches, and 1 hospital. It cost the city $200 million to get all this done, but GM was generous enough to help with the expenses. GM paid the city $8 million. But don’t feel too bad for GM. It did get its twelve years of tax concessions.

      The Fifth Amendment of the US Constitution succinctly states, “nor shall private property be taken for public use, without just compensation.” When you think about the term “public use,” you may think of the government using eminent domain to acquire land for big public works projects like expanding highways or building airports, and not for transferring property from one private party to another private party. Does Detroit’s taking of Poletown to give the land to GM constitute public use? The Supreme Court of Michigan thought so and ruled in the city’s favor. But before we evaluate that ruling, let’s think about the sense or nonsense of eminent domain in general. Why ever allow the government to invoke such power?

      
        What’s Yours Is Theirs

        Let’s say the government is expanding a two-lane highway to four lanes, and yours is one of the many houses that needs to be demolished to make way for the expansion. What would happen if we required the government to purchase your property through a voluntary market transaction? In other words, using terminology from the previous chapter, your property right will be protected with a property rule. If the government values your property more than you do, negotiation will lead to a transaction occurring. If the government values your property less than you do, no amount of negotiation will ever lead to a transaction occurring. In either case, the property moves to, or stays with, the higher valued use.

        As long as the government can negotiate with you, eminent domain is not needed to guarantee an efficient outcome. So the first possible justification for eminent domain is that there may be high negotiation costs that prevent your property from moving to the higher valued use. In our hypothetical highway expansion example, even if the negotiation costs are modest per property owner, the aggregate negotiation costs across dozens or more property owners may be prohibitive. Eminent domain may be needed to circumvent those costs and have the project completed in a timely fashion.

        One shortcoming of this argument is that while negotiation costs may be high in an absolute sense, they may not be high in a relative sense. Eminent domain is not magically accomplished. The government may face substantial administrative costs with each potential taking, especially if a taking is challenged and costly court proceedings arise. So as difficult as it may be to negotiate with property owners, that may be the less costly way for the government to proceed. In fact, this can explain why the typical government taking begins with a negotiation and only resorts to eminent domain when a voluntary transaction does not occur. So, to evaluate to role of eminent domain in these cases, we can ask: Why do negotiations break down?

        Let’s begin with a situation in which there are gains from trade for the government to take your property. That is, they value your property more than you do. In theory, it should only be a matter of time before you sell your property, but in practice there may be some impediments. Perhaps you are a tough negotiator, attempting to extract as much money as you can by rejecting offers in the hope that the government will keep raising them. This could backfire, though, if the government decides to invoke eminent domain to undercut your strategic bargaining and possibly save money with a court-determined price. However, to the extent that you are aware of the threat of eminent domain, strategic bargaining may not be a serious problem as long as the government can make you an offer that exceeds your value.

        A related problem involves not just trying to get an offer as close to the government’s value as you can, but in actually trying to increase the government’s value for your property. A simple numerical example can explain how this can be done. Let’s say the government needs two identical tracts of land to complete a project—yours and your neighbor’s. The government is willing to pay up to $250,000 for both properties so, on average, they are willing to pay $125,000 for each tract. Your neighbor accepts an offer of $75,000, leaving the government with a remaining value of $175,000 for your property, a $50,000 dollar increase over the initial average. Thus, your property became more valuable to the government simply because you held out longer than your neighbor. By holding out, you may be able to receive a higher price than you would have received by selling first.

        As long as the properties eventually move to the higher valued use, what is the justification for eminent domain in this case? The problem with holding out is that all property owners have an incentive to be the last seller. If everyone is waiting for everyone else to sell, this can cause costly delays in the completion of the project or even possibly prevent the project from ever being undertaken. Even if there are other ways to circumvent the hold-out problem, such as the government trying to buy the tracts of land simultaneously, eminent domain may be the most effective way to encourage the transfer of properties in these settings.

        In all, for whatever reason negotiations fail to transfer a resource to a higher valued use, there is a justification for eminent domain. But what about in the case where you value your property more than the government does? Negotiations will always fail in this case, which could lead the government to invoke eminent domain. What happens now?

      
      
        Is It Fair to Be Just?

        You live in a house that has been in your family for several generations. If you put it on the market, the highest offer you would receive is $300,000, and that is quite reasonable compared to similar houses in your area. However, you place a large sentimental value on your family home, and you would need a minimum of $400,000 to sell it. If the government was interested in buying your house through negotiation, it would have to pay you at least $400,000. However, it only values your house at $350,000, so a sale will not occur. The government decides to invoke eminent domain and have the courts assess just compensation.

        When assessing just compensation in an eminent domain case, the courts try to determine the fair market value for your house. They consider appraisals of your property from both yourself and the government. Typically, however, fair market value considers the best offer you could get if you were to put your house up for sale, and this is not likely to include any sentimental or subjective value you alone place on your house. If the courts determine the fair market value in this case to be $300,000, the government will purchase your property through eminent domain even though it would not have purchased it through negotiation.

        This is the big shortcoming of eminent domain, or any liability rule for that matter. When subjective values are involved, just compensation is more likely to undercompensate true value rather than to overcompensate for it. This leads to too many takings occurring. It’s not so much that the government saves money by invoking eminent domain, although that could be one reason why it resorts to using that power. The real problem with nonmarket transactions is that some resources will move to lower valued uses.

        Using economic reasoning to evaluate eminent domain boils down to a simple trade-off. On the one hand, eminent domain can help move a resource to a higher valued use when, for whatever reason, a market transaction cannot do so. On the other hand, eminent domain can move a resource to a lower valued use when a market transaction would not do so. If you accept that eminent domain does, at least in certain situations, promote efficient transfers, why not allow it to be used for purely private transactions in similar situations? We are now ready to return to Poletown. If only it were still there.

      
      
        What GM Wants GM Gets—You Have a Problem with That?

        For the sake of argument, let’s assume that the value GM placed on its new plant far exceeded the sum of the values of all the displaced Poletown residents. Furthermore, had GM attempted to purchase all the properties through negotiation, many residents would have behaved strategically or refuse to negotiate. Without the government’s help, the new plant could not have been built and many jobs and a substantial tax base would have been lost. The court ruled that the taking did satisfy the public use requirement, even if the property was ultimately transferred to a private corporation. So why not cut out the middleman and let GM directly invoke eminent domain?

        Relative to government taking power, what would be some of the downsides of allowing private corporations to directly invoke eminent domain power? First, whatever you think are the government’s social objectives when using eminent domain, you can be certain that private companies are only concerned with their own private objectives. A profit-maximizing private company would only use eminent domain to reallocate property if it were the least expensive way to do so. To whatever extent eminent domain allows resources to move to lower valued uses, that problem would likely be exacerbated with private corporations unconcerned about social welfare.

        Second, while it may be very difficult to determine to which use a resource is best suited, the typical government project, like building highways or airports, may have more apparent social value than many smaller private projects. The greater the value of the project, the less concern there will be with moving resources to lower valued uses. Finally, it could simply be that many people distrust private companies, and endowing them with additional power is not thought of as prudent. Of course, the exact same thing can be said about how some people view the government.

        If eminent domain is justified in certain private situations, yet private companies are not given the authority to invoke such power, perhaps it makes sense to allow the government to act as a middleman to facilitate the transfer of resources from one private party to another. The government can be the watchdog over takings that involve property transfers between private parties. However, one drawback of the government as middleman is that private companies may start devoting resources toward gaining government favor. The attraction of private funds can easily undermine social objectives and possibly even encourage corruption among government officials.

        In the end, from an economic perspective perhaps the distinction should not be between public use and private use but between the conditions that warrant eminent domain and those that do not. If the ends justify the means, and the social objective is to move resources to their highest valued use, how the resources move may not be as important as making sure that they do move. But no matter how eminent domain is used, for public or private use, any time a resource moves through a nonmarket mechanism, the potential exists for that resource to move to a lower valued use.

      
      
        Note

        
          	The GM/Poletown case citation is Poletown Neighborhood Council v. City of Detroit, 410 Mich. 616 (1981).

        

      
    
  
    
      
        7  To Create and Protect

      
      I don’t know anyone who doesn’t love a pop quiz. Here’s one for you, and it literally is a pop quiz. This is an easy one. What group sang the smash 1965 hit song “Do the Freddie”? Give up? That, of course, was Freddie and the Dreamers. If you are familiar with that song or group, it may be because you are an aficionado of first-wave British Invasion pop music (like I am), or you are old enough to remember AM radio in the mid-1960s (unfortunately, also like I am). In the 1960s, the British music scene experienced a creative explosion the likes of which had yet to be seen. In addition to wildly popular groups like the Beatles, the Rolling Stones, and the Who, countless other groups had anywhere from one to several hit songs in America and elsewhere.

      These songs generated a substantial amount of revenue for the copyright holders of the intellectual property. Under British copyright law, exclusive rights were attached to these songs for fifty years after their release, and only after that period of time would they enter into the public domain. Imagine the excitement of being able in 2015 to “Do the Freddie” wherever and whenever you desired without having to pay royalties to the copyright holders. Unfortunately, this was not to be. In 2013, British copyright law was extended from fifty years to seventy years after a song’s release. Now we will have to wait until 2035 for the dance craze “the Freddie” to sweep across retirement homes throughout the world.

      There have been other times when copyright protection was extended for intellectual property. In 1998, the United States Congress enacted the Copyright Term Extension Act (also known as the Mickey Mouse Protection Act due to the lobbying pressure applied by the Disney Corporation). This act extended copyright protection from fifty to seventy years after the life of the creator, or from seventy-five to ninety-five years after publication for a work of corporate authorship. Mickey Mouse could breathe a bit easier—he wouldn’t have to work for free for another twenty years. But why extend the life of an already long-protected intellectual property? To address this question, we must address the justification for copyright protection in the first place.

      
        To Write or Not to Write

        Imagine you are going to write the great American novel. It’s going to be an epic story set in the pre–World War I era, with the action spanning three continents. You plan to devote at least a year to nothing but research and travel as you want the historical facts and the description of the locales to be as accurate as possible. After that, you will need another year or two to complete the novel. You quit your full-time job, spend all your savings, and borrow as much as you can to support yourself throughout the creative process.

        All your efforts pay off. Your publisher is thrilled with the final manuscript. Advance critical reviews have been strong. Your novel is due out early next year and is expected to be a best seller. But then something extraordinary happens. The US Congress rescinds copyright protection for all intellectual property released on January 1 or later. Your book will enter the public domain immediately upon release. This means that any publisher can take your book, reprint it, sell it, and keep all the revenue from the sales without having to pay you or your publisher anything. This will greatly reduce the profit your publisher, and ultimately you, can make from selling your book. You will be a famous author who is now financially ruined.

        Now let’s back the story up to the beginning. Just as you are about to begin work on your novel, Congress announces that three years from now, before your novel is expected to be released, there will be no more copyright protection. What will you do? More importantly, what won’t you do? You may decide not to write your novel because you lack the financial incentive to do so. If this happens, the world will be deprived of your future masterpiece. This, then, is the main justification for copyright protection—it provides an incentive for the creation of intellectual property. Precisely how does this happen?

        The creation of much intellectual property requires two types of costs to be incurred—the up-front costs and the incremental costs. Let’s say the publisher is willing to cover all the research and living expenses you incur in the three years it takes you to write the book. Thus, the publisher has incurred a substantial cost even before a single copy of the book is sold. This is the up-front cost. Still to come are the costs the publisher has to incur to physically produce individual units of the book, such as paper and printing costs. These are the incremental costs. There is one thing that is certain: whatever costs the publisher incurs, before or after the first copy is produced, a retail price must be set that ultimately will return enough revenue from sales for the publisher to cover all the costs.

        Without copyright protection, many publishers will be able to offer your book for sale. In general, the more firms there are producing an identical (or very similar) product, the lower the price will be, eventually approaching the incremental cost. If the price were to fall below the incremental cost, it would not be profitable to produce even a single copy of the book. And if the price is just high enough to recoup incremental costs, the firm would not be able to also recoup up-front costs. Thus, no publisher has an incentive to be the only firm to incur up-front costs and then allow everyone else to publish the book at will. By restricting easy entry into the market, copyright law grants monopoly power to one publisher so that enough revenue can be earned to encourage the creation of intellectual property. But isn’t monopoly power a bad thing?

      
      
        The One, the Only, the Monopolist

        Technically, a monopoly exists when only one firm produces a product or service in a market. The more general term is monopoly power, which can involve a single firm or number of firms that behave in ways that are not perfectly competitive. Monopoly power draws the attention of both federal and state authorities through various antitrust statutes designed to curb such power. When I ask my students what they think the problem is with monopoly power, the immediate answer I always get is that monopolists price their products too high. But what is meant by “too high,” and why is that a problem?

        Let’s say the publisher of your book will price the hardcover edition at $40 if there is copyright protection, but can only price it at $25 if other publishers also release their own editions. Thus, consider $40 to be the monopoly price, and $25 to be the competitive price. Obviously, fewer copies will be sold at the higher price, but the key to understanding the monopoly problem lies in distinguishing between the consumers who buy at the monopoly price and those who don’t.

        All consumers who value the book at more than $40 will buy the book at either the monopoly price or the competitive price. Similarly, all consumers who value the book at less than $25 will not buy the book at either the monopoly price or the competitive price. Thus, for these two groups of consumers, their decision to purchase does not depend on copyright protection. The third group, however, values the book between $25 and $40. These consumers will only buy the book if there is no copyright protection, and they represent the problem with monopoly power.

        The competitive price represents the minimum amount publishers need to sell your book. In terms of gains from trade, any consumer willing to pay less than that price is efficiently excluded from the market, while any consumer willing to pay more than that price should be efficiently included in the market. By raising the price above the competitive price, the monopolist creates a gap between the two prices that inefficiently excludes some consumers. That is, these consumers are willing to pay the competitive price, but not the monopoly price, for your book. Copyright protection does not allow them to reap the gains from trade that exist for them.

        It may be tempting to add that another problem with monopoly is that the consumers who do buy the book are simply paying too high a price for it. But recall, gains from trade is concerned with allocating the resource to the highest valued use, not with the price at which the transaction occurs. Still, one can make the equity argument that a monopoly price is unfair and should be controlled, and from that perspective it is a sound argument. Equity and efficiency are both legitimate, even if very different, social objectives. But most importantly in terms of monopoly power stemming from copyright protection, we must consider the benefits of copyright in providing incentives for the creation of intellectual property. Or must we?

      
      
        Look What Da Vinci Did

        A student of mine, who for some reason was passionately against copyright law, once shouted out during class: “Da Vinci didn’t have copyright protection, and look what he did.” I have to give him credit for at least knowing the topic of that day’s lecture. A common argument against copyright protection is that long before the copyright laws fully developed, some of the greatest art, literature, and music the world has ever known was created. In other words, there are other forces that provide incentives for the creation of intellectual property that do not require the granting of monopoly power.

        For example, many authors and artists may create intellectual property for the joy of being creative and not specifically for financial motives. (Don’t tell my publisher this, but I would have been willing to write this third edition just for the fun I’m having, even without receiving royalties from sales.) Furthermore, if funding is needed to encourage intellectual property, such funding may come from sources other than future sales, such as family support, private donations, or public subsidies.

        Another factor may be the first-to-the-market advantage. Because the original producer will be the first to the market, there will be a time lag that can be exploited before any pirating of the original can take place. This time lag may be enough for the original producer to recoup the up-front cost and then some. There are also technological considerations. What would be the quality of the pirated copies? If poor, the original can maintain a market advantage without copyright. There may also be high costs incurred in pirating the original, making it less likely to be a profitable activity.

        There is no doubt that intellectual property can be created without copyright protection. However, the argument that there was a tremendous amount of creation prior to the advent of copyright and, therefore, copyright is not necessary, is problematic. First of all, the issue is not whether there was intellectual property creation prior to copyright, but how much of it there was. Perhaps Leonardo da Vinci had a more talented cousin, Sheldon da Vinci, who became an accountant because he didn’t feel he could be financially secure as an artist without copyright protection.

        Far more importantly, the technology involved in pirating has become more sophisticated and less costly throughout the computer and digital age. This is most readily apparent in the music industry. When I was a teenager, copying my friends’ record collections required a boxful of cassette tapes and many hours of recording, and the tape always seemed to run out with a minute or two of music left on the album. These days, digital transfers occur instantly and create perfect copies. You can literally share a music file with thousands of people in a matter of seconds. These incredible technological advancements in copying have been used to strengthen the argument in favor of copyright protection, especially in the music industry. Have you ever heard of Grokster? If not, you can blame (or thank) copyright law for that.

      
      
        It Goes On and On

        The economic sense of copyright protection involves a simple trade-off: providing incentives to create intellectual property vs. excluding consumers through monopoly power. So what is the optimal length for copyright protection? Some argue that the optimal length is zero, while others argue that it should be extremely long. It ultimately boils down to an empirical issue, one that is unlikely ever to be clearly resolved. And as can be seen in the UK and US cases of copyright extensions, in practice there also seems to be some uncertainty about how long protection should last. How might we evaluate the sense of copyright extension for long-protected intellectual property?

        There is one thing we know for certain—the extension cannot affect the stock of intellectual property from the 1960s because that music has already been created. If there is to be an incentive-to-create effect from the extension, it can only apply to those musicians who have yet to create. In theory, as copyright protection increases, so should the incentive to create. In practice, the question is an empirical one—how much more intellectual property will the extension actually encourage? You would have to find musicians who lack the incentive to create with fifty years of protection but who would create with seventy years of protection. I imagine this would be a very small group.

        If it is the case that copyright extension provides little in the way of incentives to create, prolonging monopoly power for twenty years appears to offer social costs without offsetting benefits. But that may not entirely be the case. Copyright protection may not only provide the incentive for the initial creation of intellectual property, it can also provide benefits in maintaining or enhancing the value of intellectual property over many years. For example, let’s say the image of Mickey Mouse enters into the public domain and is freely used in crude and pornographic animation. This could greatly depreciate Mickey Mouse’s current market value. As another example, the classic rock group Led Zeppelin is well known for protecting the value of its music by rarely allowing its songs to be used for commercial purposes. You won’t be hearing their best-known song, “Stairway to Heaven,” in a toilet paper commercial anytime soon.

        One policy suggestion that attempts to straddle the line between copyright’s pros and cons is to allow for a shorter copyright term (maybe twenty years) that can, at a fee, be indefinitely renewed. This will return to the public domain a substantial amount of intellectual property that does not maintain enough value to make it worth renewing but allow for the most valuable property to continue to be protected if desired. While this policy doesn’t eliminate, and may enhance, the monopoly problem for the most valuable property, it does allow for more flexibility that is in the control of those the copyright laws are designed to protect—the intellectual property owners.

        In the end, it appears that the main justification for the UK extension was to enhance the revenue stream of the copyright holders:

        
          “This important decision comes not a moment too soon,” said the chief executive of UK music industry body the BPI, Geoff Taylor. “An exceptional period of British musical genius was about to lose its protection. As a matter of principle, it is right that our musicians should benefit from their creativity during their lifetimes, and that they should not be disadvantaged compared to musicians in other countries.”

        

        It’s not clear how much revenue the extension brings to the copyright holders, as the popularity of music depreciates very quickly. Even some very popular groups from the sixties rarely show up on current music sales and popularity charts. Still, for copyright holders of any older music enjoying protection, the extension provides windfall gains, be they large or small, regardless of whatever efficiency gains or losses also exist.

      
      
        Notes

        
          	For a discussion of factors that provide incentives for the creation of intellectual property, see William M. Landes and Richard A. Posner, The Economic Structure of Intellectual Property Law (Cambridge, MA: Harvard University Press, 2003).

          	For a discussion of renewable copyright, see Richard A. Posner and William M. Landes, “Indefinitely Renewable Copyright,” University of Chicago Law Review 70 (2003): 471–518.

          	The newspaper quote concerning the UK copyright extension is from “Musicians Win Copyright Extension to 70 Years,” Guardian, September 12, 2011, https://www.theguardian.com/media/2011/sep/12/musicians-copyright-extension.

          	An interesting study on copyright, file sharing, and music depreciation is Joel Waldfogel, “Copyright Protection, Technological Change, and the Quality of New Products: Evidence from Recorded Music since Napster,” Journal of Law and Economics 55 (2012): 715–40.

        

      
    
  
    
      
        8  Don’t Do the Crime If You Can’t Do the Cane

      
      In 1994, Michael Fay, an eighteen-year-old American man living in Singapore at the time, was convicted of vandalizing cars and stealing road signs. His punishment included a mix of sanctions. He was sentenced to four months in jail and required to pay a fine equivalent to approximately $2,200 US. Had this been the extent of his punishment, Fay’s situation would have largely gone unnoticed. Singapore, however, also relies on corporal punishment as one of its criminal sanctions, and Fay was sentenced to six strokes on his buttocks with a rattan cane. This was noticed, especially in the United States.

      As part of the US response to Fay’s corporal punishment, no less a person than President Bill Clinton requested that Fay be pardoned from the caning. In addition, a dozen US senators signed a letter asking for clemency, and several major newspapers published editorials condemning the caning. There was also much public outrage, although many did feel that Singapore had the right to choose its own sanctions. In the end, the Singapore authorities responded to the formal US appeals by reducing the number of strokes from six to four.

      However you feel about caning as a criminal sanction, such physically harsh sanctions are not used in the United States. Convicted criminals in the United States enjoy a constitutional protection against cruel and unusual punishment, and corporal punishment is unlikely to fall outside the scope of this protection. As seen in the Fay case, and especially from official representatives of the American government, the public sentiment against a harsh sanction like caning is strong. But who is to decide whether a particular form of punishment is overly harsh? Politicians? The public? International organizations? Convicted criminals? How about economists?

      
        Crime and Punishment (and Don’t Forget Economics)

        Criminal punishment can take many forms. Common punishments in the United States include incarceration, monetary fines, probation, capital punishment, house arrest with electronic monitoring, military-style boot camps, community service, asset forfeiture, and various forms of shaming. Michael Fay discovered that caning is used in Singapore. And in some parts of the world, you can still find several forms of very harsh physical punishments such as torture, stoning, amputation, and blinding.

        Society chooses to punish criminal behavior for several reasons. Punishment can satisfy a sense of justice and cater to feelings of retribution. Punishment can be used to incapacitate criminals, temporarily by keeping them locked up for some amount of time or permanently with life sentences or execution. Punishment can also be used as a means to rehabilitate criminals. And perhaps most important from an economic perspective, the threat of punishment can serve as a deterrent to crime.

        Crime deterrence focuses on the role of punishment in preventing crimes before they occur. Much economic research has been devoted to trying to identify the deterrent effect of various punishments. For example, does the death penalty reduce the murder rate? Do monetary fines reduce white-collar crime? Does prison deter crime or merely incapacitate criminals?

        In addition to identifying the existence of a deterrent effect, it is also important to try to measure its magnitude. The benefit of deterrence lies in reduced crime costs. If, for example, capital punishment deters murder, how many lives are saved for each convicted criminal who is executed? The more lives saved, the more beneficial is capital punishment. But deterrence benefits are only half the story. Implementing punishment can require significant resource costs, leading to the question: Is deterrence a good bang for the buck?

        Governments devote a tremendous amount of resources to maintaining all aspects of a criminal justice system, from policing to prosecuting to punishing. Different punishments can have a wide range of implementation costs. Prisons are substantially costly to build and maintain. Monetary fines, on the other hand, involve far fewer resource costs to implement and, as a bonus, they generate revenue. Other punishments are likely to fall somewhere between those two extremes. How does this cost-benefit approach to evaluating punishment apply to a corporal punishment such as caning?

        One thing that can be said about caning is that it is an extremely low resource cost form of punishment. To implement caning, all that is needed is a bamboo cane and someone to carry out the punishment. Thus, caning is nearly costless to impose. To whatever extent the resource costs of implementing criminal punishment matter to society, caning appears to be ideal, especially when compared to a far more costly alternative like prison. But how can we evaluate the benefits of caning from a deterrence perspective?

        If caning is, as many believe, an overly harsh punishment, it may be associated with a significant deterrent effect. This can lead to large benefits with few offsetting costs, strengthening the case for caning, at least in a dollar-for-dollar sense. But this still leaves some unanswered questions. From whose perspective do we want to consider the harshness of a punishment? Should the harshness of a punishment be measured in absolute terms or relative to other punishments?

        To begin addressing these questions, let’s consider a hypothetical scenario in which you, a convicted offender, can choose between two forms of punishment. Assume that you are sentenced to either six strokes with a bamboo cane on your buttocks or X number of days in a Singapore prison. Think of the value of X as making you truly indifferent between the two punishments. In other words, if your prison sentence is greater than X days you prefer the caning, and if your prison sentence is less than X days you prefer the prison sentence. Now, answer this question: What is your value for X?

        When I present this scenario to my students, the most common answer I get is X equal to one day, with nearly all answers of X less than a week. These students are much braver than I am. My X would be as close to zero as possible. I don’t know anything about prison life in Singapore, but I can’t imagine it comes with a subscription to Netflix. As soon as I would be given the choice between caning and prison, my pants would be down around my ankles, I’d bend over, and I would happily count off each stroke.

        If most people choose X to be very small, perhaps this suggests that caning does not offer much of a deterrent effect. If you’d rather have six strokes with a cane than one day in prison, it is likely that even a one-month prison sentence can offer a much stronger deterrent effect than corporal punishment. But keep in mind, the prison sentence will also require more resources to implement.

        The key point here is that from an economic perspective, any two punishments can be directly comparable. What is the maximum monetary fine you will pay to avoid a specific prison sentence? How many days of community service are equivalent to a fine or a prison sentence? What this means is that if the authorities have a desired level of deterrence they want to achieve, and there are various sanctions that can be used to achieve that level, one way to break this tie is to use the one that requires the fewest resources to implement. This sounds like a simple policy solution, but in practice it would be very difficult to implement.

        While it may not be difficult for the authorities to calculate the costs of implementing different forms of punishment, trying to determine their deterrence values is a whole other matter. Even with very sophisticated statistical analysis, it is difficult to identify and measure deterrent effects with a high degree of accuracy. Furthermore, there is a strong subjective component to punishment. You may prefer a $2,000 fine to one week in jail, while others may prefer the jail time. Identical punishments applied to different offenders will likely yield different deterrence values. From a pragmatic policy perspective, then, it is too simplistic to argue that the authorities should use the punishment that requires the fewest resources to implement.

        For any government, deciding how best to devote resources to fighting crime is a complicated process. How many resources should be devoted to maintaining a criminal justice system as opposed to the many other public policy concerns such as education, health care, national defense, or infrastructure? How should resources be allocated across the various levels of the criminal justice system? Which sanction should be used, and at what degree of severity, to satisfy whatever policy goal is pursued with respect to the punishment of criminal behavior? How is this policy goal to be determined, and by whom? These are difficult questions to address.

        Returning to Michael Fay’s fate, one thing we can do is to try to predict what would happen if Singapore decided to concede to international pressure and ban caning. In whatever way the authorities came up with the original mix of sanctions, to maintain the same severity of punishment once caning is banned at least one of the other sanctions must be increased. How would Fay perceive the harshness of this new mix of sanctions? We can never know for sure, but if the new mix is perceived as being harsher than the original one (perhaps the new mix has a longer prison term), we have made things worse for Fay.

        It may be tempting to argue that the Singapore authorities could ban caning without changing the other sanctions. While this is certainly possible, it leaves an unanswered question: What was the role of caning in the first place? If caning truly is a punishment designed to deter crime, removing it from the mix without adjusting the other sanctions could lead to an increase in the crime rate.

        Caning may be a barbaric punishment, and it can be forcefully argued that it should be banned for that reason alone. But for those who call for it to be banned, some additional thought may be needed. Caning must have played some role in Singapore’s determination of punishment. Understanding that role not only allows us to better predict how a ban on caning would impact future policy choices in the setting of punishment but also allows us to better evaluate the costs and benefits of these choices.

      
      
        Note

        
          	The seminal paper on the economics of crime and punishment that motivates this chapter and several that follow is Gary S. Becker, “Crime and Punishment: An Economic Approach,” Journal of Political Economy 46 (1968): 157–79.

        

      
    
  
    
      
        9  What a Fine Mess

      
      You are enjoying a pleasant fall drive along a two-lane highway through the countryside. The speed limit is 55 mph, and you have your cruise control set at 58 mph. As you are absorbing the changing colors of the leaves, at the very last second your eye catches a sign that reads “change in speed limit ahead.” You immediately begin decelerating, but as you pass the 25 mph speed limit sign, you are still traveling at 40 mph. And just your luck, a police car suddenly pulls up behind you and flashes its lights at you to pull over.

      You are not panicking. After all, surely the police officer saw you slowing down and knows you needed just a few more seconds to adjust to the new speed limit. Perhaps you’ll just get a warning ticket. But that is not to be. The officer informs you that he clocked you at 15 mph above the speed limit, writes you out a ticket for $150, and leaves you with the universal after-ticket advice of “drive safely now.”

      As you continue on your way, you start getting upset. How could anyone reduce their speed that quickly short of slamming on the brakes? And isn’t it quite a coincidence that an officer was waiting right there as you passed the new speed limit sign? Hold on. You got it. You were just caught in a speed trap.

      In general, a speed trap exists when the police are focused on extracting revenue from drivers in addition to, or possibly instead of, promoting highway safety. The National Motorists Association, a drivers’ rights organization that routinely calls for legislation to restrict the use of speed traps, draws attention to the enormous amount of revenue that is made through traffic tickets:

      
        Traffic tickets are a multi-billion [dollar] industry. They have virtually nothing to do with highway safety, but they have everything to do with money. . . . No one knows how many traffic tickets are actually issued. . . . Not including parking tickets, we can estimate that somewhere between 25 and 50 million traffic tickets are issued each year. Assuming an average ticket cost of $150.00, the total up front profit from tickets ranges from 3.75 to 7.5 billion dollars.

      

      Up to $7.5 billion a year. I’m in the wrong business.

      With this amount of revenue up for grabs, the police may decide to aggressively enforce the traffic laws. But as long as the police are not being corrupt, and they only ticket drivers who exceed the speed limit, what is the problem with aggressive enforcement? Besides, it is extremely easy to avoid having to pay a speeding fine—simply don’t exceed the speed limit. Still, there is something suspicious about a policing agency that can profit from enforcing the law, even if there are advantages to using monetary fines to deter and punish criminal behavior. The ultimate question that needs to be addressed is: What are the social costs and benefits of using fines as a criminal sanction?

      
        Catch Me If You Can

        As we saw in the previous chapter, the term “punishment” typically refers to the choice of sanction (such as fines, prison, or the death penalty) as well as to the magnitude of the sanction. It seems obvious that the larger the fine or the longer the prison sentence, the harsher the punishment. But this is not necessarily correct. The harshness of a punishment also depends on the probability that it is incurred.

        For example, which is the harsher punishment in your mind: a five-year prison sentence that you have a 10% chance of receiving, or a one-year sentence that you have a 90% chance of receiving? Let’s consider the same concept but in terms of a monetary fine. If you have a 10% chance of receiving a $5,000 fine, your expected (or average) fine is (10%)($5,000) = $500. Compare that to a 90% chance of receiving a $1,000 fine, which has an expected fine of (90%)($1,000) = $900. From a strictly monetary perspective, then, the second fine is the harsher of the two.

        What we are doing here is breaking down the concept of punishment into two distinct components—severity and certainty. The severity of punishment represents the type and magnitude of the sanction. The certainty of punishment represents the probability that the sanction is imposed, usually made up of the probability of apprehension and the probability of conviction. Putting severity and certainty together is calculating what is referred to as the expected punishment. So a $5,000 fine (severity) coupled with a 10% probability of being imposed (certainty) yields an expected punishment of $500.

        Thinking about punishment in this more expansive way can be very useful from a social policy perspective. Fighting crime requires the authorities to allocate a tremendous amount of resources across several dimensions of the criminal justice system, such as the police, the courts, and a system of sanctions. As an expected punishment involves apprehension, conviction, and the magnitude of a sanction, its calculation requires the authorities to consider all the key resources needed to fight crime. Let’s stick with the crime of speeding and keep it fairly simple. Assume the police have only three main decisions to make when enforcing the speeding laws—what sanction to use, what magnitude to set for the sanction, and how many officers (and vehicles) to devote to the task.

        One advantage of using fines is that they require very few resource costs to implement. While there will be administration costs associated with collecting fines, these costs are likely to be small compared to the costs of implementing other sanctions, such as those that require criminals to be monitored or imprisoned. Furthermore, fines generate a revenue stream for the authorities that can offset (or perhaps more than offset) their implementation costs.

        Once the authorities decide to use fines as the appropriate sanction to deter speeders, they next have to determine two things: the magnitude of the fine, and the amount of resources in manpower and equipment to devote to the apprehension of speeders. It is unlikely that it will be feasible to apprehend all speeders, so there must be some limit to how many drivers will be pulled over. This limit is known as the probability of apprehension. If the objective is to deter speeders, the magnitude of the fine (the severity of the punishment) and the probability of apprehension (the certainty of the punishment) can act as substitutes for each other. If this is the case, and if the authorities are concerned with efficient punishment, economists can offer a simple solution: make the severity of the punishment “large” and the certainty of the punishment “small.”

        For example, let’s say the authorities start with an average speeding fine of $150 and a 10% probability of apprehension. Now let’s increase the fine to $1,500 and simultaneously reduce the probability of apprehension to 1%. What is the difference between these two punishment combinations? Obviously, the second combination is more severe but less certain, but on average they yield the same punishment. With the first combination, the average punishment is 10% of $150 which equals $15. In the second case, the average punishment is 1% of $1,500 which also equals $15. The key difference between the two combinations is that maintaining a probability of apprehension of 1% is going to require fewer resources than maintaining one at 10%.

        Putting all this together leads to a simple economic prediction: to efficiently deter speeding, the authorities can set a high severity of punishment but couple that with a low certainty of punishment. This way, the appropriate average punishment can be maintained with as few resources as possible. Unfortunately, just from casual observation, this prediction does not seem to be borne out in the real world. In the United States, for example, speeding fines are fairly modest, usually at most in the low hundreds of dollars. Yet how difficult would it be to set fines at a significantly higher level, say in the low thousands? Not only would this likely deter many drivers from speeding, it would be a virtually costless adjustment to make as no additional manpower or equipment would be needed.

        Why don’t we see larger fines in the real world? Perhaps the most obvious problem with large fines is that there could be many drivers who either lack the means to pay them or who find them to be too severe a financial hardship even if they could afford to pay them. Of course, one could argue that this would perhaps further deter these drivers from speeding. Nevertheless, for those who speed anyway, large fines could be too much of a burden.

        A slightly more cynical view is presented by the National Motorists Association:

        
          Keep the ticket prices below the pain threshold that would compel motorists to aggressively contest traffic citations in court. They know that if fines got too high, motorists would fight their tickets, and trials eat up all the profit.

        

        This view directly ties into a specific problem: fines create a revenue stream for the authorities, and this could distort the objectives of the police. How does this distortion manifest itself?

      
      
        Profitable Policing

        If policing becomes policing for profit, one concern is that the lure of financial gain may provide the incentive for the police to be corrupt. Perhaps the police will target drivers who are not exceeding the speed limit, or they will try to obscure the traffic signs to make it difficult for drivers to know when the speed limit changes. Obviously, police corruption in any form is an issue that is worthy of social policy consideration. But even if this isn’t the case, and the police only ticket drivers who exceed the speed limit, other problems can arise.

        Another concern is that if the police are profiting from issuing speeding tickets, they may devote too many resources to apprehending drivers who exceed the speed limit. This can happen if the authorities hire more officers and purchase more equipment than would be necessary if they were only concerned about controlling speeding. That is, whatever the optimal probability of apprehension is when the police only care about deterring speeding, they will likely set a higher probability of apprehension when they also care about generating revenue. Furthermore, the police may divert existing resources used to control other crimes toward controlling speeding. So by enforcing speed traps, other crime rates (such as property crime) could increase.

        A similar problem arises in how the authorities approach the so-called war on drugs. A tremendous amount of resources is devoted to fighting the war on drugs at the local, regional, and federal level, but there isn’t a corresponding amount of evidence demonstrating that this war is being won. Some of the Drug Enforcement Administration’s greatest successes in terms of drug seizures have yielded only short-term disruptions in the drug market. Many analysts argue that fighting the war on drugs is like plugging just one leak in a boat that has dozens of leaks. If it is true that the war is hardly a good bang for the buck, why do we go on fighting it?

        One possible explanation is that drugs are such a scourge on society that it is worth spending billions of dollars even if the return is far less than that. An economist may not favor a social policy than returns pennies on the dollar, but others in society may give more weight to the benefits of the policy than they give to its costs. Also, the illicit drug market generates so much financial gain that drug organizations can easily pay those in power (police, prosecutors, judges, and politicians) to look the other way. If that doesn’t work, the threat of violent acts against those in power can accomplish the same objective. But there is another contributing factor to why the war on drugs continues—the asset forfeiture laws.

        The asset forfeiture laws allow local, regional, and federal authorities to seize property and cash from convicted (and even suspected) criminals, especially for crimes relating to drugs. The authorities can seize assets through criminal or civil law. Here are two examples of asset forfeitures related to drug enforcement:

        
          A Columbus [Ohio] dope dealer got five years in prison. The federal government and state and local law enforcement agencies got $840,190 of his money and a lot of his property—three cars, a tow truck, three all-terrain vehicles, a John Deere tractor, a speedboat, a Wave Runner and three trailers.

          A Pontoon Beach [Illinois] police officer seized $3.3 million in a drug-related arrest. Of the total amount, the Pontoon Beach police department kept $2.37 million, the Federal Drug Enforcement Administration asset forfeiture fund kept $658,000, and the Madison County state’s attorney office kept $263,555.

        

        Nationally across all levels of government, asset forfeiture brings in several billion dollars of revenue each year. In these cases, crime does pay, just not for the criminals.

        While such financial gains to the authorities can distort policing incentives, there are also two main benefits to asset forfeiture—as a deterrent effect in reducing crime and as a source of funding to pursue crime-reduction or other social policies. But as with speeding tickets, the lure of financial gains can make certainty of punishment and severity of punishment complements for each other, instead of substitutes. This can lead to the setting of an inefficiently excessive expected punishment for the crimes that are profitable to the police paired with an inefficiently low expected punishment for other crimes.

        In the last chapter, we saw that caning, a very low resource cost punishment, doesn’t appeal to many citizens and policy makers, regardless of whatever efficiency arguments are in its favor. Another reasonably low resource cost punishment such as fines does not draw the same sort of ill feeling as seen with corporal punishment, but there are significant downsides to overreliance on fines as a criminal sanction. So what about prison? Incarceration is a very common, and very high resource cost, sanction that economists have studied in great detail. Precisely how does prison impact the crime rate, and do its benefits offset its costs?

      
      
        Notes

        
          	The two quotes about traffic tickets are found on the National Motorists Association website (https://ww2.motorists.org/) in an editorial titled “Traffic Tickets Are Big Business.”

          	The newspaper quote about the Columbus dope dealer is found in the Columbus Dispatch, August 6, 2005.

          	The newspaper quote about the Pontoon Beach police seizure is found in the Belleville News-Democrat, March 16, 2006.

        

      
    
  
    
      
        10  Three Strikes and You’re In

      
      You are a criminal court judge. You’ve had a long day, but all that is left for you to do is to sentence three convicted criminals to prison sentences. One of the criminals was found guilty of vehicular homicide. He was texting while driving, jumped a curb in a school zone, and tragically killed a seven-year-old child. Another of the criminals was found guilty on four counts of automobile theft. The last criminal stole three golf clubs from a golf course pro shop. The total retail value of the clubs was $1,200. How would you sentence each of these criminals?

      However you answer that question, does it include a twenty-five-years-to-life sentence for the guy who stole the golf clubs? It did for the judge who sentenced the golf club thief in the real case. It was such a severe sentence for such a minor crime that it was appealed all the way to the US Supreme Court. By a slim five-to-four majority, the highest court in the land upheld the severe sentence.

      That particular Supreme Court decision actually had a real impact on my life. The night the decision was announced, I was watching television and saw some legal analyst angrily criticize the decision. He raised some valid points, but he only focused on what he saw as the absurdity of the decision, not on any potential benefits of it. At the end of each show, he had a segment in which he responded to viewers’ emails. Believing that he was in dire need of a lesson in economic reasoning, I sent him an email politely explaining some of the points he didn’t cover.

      The next night I tuned in and, to my surprise, he read my email on the air. He began the segment with: “We have an email from Harold in Athens, Ohio. Thank you for writing in, Harold, but unfortunately you have no idea what you are talking about.” Now I had two choices. I could find out where he lived and go have a “talk” with him, or I could start writing a book about the economics of crime. I decided to write a book. To this day, I feel I made the wrong choice.

      So what was going on with the extreme sentence for shoplifting three golf clubs? In this particular case, the golf club thief was sentenced under California’s three strikes law, a law specifically designed to deal with habitual criminals. But before I delve deeper into the three strikes law, I want to introduce you to some basic economic reasoning concerning prison sentencing.

      
        A Scary Cage

        There are primarily two avenues by which prison can reduce the crime rate—incapacitation and deterrence. The obvious benefit associated with incapacitation is that incarcerated criminals can no longer commit crimes against the public. The benefit of deterrence is that the threat of a prison sentence may prevent potential criminals from committing crimes in the first place. It may seem that these two effects can work together to reduce crime rates, but there is a complication. For any particular crime, an optimal prison sentence for incapacitation purposes can be very different from an optimal sentence for deterrence purposes.

        Let’s first consider sentencing strictly from an incapacitation perspective. How long should a criminal be incarcerated to keep that particular criminal from committing crimes in public? Return to the criminal who committed vehicular homicide, killing a child because he was texting while driving. This is a very serious crime suggesting a fairly long prison sentence.

        But what if (and this is a big if) we can determine that he will never drive again. Perhaps he was so traumatized by the child’s death that he gives up his driver’s license forever. If we are fairly confident that he will never commit this type of crime again, what is the purpose of imprisoning him? Incapacitation in his specific case does not reduce crime.

        Now consider the car thief. Stealing a car is not as serious a crime as vehicular homicide, but what if she will steal a car at every opportunity? Her prison sentence may need to be very long to prevent her from continually stealing cars. What these two potential sentences imply is that from an incapacitation perspective, the length of the prison sentence may have no direct relationship to the severity of the crime. In other words, the punishment may not fit the crime. How, then, are we to determine the optimal prison sentence designed only to incapacitate?

        Building and maintaining prisons requires substantial resources. It is estimated that in the United States, on average across the states, it costs approximately $35,000 a year (in 2015 dollars) to incarcerate a prisoner. From a dollar-for-dollar perspective, a simple rule of thumb is to keep a prisoner incarcerated as long as the costs of incarceration are less than the benefits in terms of reduced crime. But how do we measure the benefits of reduced crime? We need to think about how many crimes the prisoner would commit if not imprisoned.

        From a pragmatic perspective, determining appropriate sentence lengths for incapacitation purposes is very similar to deciding whether to parole a prisoner. It may be worth imprisoning a criminal immediately after conviction, but changing circumstances can warrant the prisoner’s eventual release. For example, as prisoners get older, or suffer poor health, or receive job training, and so on, the benefits of keeping them incarcerated may no longer be worth the costs. These are challenging criteria to evaluate, but from an incapacitation perspective these are the type of criteria that must be considered, and on a continuing basis.

        For deterrence purposes, the optimal length of the prison sentence will have more of a “punishment fit the crime” feel. Whatever benefits criminals reap from the crimes they commit, if they expect to face punishments that are less costly to them than these benefits, they are not likely to be deterred in the first place. Furthermore, the more costly are the crimes to the victims, the greater deterrence value there is to punishment. Thus, if the more severe crimes yield higher benefits to criminals and/or impose higher costs on victims, these crimes are likely to require the threat of longer prison sentences.

        To compare sentencing for incapacitation or deterrence purposes, let’s reexamine the criminal convicted of vehicular homicide. If we are convinced he will never drive again, this suggests a very short prison sentence if incapacitation is our main concern. But the threat of a short prison sentence may significantly underdeter such crimes. And it makes no sense to threaten a long sentence for deterrence purposes and then immediately, postconviction, shorten the sentence for incapacitation purposes. Criminals are likely to be mostly concerned with what they expect their sentences to effectively be. Thus, for the deterrent effect to work, the threat of the punishment must be credible.

        In general, there is no obvious relationship between optimal sentencing for incapacitation purposes and deterrence purposes. Depending on the factors discussed above, the two effects may require similar-length sentences or very different length ones. The key distinction is that optimal sentencing for deterrence requires the authorities to consider the costs and benefits of stopping crimes before they occur, whereas for incapacitation, they must consider the costs and benefits of preventing potential future crimes. So how can we evaluate the three strikes law using this economic framework?

      
      
        One Last Chance

        When Gary Ewing walked out of a golf pro shop with three stolen golf clubs, little did he know that his passion for the sport was going to land him in prison for the next twenty-five-years-to-life. Ewing was caught and charged with felony grand theft of personal property, tried, convicted, and sentenced to an astonishing twenty-five-years-to-life in prison under California’s three strikes law. Such a law focuses on habitual criminals, greatly enhancing their prison sentences for additional convictions.

        To earn a first strike, a serious crime must be committed (such as murder, rape, drug sales to minors, and several others). While not all crimes qualify as a first strike, the important aspect of the law is that almost any crime can qualify as a second strike, even if it would not have qualified as a first strike. The punishment for a second strike is twice the current offense term. And for the third strike, regardless of the crime, a prison term of twenty-five-years-to-life is imposed. In Ewing’s case, when he stole the golf clubs he was on parole from a nine-year prison sentence for one count of robbery and three counts of residential burglary. He had a criminal history that included four serious crimes and several minor ones, making his theft of the golf clubs eligible to be considered a third strike.

        The main issue the US Supreme Court had to address was whether the three strikes law yielded a punishment that was “cruel and unusual,” thus violating the Eighth Amendment of the US Constitution. The court’s ruling upheld the law, concluding that “the State of California was entitled to place upon Ewing the onus of one who is simply unable to bring his conduct within the social norms prescribed by the criminal law of the State.” This decision brought immediate harsh criticism from many analysts who considered Ewing’s sentence to be outrageously disproportionate to his crime. And no doubt it is, but what else can we say about the three strikes law?

        Let’s start with some of the strengths of the law. The law is explicitly designed to deal with repeat offenders, like Ewing. Even if each additional crime he commits is a minor offense that, in isolation, would warrant a light prison sentence, how many times should society bear the inevitable costs of his crimes, arrests, and trials? From a cost-benefit perspective, it may very well be efficient to incarcerate Ewing for a very long time. And from a deterrence perspective, third strike sentences are about as severe as prison sentences can be. Sure, Ewing only stole three golf clubs, but what we really need to ask is: How many crimes, both violent and nonviolent, are not committed due to the three strikes law?

        But there’s a catch. If the three strikes law is so effective at deterrence, why did Ewing still steal three golf clubs? Maybe Ewing wasn’t aware of the three strikes law, or didn’t understand precisely how it worked. Or maybe he had a sophisticated understanding of the law. He could have known that a prosecutor and/or judge has some discretion in not designating a minor crime as a third strike, and he hoped that stealing golf clubs might get a pass. Or perhaps prison sentences simply do not deter crimes. In any of these cases, if the third strike sentence offers little deterrence value, doesn’t that just strengthen the argument for lengthy incapacitation? If you can’t deter them, what else are you going to do with habitual criminals?

        Now for the costs of the three strikes law. The most obvious cost is that incarceration is expensive, not only financially from the state’s perspective but also for the prisoners and their families. Third strike sentences are long and inflexible, and while this may be beneficial from a deterrence perspective, it is often times inefficient from an incapacitation perspective. The costs and benefits of incapacitation must be constantly recalculated to determine the optimal length of the sentence. Maybe Ewing needs to be incarcerated now and in the immediate future, but is it really worth keeping him imprisoned for twenty-five years?

        Also, with third strike sentences being very severe, criminals with two strikes who decide to continue committing crimes may commit much more serious and violent crimes. If you think you will be sentenced to twenty-five-years-to-life for shoplifting, why not try armed robbery instead? If it is true that Ewing committed a minor crime because he didn’t understand the three strikes law, that may have saved the pro shop employee’s life. How would Ewing have reacted if, when he was caught, he knew he would face life in prison? Thus, the three strikes law may reduce the number of crimes that are committed, but the crimes that do occur may be, on average, more costly to society.

        A handful of empirical studies have attempted to quantify some of the costs and benefits of the three strikes law. One study finds that the California three strikes law saves $200 million annually in reduced crime costs, but at an additional $500 million in prison costs. Another study estimates a savings of $34,000 per crime avoided by the law, but at an imprisonment cost of $148,000 per crime avoided. Finally, another study compares homicide rates in the 1990s between twenty-four states that had three strikes laws to the other twenty-six states that did not. The study finds that the laws are associated with a 23%–29% increase in the long-run homicide rate, creating an annual social cost of nearly $11 billion.

        While these figures are necessarily imprecise, in the end the best argument against the three strikes law may be its high price tag in terms of prison costs and increased violent crime rates. This suggests it is well worth considering other forms of sanctions and other approaches to reducing crime. At a minimum, it may be useful to consider prison sentencing reforms that enhance the benefits of the three strikes law while trying to reduce its costs.

      
      
        Notes

        
          	The stolen golf clubs and three strikes law case citation is Ewing v. California, 538 U.S. 11 (2003).

          	A discussion of the incapacitation and deterrent effects of prison can be found in Steven Shavell, “A Model of Optimal Incapacitation,” American Economic Association Papers and Proceedings 77 (1987): 107–10.

          	Three empirical studies on the costs and benefits of the three strikes law are Radha Iyengar, “I’d Rather Be Hanged for a Sheep Than a Lamb: The Unintended Consequences of the Three-Strikes Law,” NBER Working Paper 13784 (2008); Eric Helland and Alexander Tabarrok, “Does Three Strikes Deter? A Nonparametric Estimation,” Journal of Human Resources 42 (2007): 309–30; and Thomas B. Marvell and Carlisle E. Moody, “The Lethal Effects of the Three-Strikes Laws,” Journal of Legal Studies 30 (2001): 89–106.

        

      
    
  
    
      
        11  For Shame

      
      Somehow you find yourself living in Lincoln County, Oregon, in the mid-1980s. You are a nonviolent burglar who breaks into homes for a living. You have a good string of successful burglaries until one day your luck runs out. You are arrested, tried, and convicted. You expect to serve some amount of time in prison, but then something extraordinary happens. The judge allows you to choose your sentence.

      You are given a choice between two very different sentences. You can spend a few months in prison, or you can place a full-page advertisement in the local newspaper that would show your picture, describe your crime, and offer an apology to your victims and the community. You won’t even have to cover the expense of the ad. Which sentence would you choose? If it were me, I would choose the newspaper ad, pack up my stuff, and move east to neighboring Idaho to burgle homes there.

      Sounds like a silly way to punish criminals, but the story is basically true. The district attorney and courts in Lincoln County experimented with allowing convicted nonviolent criminals to choose a newspaper ad instead of serving time in prison. It turns out that very few of the criminals chose the newspaper ad, and the experiment was considered unsuccessful and eventually abandoned. But from an economic perspective, perhaps the experiment was hugely successful if only the officials in Lincoln County had interpreted the result differently.

      
        It’s a Shame You Must Be Punished

        Recall from chapter 8 that when given a choice between being caned or serving time in a Singapore prison, caning didn’t seem so bad even when compared to a very short prison sentence. If given a choice, a criminal will always choose the punishment he sees as less severe, but not all criminals will make the same choice. If in the Lincoln County experiment most of the criminals chose prison, maybe the officials there should have given more thought as to why that was the case. Had they done so, they may have developed more appreciation for the newspaper ad idea.

        Newspaper ads like the one used in Lincoln County fall into a class of sanctions known as shaming punishments. Judges can be quite creative when coming up with such punishments. Here are some real-world examples:

        
          	• A man who called a cop a “pig” was made to stand alongside an actual pig with a sign saying “This is not a police officer.”

          	• A couple arrested for illegally rafting down the Grand River spent hours standing in a kiddie pool at a town festival, handing out literature on water sport safety.

          	• A woman was ordered to carry a sign saying “Only an idiot drives on the sidewalk to avoid a school bus.”

          	• A purse-snatcher was ordered to wear noisy tap shoes when out in public.

          	• When a preteen girl ended up in juvenile court for cutting the hair off a toddler, her mother was given the option of reducing her daughter’s sanction of community service by 150 hours if she cut off her daughter’s ponytail in open court. She chose to cut off the ponytail.

        

        As you can see, shaming punishments are quite varied, but they do have an important feature in common—they typically have a very low resource cost to implement. For example, a full-page ad in the newspaper has got to be substantially less costly than almost any prison sentence.

        As a low-cost sanction, shaming punishments provide some of the benefits of fines but without some of the problems discussed in chapter 9. Shaming punishments can be imposed broadly across all income classes, whereas fines are mostly ineffective against criminals who can’t afford to pay them. Perhaps most importantly, the authorities have no profit motive associated with shaming punishments, unlike with monetary penalties that can distort their policing behavior.

        The big issue, though, is how effective are shaming punishments at deterring crime? Such punishments can be wildly idiosyncratic. For example, if you had to stand outside a post office wearing a sign that says “I stole mail, this is my punishment” (a punishment actually used in the real world), would that be a severe sanction in your mind? How important is your reputation to you? Would anyone even know who you are? You may find that to be a silly punishment but greatly prefer it to a fine or prison sentence. On the other hand, many criminals may prefer paying a fine over some form of shaming punishment. As in the case of the convicted burglars in Lincoln County, most preferred the prison sentence over the newspaper ad.

        That case provides a strong anecdotal example of the power of a shaming punishment. One can argue that the officials in Lincoln County misinterpreted the results of their experiment by considering it a failure rather than a success. Instead of giving convicted nonviolent criminals a choice, perhaps the newspaper ad should have been elevated to the level of a mandatory sentence. The fact that it was not chosen by so many criminals suggests that it had the potential to be a greater deterrent than a modest prison sentence. More deterrence, less cost—sounds like the perfect economic concept of punishment. But it is not that simple.

      
      
        Too Much Shame?

        As difficult as it is to measure the deterrent effect of fines or prison, it is likely far more difficult to measure a shaming punishment’s impact on crime rates. There is a uniformity to fines and prison that does not exist for the broad class of shaming punishments. In other words, a fine is a fine, a prison sentence is a prison sentence, but what exactly is a shaming punishment? For the authorities to be able to manipulate crime rates through anticrime policy, deterrence requires at least some understanding by criminals of the type and severity of the sanctions they face. Are shaming punishments predictable? Are they understood? And if yes to both questions, do they actually deter crime? In the words of one scholar:

        
          Shaming conditions in particular may seem like a creative alternative, and therefore attractive punishment in the abstract, but they have not been proven to actually deter and rehabilitate the individual. There is also a real risk that shaming conditions could do more psychological harm to the offender, negating any improvements the justice system may have made in encouraging the individual not to re-offend.

        

        This excerpt raises an important issue. Some shaming punishments can be excessively harsh and greatly lower the quality of life and well-being of the offender. How is society to weigh that cost? Should we be concerned with the well-being of the offender? Perhaps most importantly from an economic perspective, can harsh shaming actually lead to an increase in the crime rate? This last question is addressed by one study that considers the impact on crime of sexual offender notification laws.

        Upon release from prison, sexual offenders must provide the local police with information on where they will be living and working. With notification laws, the police then provide this information to local residents. The main goal of notification laws is to reduce recidivism—preventing known sexual offenders from recommitting crimes. The idea is that well-informed residents can possibly monitor the behavior of offenders and have their children avoid contact with them. While the precise nature of the notification differs from state to state, the two most typical methods of notification are to maintain an up-to-date website with relevant information on sexual offenders and to provide email alerts when offenders move into or out of a particular area. The authorities can be very active in making sure this information gets to local residents, making it difficult for convicted sexual offenders to keep their past crimes hidden from the public.

        A secondary goal of notification laws fits well into our economic framework of punishment: notification can act as a deterrent to discourage potential first-time sexual offenders. These laws are quite severe and can impose high costs on potential sexual offenders. Some of these costs have been well documented and include loss of job, denial of promotion at work, loss or denial of a place to live, public harassment, bodily harm, loss of friends, and so on. When considering a first sexual offense, the prospect of facing these costs, on top of serving time in prison, can provide a strong deterrent effect for the criminal.

        How well do notification laws achieve these goals? The study finds that notification laws are effective at deterring first-time sexual offenders but not at reducing recidivism. While it is true that well-informed parents can protect their children to some extent, it is also important to consider how the laws can impact the behavior of repeat offenders. The nature of the laws makes it difficult for convicted sexual offenders to assimilate into society because of the public awareness of their past criminal history, and they may find less reason to refrain from committing current or future crimes. If the goal is to reduce first-time sexual offenses as well as recidivism, notification laws may be too harsh in terms of shaming to be able to simultaneously achieve both these goals.

      
      
        Notes

        
          	A newspaper article on the Lincoln County sentencing experiment can be found in the Wall Street Journal, April 2, 1987.

          	The quote about shaming punishments can be found in Kathleen Landis, “Determinate Sentencing and the Rise of Alternative Sanctions: Does Shame Meet the Goals of Sentencing Reform?,” Washington University Journal of Law and Policy 55 (2017): 263.

          	The study on sexual registration and notification laws is J. J. Prescott and Jonah E. Rockoff, “Do Sex Offender Registration and Notification Laws Affect Criminal Behavior?,” Journal of Law and Economics 54 (2011): 161–206.

          	A study that examines the harshness of sexual offender laws is Richard Tewksbury, “Collateral Consequences of Sex Offender Registration,” Journal of Contemporary Criminal Justice 21 (2005): 67–81.

        

      
    
  
    
      
        12  A Valuable Life to Some Extent

      
      Placing a monetary value on a human life seems like an unusual thing to do. To many, it is simply immoral to price human life or to price it at any amount less than infinite. While the US Environmental Protection Agency (EPA) has no qualms about using a monetary value of life estimate in their cost-benefit analyses, it really came under fire in 2008 when it was discovered that the agency had quietly lowered that estimate from $8.04 million to $7.22 million. In the words of one religious leader responding unenthusiastically to that news: “you put one human life on the scale, and you put the rest of the world on the scale, the scale is balanced equally.”

      The EPA’s reevaluation of the value of life estimate was widely reported in the media and well criticized. How dare the EPA place a monetary value on life? How dare it lower that value? These criticisms remind me of an old joke about a restaurant critic giving a bad review to a new restaurant—“the food was awful, and the portions were too small.”

      In actuality, it is routine for government regulatory agencies to use a value of life estimate in their cost-benefit analyses. The costs of implementing life-saving safety regulations are typically measured in dollars per life saved. Here are some examples from various government agencies (using dollar amounts from 2002):

      
        	• A 1980 unvented space heater regulation by the Consumer Product and Safety Commission cost $200,000 per life saved.

        	• A 1995 head impact protection regulation by the National Highway Traffic Safety Administration cost $700,000 per life saved.

        	• A 1988 traffic alert and collision avoidance regulation from the Federal Aviation Administration cost $2,100,000 per life saved.

        	• A 1986 arsenic/glass paint regulation from the EPA cost $19,000,000 per life saved.

        	• A 1988 formaldehyde regulation from the Occupational Safety and Health Administration cost $78,000,000 per life saved.

      

      When a government agency is trying to determine whether it is worth incurring these costs, it needs to calculate some quantitative measure of the benefits of the regulation, also expressed in dollars per life saved. Without this quantitative measure, what criteria can it use to determine whether these regulations are cost efficient? Agency representatives may want to make an intuitive argument that the space heater, head impact protection, and traffic alert regulations are worth undertaking, but the arsenic/glass paint and especially the formaldehyde regulations are too costly per life saved. That may be fine. But what is the threshold that determines which regulations are cost efficient and worth implementing? In other words, what is the appropriate value of life estimate to use? If less than $200,000, none of the above regulations are cost efficient. If more than $78 million, all of them are efficient. So, how do we estimate a value of life?

      
        How Much Are You Worth?

        A value of life sounds like a very esoteric concept, and it certainly can be. If I asked you to place a monetary value on your life, what would you say? If you tell me your life is infinitely valued, I would then ask you if you drive a car. If you say yes, I would want to know why you take even the slightest chance of losing your infinitely valued life in an automobile accident. Why would you take any risks at all? The bottom line is that none of us actually behave as if our lives are infinitely valued. Still, coming up with a specific number is a daunting task. Here’s one way to do it.

        Assume you are trying to decide between two job offers. You consider both jobs to be completely identical except that in one job you face a slightly higher risk of suffering a fatal workplace accident. To accept the more risky job, then, you require a wage premium over what you would be paid in the less risky job. If we know the risk differential between the two jobs, and the exact wage premium that makes you indifferent between them, we can estimate what is known as the value of a statistical life (VSL). Let’s make up some numbers to demonstrate the technique.

        Suppose the riskier job has a one in ten thousand (1/10,000) higher death risk than the less risky job, and you need, at a minimum, a wage premium of $500 per year to take that risk. If we take the wage premium and divide by the risk level, we find your VSL to be [$500/(1/10,000)], or $5 million. Think about it this way. If 10,000 workers each need $500 to incur the increased risk, we have a total of $5 million the workers are willing to be paid to face, on average, one death from their group. It is the “on average” that makes the estimate a value of a statistical life.

        The VSL is not an abstract or philosophical concept. It does not represent a subjective value of life. It is simply a policy tool. Its primary use is to inform public policy about the benefits of saving lives through enhanced safety technology. If the cost of enhanced safety is measured in dollars, the benefit must also be measured in dollars to allow for a meaningful cost-benefit analysis to be performed.

        Economists have attempted to estimate a VSL in several different ways. One approach is to elicit stated preferences from individuals facing hypothetical scenarios. That is, it’s not what people actually do that matters but what they say they would do when confronting various risky situations. For example, I routinely present my students with the two job offers scenario above and ask them to write down the minimum wage premium they would need to incur the increased risk of dying. Their answers range from $0 to $100 million.

        The wide range in their responses tells me at least two things. First, if I ever need to hire an army of mercenary soldiers, I’m going to look for the students who wrote down $0. Second, highly abstract scenarios may yield unreliable answers as it is difficult to answer a hypothetical question about a risk choice you would never explicitly consider in the real world. However, this inherent shortcoming in eliciting responses from hypothetical scenarios can be somewhat mitigated with careful experimental designs that add more realism to the choices subjects are asked to make.

        Another approach used to estimate a VSL is to examine revealed preferences that take into account choices made in the real world. For example, economists rely on labor market data that include observable wage/risk trade-offs that workers actually make in determining their optimal employment decisions. A worker’s wage depends on many factors such as education, experience, type of industry, union status, and fatality and injury risks. There is a tremendous amount of data that exists on all of these variables for large samples of workers. A statistical technique allows the researcher to compare workers with identical characteristics across every dimension except job fatality risk and then to determine the wage differential for a corresponding risk differential. If it is found, for example, that a $500 annual wage premium is needed to compensate for a 1/10,000 risk premium, the VSL estimate for an average worker is calculated to be $5 million.

        In addition to examining labor market decisions, another revealed preference approach uses data from a variety of product markets. With the labor market story, we can think of a worker willing to accept more job risk for a wage premium. With product safety, we can think of a consumer willing to pay to reduce risk. For example, there have been studies that have estimated a VSL by examining consumer purchases of risk-reducing products such as smoke detectors or bicycle helmets and by determining willingness to pay for safety features such as automobile seat belts and air bags.

        So what is a (reasonably current) estimate for a value of a statistical life? Using the most reliable estimates from revealed preferences studies, a VSL hovers around $10 million. If looking at stated preferences studies, that number is considerably smaller, typically under $4 million. Keep in mind, these are just average estimates, and a very wide range of estimates can be found when considering the whole body of empirical work on estimating a VSL. Furthermore, VSL estimates are expected to vary based on a number of demographic factors such as age and gender as well as to differ across countries and cultures.

        Despite all this variation, some estimate of a VSL is needed to allow for meaningful cost-benefit safety analysis. The concept of a “correct” VSL depends on a number of factors that can legitimately differ across regulatory agencies and countries. For example, US government agencies generally rely on the revealed preferences estimates, while UK agencies rely on the lower stated preferences estimates. From a dollar-for-dollar perspective, then, US agencies can justify costlier safety regulations than can UK agencies.

        The earliest economic studies on VSL estimates started appearing in the mid to late 1970s. To firmly illustrate the importance of a VSL estimate in evaluating safety features, we can return to a controversial historical incident that happened around that same time. That incident involved the infamous Ford Pinto.

      
      
        Trading Lives for Dollars

        On an Indiana highway in 1978, three girls between the ages of sixteen and eighteen were killed when the Ford Pinto they were in was rear-ended, caught on fire, then exploded. While this was not the first time a tragic accident like this occurred involving a Pinto or similar-sized car, it was the first time in US history that criminal charges were brought against a corporation for a product-related accident. The Ford Motor Company was charged with reckless homicide:

        
          Reckless homicide is the killing of another person by a reckless act. In general, “recklessly” means that a person acts recklessly with respect to circumstances surrounding the conduct or the result of the conduct when the person is aware of, but consciously disregards, a substantial and unjustifiable risk that the circumstances exist or the result will occur. The risk must be of such a nature and degree that its disregard constitutes a gross deviation from the standard of care that an ordinary person would exercise under all the circumstances as viewed from the accused person’s standpoint.

        

        Apparently, Ford was well aware that an $11 modification in the design of the Pinto could have prevented the car from exploding when rear-ended as it did in this case. Ford engineers had undertaken a cost-benefit analysis in which they had assigned a dollar value to the potential loss of human life in the event of just such an accident. The conclusion of the analysis was that it was more cost effective for Ford to pay damages to the families of accident victims than it was to make the safety modification. Ford was heavily criticized for callously, and possibly criminally, trading lives for dollars.

        In their cost-benefit analysis, Ford engineers calculated that it would cost a total of $138 million to install the modification in all of the Pinto cars on the road. They also calculated that without the modification, Ford’s civil liability based on the number of deaths, burn injuries, and damaged property would total $50 million. From Ford’s perspective, the cost-effective outcome was clearly not to add the modification to the Pinto. So what did Ford do wrong? Didn’t they make a sound business decision? Quite possibly, yes. But a sound decision from Ford’s perspective may not be a sound decision from a social perspective.

        At that time, the courts were awarding $200,000 for wrongful death in civil cases. That is the amount that Ford would have had to bear, so it was the amount that made sense for them to include in their cost-benefit analysis. But had they been held liable for even a low estimate of a VSL, their civil liability for not adding the modification would have been close to $1 billion, twenty times larger than the amount they based their decision on. From a social perspective then, the efficient outcome would have been to include the modification. Holding Ford to criminal sanctions was not the solution to this problem. The more sound approach would have been to hold Ford to a civil liability amount in line with VSL estimates. Ultimately, Ford was acquitted of criminal charges.

      
      
        How Tragic Is It?

        I like to use the Ford Pinto case to emphasize an important point about social policy analysis. The Pinto accident was a horrible tragedy. Three girls were killed and their family, friends, and community were devastated. But a tough question remains: Does the Pinto accident rise to the level of a social tragedy? By this I mean, Does this one incident justify additional social policy intervention in regulating automobile safety standards? In this case, the answer may be yes. Ford was being held to an inefficiently low level of civil liability that gave them no private incentive to add the safety modification. If the socially efficient outcome was for the modification to be added, this case may have alerted automobile safety regulators to that issue and allowed them, or possibly the courts, to correct the problem.

        In general, however, many tragic accidents do not rise to the level of a social tragedy. If a train derails and many people are killed, this accident does not necessarily tell us that railway safety standards were inadequate. Regardless of the comprehensiveness of safety standards, there is always a chance that a train may derail. The goal of eliminating all risks of injury or death is a noble one, but simply not realistic—the cost of additional risk reductions will eventually become prohibitive.

        Trying to determine whether a tragic accident rises to the level of a social tragedy demonstrates another aspect of economic reasoning. It is not that economists ignore the substantial costs of a tragedy like the Pinto accident or a train derailment. Quite the contrary. Our goal is to try to measure the costs as accurately as possible, without being biased or overwhelmed by the nature of the tragedy in and of itself. Regardless of the nature of the tragedy, the ultimate question that must be answered in designing social policy for health and safety issues is this: What is the optimal accident rate in any given risky situation? The answer to this question must ultimately involve some form of cost-benefit analysis that trades lives for dollars, regardless of how much importance you place on the costs or benefits being considered.

      
      
        Notes

        
          	The quote from the religious leader is found in David A. Fahrenthold, “Cosmic Markdown: EPA Says Life Is Worth Less,” Washington Post, July 19, 2008.

          	The dollars per life saved examples can be found in John F. Morrall III, “Saving Lives: A Review of the Record,” Journal of Risk and Uncertainty 27 (2003): 221–37.

          	Two excellent reviews of the economics of VSL estimates are W. Kip Viscusi, “The Value of Risks to Life and Health,” Journal of Economic Literature 31 (1993): 1912–46; and Thomas J. Kniesner and W. Kip Viscusi, “The Value of a Statistical Life,” Oxford Research Encyclopedia, Economics and Finance (2019; oxfordre.com/economics).

          	The definition of “reckless homicide” is found at USLEGAL.com.

          	An economic discussion of the Ford Pinto case can be found in W. Kip Viscusi, Reforming Products Liability (Cambridge, MA: Harvard University Press, 1991). An interesting general book on the case is Lee P. Strobel, Reckless Homicide? Ford’s Pinto Trial (South Bend, IN: And Books, 1980).

        

      
    
  
    
      
        13  No Insurance for You

      
      Roger has been driving around without any automobile insurance for several months. He always means to renew his policy, but he just never gets around to it. He is an excellent driver who has yet to be involved in a single accident, so being uninsured a little while longer doesn’t worry him. Unfortunately, that icy patch on the road didn’t realize he was currently uninsured. It wasn’t his fault he lost control and crashed his car into a tree. Thankfully, he sustained no injuries, but his car incurred $3,000 worth of damages.

      Roger visits his insurance agent the next day and asks her to renew his policy. She is delighted to do so and begins the paperwork. Only after he signs on the dotted line does Roger inform her of the accident he had yesterday. She genuinely feels bad for him as she stamps “for deposit only” on the back of the check he just wrote her. Then he asks her to put a claim through for yesterday’s damages. She has a good laugh over that one, but he isn’t joking. Roger wants the insurance company to cover his $3,000 loss.

      How do you feel about Roger’s request? Should his insurance company cover the losses he incurred when he was uninsured? When I ask my students about this, nearly all of them think Roger’s request is unreasonable. It was his own fault that his insurance wasn’t up-to-date. Without a current policy, why should the insurance company bear his losses? Roger gets very little sympathy from my students.

      If you too give Roger very little sympathy, how would you feel if instead of an automobile accident, Roger develops a health condition like diabetes while not having health insurance? After this illness reveals itself, Roger attempts to purchase health insurance to help cover the medical expenses associated with diabetes, but the insurance company refuses to insure what they label as a preexisting condition. My students have some unpleasant things to say about insurance companies who refuse to cover preexisting conditions. But what is the difference between insuring an automobile accident that occurred in the past and insuring an illness that occurred in the past? Is the unwillingness of insurance companies to insure preexisting health conditions a failure of the insurance industry that requires social policy intervention?

      
        Refusal to Sell or Refusal to Buy?

        Every firm must set a price for its product or service. To price an insurance policy, there are several factors an insurance company must consider, but there are two of primary importance—the size of the loss that is being covered and the probability at which that loss occurs. An insurance company has to pay out an amount if an accident occurs, and the larger this amount is likely to be, the greater the price of the policy. Accidents only occur with some probability, and the larger the probability of the loss, the greater the price of the policy. These figures are so important in the pricing of insurance that the insurance industry employs an army of actuaries whose job it is to calculate these probabilities and losses across a wide variety of risks and demographic characteristics.

        How would an insurance company price a policy for Roger’s automobile accident? Because the accident occurred yesterday, we know that there is a 100% probability that a loss of $3,000 will be incurred. An insurance company also has to cover its operating costs and make some profit, so its minimum price would have to be greater than $3,000. But let’s make this as good a deal as possible for Roger and say that the insurance company is going to waive its operating costs and profits in his case. Does Roger have an incentive to pay $3,000 for an insurance policy that covers his loss of $3,000? He does not. The insurance company knows this, so they have no reason to quote him a price in the first place. So yes, we can claim that the insurance company is refusing to sell Roger insurance for yesterday’s accident. On the other hand, we could just as easily claim that Roger is refusing to buy insurance at the absolute minimum price needed to sell.

        How does this relate to a health insurance context when the treatment costs have yet to be incurred? Assume that you are diagnosed with diabetes and you do not have health insurance at the time. You then try to purchase health insurance to cover your future treatment costs. Whatever those costs are, if they occur with a 100% probability the insurance company will have to set the price for coverage, at a minimum, equal to those costs. Once again, you have no reason to purchase an insurance policy that will cost at least as much as your treatment costs, and the insurance company has no reason to offer you such a policy.

        Insurance isn’t meant to provide coverage for events that either have occurred or will occur with certainty. The true purpose of insurance is to mitigate risk. For example, if you have a potential loss of $100,000 that can occur with a probability of 2%, the insurance company can offer you a policy at a price of $2,000 (that is, 2% of $100,000) plus whatever operating costs and profit they have to cover. Let’s say this price is $2,200. Now the question is: Will you pay $2,200 to cover a loss of $100,000? The answer can clearly be yes if you feel that it is worth that price for you to avoid the risk of suffering the full loss. It all depends on how risk averse you are.

        Risk aversion sounds like you don’t like to bear any risk, but that is not precisely what it means. Let’s say I give you the choice of $1,000 for certain or $2,000 with the flip of a coin (heads you get $2,000, tails you get nothing). The coin flip gives you a 50% chance of $2,000, or, on average, $1,000. Which would you choose? There is no correct answer to this question, but your response tells us something about how you feel about risk. If you prefer the certain $1,000 over the average $1,000, you are known as risk averse. If it is the other way around, you are known as risk loving. And if you are truly indifferent, you are known as risk-neutral.

        Furthermore, if you are risk averse, you prefer some amount less than $1,000 with certainty over $1,000 on average, but there is a limit. For example, you may prefer $900 with certainty over $1,000 on average, but not $800 with certainty. The more risk averse you are, the lower is the minimum amount you need with certainty. The important point is that there is a threshold amount when, below that, you prefer the risky outcome over the certain one.

        How does this relate to insurance? Consider our numerical example. With a 2% chance of losing $100,000, your average loss is $2,000. If you are risk averse, you will pay $2,000 for certain to avoid the risk of losing $2,000 on average. You will even pay more than $2,000, but not prohibitively more. Whatever the cutoff is that has you prefer bearing the risk, it has to be far less than the full loss of $100,000. Regardless of how risk averse you are, you have no reason to purchase an insurance policy that is priced at $100,000 to cover a certain loss of $100,000.

        So what really is the problem here? If the bare minimum price an insurance company needs to sell insurance for a preexisting condition is more than what the individual is willing to pay for that insurance, there simply are no gains from trade for this transaction to occur. Still, there is a strong public outcry against the insurance industry over this issue, which leads to the following question: Should the government require insurance companies to cover preexisting conditions at a mandated “reasonable” price?

      
      
        Heads I Win, Tails You Lose

        To evaluate a proposed policy of government mandated preexisting insurance coverage, it will be useful to identify the winners and losers of the policy. The obvious winners are the individuals with preexisting conditions who get to purchase insurance at a controlled price. Without the policy, they are left to bear their own health costs. On the other hand, insurance companies required to sell these policies will lose because it would not be profitable for them to do so at the government-controlled price. If it were profitable at that price, the government wouldn’t need to intervene.

        Anytime government policy imposes costs upon firms, a part of these costs, maybe a large part, will be passed on to consumers. By requiring insurance companies to cover preexisting conditions at an unprofitable price, the average premium rate for all individuals in the insurance pool will have to adjust upward. It is these individuals who will bear much of the burden of the unprofitable insurance policies. But isn’t this how insurance works? In any insurance pool, the healthy subsidize the sick and the lucky subsidize the unlucky. So what is the problem if those who don’t have preexisting conditions subsidize those who do have them?

        When you purchase insurance to mitigate risk, you don’t know if you are going to be sick or unlucky until after purchasing the policy. This is why it is profitable for insurance companies to sell insurance policies to people who do not have preexisting conditions—they all start with a similar situation and any one of them can get sick or unlucky. With preexisting conditions, however, the problem is that people are sick or unlucky before trying to purchase an insurance policy, making it unprofitable for such policies to be sold. From a dollar-for-dollar perspective, then, the costs of requiring preexisting insurance coverage to those who bear the losses exceed the benefits to those who can purchase the policies.

        The discussion to this point may be thought of as suggesting that requiring insurance companies to cover preexisting conditions is not sensible social policy, but that is not the point being made. Instead, this analysis is examining one specific justification for the policy: Is intervention necessary in this case due to some shortcoming or market failure of the insurance industry? In any well-functioning market, there will be some consumers who buy goods and some who don’t, even when firms set minimum break-even prices. As we have seen, an insurance policy for a preexisting condition requires a break-even price that is at least equal to the size of the loss. Therefore, the fact that insurance companies “refuse” to sell coverage for preexisting conditions is a competitive attribute of the insurance market, not a failure of it.

        So now what can we say about a policy that requires insurance companies to cover preexisting conditions at a reasonable price? While identifying the winners and losers of this policy is a crucial aspect of the analysis, economic analysis doesn’t provide us with much guidance on how we should weigh these costs and benefits. If we weigh everyone equally from a dollar-for-dollar perspective, the losses outweigh the gains. But why should we care about a dollar-for-dollar perspective? What is it that society at large cares about?

        What if we care more about those who have preexisting conditions than we do about insurance companies and others in insurance pools? If the individuals who are ill cannot afford their necessary medical care, and insurance companies won’t cover their losses, how do we want to deal with those who lack the ability to take care of themselves? Should the many subsidize the few in providing the basic necessities of life like food, shelter, clothing, and health care? If the social objective is to make sure that everyone with a preexisting condition can afford “insurance,” requiring such insurance will obviously achieve that goal.

        In all, requiring insurance companies to cover preexisting conditions is an important and controversial social issue. It may be politically expedient to identify insurance companies as the villains in this story, but what economic analysis adds to the debate is a different framing of the problem. It is not a problem of correcting a market failure in the insurance industry. Instead, it is largely a problem in thinking about the extent of the welfare state. If this is properly understood, the debate over preexisting condition insurance may be better focused and more productive.

      
    
  
    
      
        14  A Pound of Prevention

      
      
        It costs a lot more to fix something that’s broken than it does to prevent it from breaking down in the first place. . . . When it comes to individual health care, the model these days is not treating illness but preventing it. The prescription is prevention. Three-quarters of our health-care costs are attributable to chronic, preventable diseases. The way to avoid them (as well as expensive treatments) is to eat well, exercise, get checkups, vaccinate your kids and mind your mental state. That will help you—and help the health-care system as a whole.

        Time magazine editorial, June 22, 2009

        It’s just common sense that long-term costs to the health system will be lower if we have comprehensive preventive services.

        President Bill Clinton

        I will prevent disease whenever I can, for prevention is preferable to cure.

        Excerpt of Modern Hippocratic Oath

        An ounce of prevention is worth a pound of cure.

        Benjamin Franklin

      

      Are you sensing the theme of this chapter? Here I am sitting at my computer day after day happily writing this book for you, while my health is deteriorating due to my poor eating habits and lack of exercise. Why do I continue with my unhealthy lifestyle? It may be because as an economist, I know something that the authors of the above quotes do not know—prevention may not be preferable to treatment. I will explain as soon as I vacuum up the potato chip crumbs that fell into my keyboard.

      
        Paying for Prevention

        You probably have never heard of the US Preventive Services Task Force (USPSTF), but it has important tasks to perform. Its website offers the following description of what the agency is and what it does:

        
          The U.S. Preventive Services Task Force is an independent, volunteer panel of national experts in disease prevention and evidence-based medicine. The Task Force works to improve the health of people nationwide by making evidence-based recommendations about clinical preventive services.

        

        Although not specifically a policy-making organization, the recommendations of the USPSTF can have a profound influence on physician treatment decisions, health insurance coverage, and social policy.

        In 2009, the USPSTF decided to revise its guidelines for breast cancer screening for average-risk women. The two most important revisions were that routine screening should begin at age fifty instead of age forty and that women should get screening mammograms once every two years instead of once a year. In effect, the USPSTF was now recommending fewer preventive measures regarding breast cancer screening. These new guidelines were highly controversial and came under immediate criticism from a number of groups, including the American Cancer Society and the American College of Radiology, which both strongly favored the original enhanced preventive measures. Why is the push for prevention so strong?

        As President Clinton claims, it just seems like common sense to favor prevention over treatment. After all, why would anyone want to become ill? But the belief that long-term health-care costs would be lower with comprehensive preventive measures is not necessarily true. It could very well be the other way around. Let’s use a simple numerical example to illustrate that point.

        Consider an illness that costs $10,000 to treat, but if you take the appropriate preventive measures you can completely avoid it at a cost of only $1,000. This is precisely the type of thinking that favors prevention over treatment. “It costs a lot more to fix something that’s broken than it does to prevent it from breaking down in the first place.” The problem with that quotation is that it overlooks something important about treatment. Even with no preventive measures, illness does not occur with certainty.

        Assume that without prevention, you have an 8% chance of requiring treatment. You may decide it is worth spending $1,000 on prevention to avoid the 8% chance of a $10,000 treatment cost, but you may decide it is not worth it. It sounds a lot like the decision to purchase an insurance policy. Do you want to pay $1,000 with certainty to avoid an expected (or average) loss of $800 (that is, 8% of $10,000)? Let’s say you decide to incur the prevention costs. Furthermore, let’s say everyone facing this same decision prefers to invest in prevention. How does this impact long-term health-care costs?

        If 5,000 people incur the prevention cost of $1,000, the aggregate prevention cost will be $5 million. Had they not invested in prevention, 8% of them, or 400 people on average, would have needed treatment, for an aggregate treatment cost of $4 million. In this case, prevention imposes greater costs on the health-care system than treatment would have. But this doesn’t always have to be the case.

        Let’s change the incidence rate of illness from 8% to 12%, and keep the cost of prevention and treatment the same. While the aggregate prevention cost for 5,000 people stays at $5 million, the aggregate treatment cost increases to $6 million based on an average of 600 people needing treatment. The point being made is not that prevention is always a bad deal in a dollar-for-dollar sense, but that it is not always a good deal. The greater the prevention costs, the lower the treatment costs, and the lower the incidence rate of illness, the less likely long-term health-care costs will be lower with prevention than treatment.

        In evaluating the efficacy of prevention, there are some other factors to consider. For one thing, the word “prevention” does not mean completely prevent. Instead, prevention usually refers to lowering the incidence and/or severity of illness. This means that you can invest in preventive measures and still suffer the illness and bear treatment costs. It could even be worse. A preventive measure itself can lead to an adverse health outcome, such as having a bad reaction to a vaccine or hurting yourself while exercising.

        Another problem can arise when prevention takes the form of a screening test. With any screening test you have to contend with two types of testing errors—false positives and false negatives. A false positive signals an illness exists when it doesn’t. A false negative signals an illness doesn’t exist when it does. Let’s return to breast cancer screening. With mammograms, the false positive rate can be staggering, as one medical study clearly illustrates.

        The study used a large data set of mammograms that were administered during the years 2007 to 2013. Here are some of the key numbers:

        
          
            	
              Number of mammograms:

            
            	
              1,682,504

            
          

          
            	
              Number of positives:

            
            	
              194,668

            
          

          
            	
              Number of true positives:

            
            	
              8,528

            
          

          
            	
              Number of false positives:

            
            	
              186,140

            
          

        

        To calculate the false positive rate, simply divide the false positives by the total number of positives, which yields a rate of 95.62%. That’s a very large number. What does it imply?

        When a breast cancer screening test yields a positive result, either a second test is given to confirm the result or further diagnostic tests and procedures are undertaken. Obviously, it is important to follow up on positive test results, but with so many false positives, the resources used when following up are mostly wasted and lead to an increase in the cost of prevention. False negative results are also costly in that potentially life-saving follow-up procedures will be delayed. In this particular study, however, the false negative rate was negligible at less than 1/10 of 1%. Both types of errors just add another layer of complexity to an already complicated cost-benefit process.

        There is absolutely no doubt that comparing prevention costs to treatment costs is an integral part of health-care policy analysis. Monetary costs are somewhat straightforward to calculate, and they provide an objective standard on which to base policy decisions. But with all due respect to President Clinton, it is not “just common sense that long-term costs to the health system will be lower if we have comprehensive preventive services.” Prevention could very well be more costly than treatment. Does that mean prevention is not worth encouraging or undertaking? Not necessarily.

      
      
        Common Economic Sense

        Why do people invest in prevention? One reason is that it acts a lot like an insurance policy—you incur a current cost to mitigate a future risk. In this case, even if prevention costs exceed expected treatment costs, you may be better off with prevention. As we have seen in the previous chapter with insurance, a risk-averse individual would be willing to pay a premium for full insurance coverage that exceeds the expected loss as long as the premium is not prohibitively expensive. Insurance may not be a good dollar-for-dollar deal, but it can still be worth purchasing. The same can be said for prevention. Prevention provides peace of mind.

        Unlike insurance, however, prevention can provide more than just peace of mind. You don’t buy an insurance policy for any enjoyment you get directly from the policy, just like you are unlikely to enjoy a mammogram or colonoscopy. But there are numerous preventive measures you may enjoy even if they have a negligible impact on reducing expected treatment costs. Biking, hiking, sports, exercise, eating healthy foods, and so on may all be activities you get current enjoyment from in and of themselves. Prevention costs for these activities could exceed expected treatment costs, yet you are better off participating in them anyway.

        There is another side of the coin that must be considered. There are preventive activities that not only don’t cost much but could actually save you money. For example, you could reduce future expected treatment costs and current expenditures by quitting such activities as smoking, overeating, excessive drinking, or drug use. The problem is you may enjoy all these unhealthy activities and feel better off not giving them up. In this case, expected treatment costs could far exceed prevention costs, yet that doesn’t matter to you.

        There is no obvious right or wrong to how much a person wants to invest in preventive measures. That decision is an individual one and will vary widely from person to person. Several factors could influence such a decision. Prevention is more likely the lower its cost, the higher the incidence of illness, and the higher the cost of treatment. Risk aversion and patience will also affect prevention decisions. The more people care about mitigating risk, and the more people care about future costs, the more likely they engage in prevention. Preventive measures that offer intrinsic enjoyment are more likely to be undertaken, whereas the opposite is true for measures that are not enjoyed.

        Outside forces may also affect the likelihood of people taking preventive measures. Health insurance policies routinely cover various preventive measures like annual checkups and standard cancer screening procedures. Cigarette, alcohol, and so-called fat taxes are used to reduce unhealthy behavior. Most “recreational” drugs are illegal. Local governments provide hiking and bike paths to facilitate those activities. Community recreational centers are built and subsidized to provide residents with inexpensive access to exercise equipment and classes. There is no shortage of informational campaigns used to promote healthy lifestyles.

        All these resources devoted to prevention may enhance social welfare, but there is no reason to believe that prevention necessarily lowers long-term health-care costs. At a minimum, prevention costs must be weighed against expected treatment costs, not just actual treatment costs. Still, the monetary costs are just one aspect of health care. Promoting well-being and productivity through prevention may be sound social policy, even at the expense of increased health-care costs.

      
      
        Notes

        
          	An excellent article on the economics of prevention is Joseph P. Newhouse, “An Ounce of Prevention,” Journal of Economic Perspectives 35 (2021): 101–18.

          	The medical study on mammograms is Constance D. Lehman, Robert F. Arao, Brian L. Sprague, et al., “National Performance Benchmarks for Modern Screening Digital Mammography: Update from the Breast Cancer Surveillance Consortium,” Radiology 283 (2017): 49–58.

        

      
    
  
    
      
        15  Hazardous to Your Morals

      
      They say doctors make the worst patients. I bet you economists are a close second. We don’t know much about medicine, but we do know a lot about incentives and human behavior. For example, if I’m ever lying on an operating table, before the anesthesiologist puts me under I’m going to ask my surgeon one simple question: Are you fully covered by medical malpractice insurance? I suspect he would look down at me and reassuringly tell me that nothing is going to go wrong, but yes, he does have full medical malpractice coverage. At that moment, I would jump off the table and run for my life. Okay, so maybe I’m exaggerating a bit. I never run. But I would be concerned that the surgeon may be performing surgery while under the influence. I’m not talking about under the influence of alcohol or drugs; I’m talking about under the influence of insurance.

      
        Too Little Risk

        No one wants to think about doctors behaving badly (at least not until the next chapter titled “Doctors Behaving Badly”), so let’s move away from medicine for the time being. Think about buying automobile theft insurance. As discussed in chapter 13, the insurance company will need two main pieces of information to determine the premium you will have to pay for theft insurance—the probability that your car will be stolen and the size of the loss if that occurs. The replacement value of your car won’t be difficult to determine, but what about the probability that it is stolen? That probability can depend on several things, such as where you live, the type of car you drive, and whether you park in a secure garage. Insurance companies are extremely good at calculating these probabilities, but they still may face a serious complication. What if the insurance coverage in and of itself affects the probability of a loss occurring?

        Let’s say you can buy a steering wheel lock for $40 that will lower the probability of your car being stolen and reduce your expected loss from theft by $200. This is obviously a good deal. In economic terms, it is efficient for you to purchase the lock. The question is: Will you make the purchase? If you have no car theft insurance and have to bear the loss of a stolen car on your own, you will be better off buying the lock. But what happens if you have car theft insurance?

        Let’s say you pay $450 a year for car theft insurance, meaning that if your car is stolen, the insurance company will fully compensate you for your loss. When it comes time to renew your policy, your insurance agent informs you that if you purchase a steering wheel lock and use it properly, you can reduce the probability of your car being stolen and lower your insurance premium. But there is one catch—how can the insurance company verify that you are using the lock properly each time you leave your car?

        For the sake of argument, let’s assume the insurance company can verify that you will use the lock. This changes your expected loss from theft, lowering it by $200. If your premium is based on your expected loss, which a competitive premium should be, you can save $200 by spending $40. In other words, the insurance company can price your behavior. It is worth it to you to buy the lock. Now assume the insurance company cannot verify that you use the lock. If they sold you insurance at the 1% theft rate, but the true rate was 3%, the insurance company would be losing out. If they can’t observe your action, they can’t price it. Your premium will stay at $450.

        Still, you may find it worthwhile to invest $40 in the lock just to the lower the probability of your car being stolen. The problem with this argument is that once you are fully insured at the 3% rate, you have nothing to lose if your car is stolen. So why spend even one dollar on lowering the probability of theft? Intuitively, the purpose of full insurance is to make you whole if you suffer a loss. Once you’ve paid for your insurance you are, in theory, indifferent between the loss occurring or not occurring. This indifference causes a problem known as moral hazard.

        Moral hazard exists when insurance coverage in and of itself impacts the way you behave. Without being insured you buy the lock. With insurance, you don’t buy the lock unless your premium adjusts. And if you don’t buy the lock, you are imposing more costs on society by not spending $40 to save $200. Moral hazard can rear its ugly head in different settings and in different ways. My fully insured surgeon may behave differently than if he isn’t fully insured. People with health insurance may take less care of themselves, thus imposing substantial costs on the health-care system. And while moral hazard is a well-established theoretical concept, is there empirical evidence verifying its existence?

      
      
        Health Insurance Can Be Bad for Your Health

        Moral hazard associated with health insurance is often considered by economists to be a serious social concern. Here is a brief review of some studies that verify its possible existence.

        
          Medicare for Men at Age Sixty-Five

          Consider two groups of men approaching the age of sixty-five. One group has health insurance, the other does not. At age sixty-five, social health insurance known as Medicare kicks in and both groups now have health insurance. This allows for a simple prediction: if you had health insurance before age sixty-five and continue to have it after age sixty-five, your behavior is not expected to change. If, on the other hand, you did not have health insurance before age sixty-five but then have it, there is a moral hazard potential—you may behave in less healthy ways. The study finds evidence that Medicare does have strong behavioral impacts. Men new to health insurance are less likely to engage in vigorous physical activity, less likely to quit smoking, and more likely to drink alcohol relative to men who have been continuously insured.

        
        
          Insurance and Addiction Treatment

          While health insurance plans have traditionally provided stronger coverage for physical ailments than for mental illnesses and addiction treatments, in the 1980s and 1990s many states enacted parity mandates. These mandates required insurance plans to provide coverage for mental illnesses and addiction treatments similar to that for physical ones. One economic study examined whether this more comprehensive coverage would affect current alcohol consumption by reducing future addiction treatment costs. Comparing states that adopted the parity mandate to those that didn’t, the study found that there was an impact on behavior—per capita beer consumption increased by approximately 14% in the states with enhanced coverage but did not increase in the other states. It may not be clear whether this increase in beer consumption had a huge impact on the amount of resources used in addiction treatments, but it does demonstrate how insurance coverage can affect behavior.

        
        
          Diabetes and State-Mandated Insurance

          Diabetes is one of the leading causes of death in the United States. It can lead to amputation, blindness, kidney disease, and other serious adverse health outcomes. Throughout the late 1990s and early 2000s, many states began mandating health insurers to cover diabetes services, medications, and so on, without increasing the insurance premiums for the additional coverage. The objective of the mandates was to help lessen the costs of diabetes to the health-care system. One study identifies three basic ways this additional coverage can impact the incidence of diabetes.

          First, there is the potential for moral hazard. Diabetes can often be kept under control with strict dieting and exercising. To the extent that the insurance coverage reduces the incentive to diet and exercise, the incidence of diabetes can increase. Second, the insurance also covers preventive measures that can provide access to dietitians and other educational resources. This may help lower the incidence of diabetes. Third, to the extent that some insurers already provided coverage for diabetes, the mandates would not likely have much impact on the incidence of diabetes in those cases. The study finds that the moral hazard effect appears to dominate the other two, with the insurance mandates increasing the weight (as measured by body mass index) of diabetics relative to nondiabetics in mandate states. Increased weight generally worsens the health outcomes of diabetics, suggesting that the additional insurance coverage did not necessarily achieve its objective of lowering health-care costs.

          These are just a few examples illustrating how moral hazard can lead to worse health outcomes. While there are other studies that also confirm the existence of moral hazard with health insurance, it is generally believed that the bulk of the empirical evidence does not support this type of moral hazard. That is, we generally do not smoke more, eat more, drink more, and exercise less because of health insurance. Why does moral hazard for these activities not seem to be much of a problem?

        
      
      
        The Problem That Isn’t, or Is It?

        Moral hazard stems from two conditions. The first is unobservable care levels. As mentioned above, if an insurance company cannot observe your care level, it can’t price it. To lower your premium, the company has to be able to verify that you are undertaking an action that reduces the probability of a loss occurring. With many unhealthy behaviors, such as poor diet, lack of exercise, how much you indulge in smoking, drinking, or drug use, insurance companies would have a difficult time continuously monitoring your actions. They may be able to monitor your general health by requiring routine medical checkups, but gathering this type of information will be imperfect and costly. From this perspective, moral hazard can certainly be a problem associated with health insurance, but only if another condition is met.

        This second condition involves full insurance coverage. Moral hazard can be a problem when people do not bear the risks of their own actions. Full insurance means fully covered regardless of the probability of the loss occurring. If insurance makes you whole, and your risk-reducing actions cannot be priced, you have no financial incentive to reduce your risk level. This leads to moral hazard. The trouble with this argument is that when it comes to adverse health outcomes, it is unlikely that insurance will make you whole.

        Health insurance generally covers monetary losses such as your medical bills, and sick leave may cover your lost wages from missing work. Even if all your financial losses are covered, you may still bear uninsured nonmonetary costs such as pain and suffering or a reduced quality of life. For example, you may enjoy an active lifestyle that includes biking and hiking, but if an illness or injury prevents you from participating in these activities, you are not made whole by insurance. Furthermore, most insurance plans include deductibles and copayments that require out-of-pocket expenditures that have you bear part of the financial costs. But even without these out-of-pocket expenses, when it comes to health, individuals are rarely ever fully insured. This mitigates the moral hazard problem.

        If moral hazard is not much of a problem when it comes to health insurance, why bother studying the concept? There are several reasons. First, moral hazard may not be pervasive when it comes to health insurance, but there is evidence that it exists in some settings that may be important from a health-care costs perspective. Second, understanding why moral hazard may not be pervasive can help us mitigate it when it is a problem. Third, if moral hazard doesn’t exist because people are not fully insured for health losses, there is an important trade-off to consider. Lack of full insurance has the benefit of providing people the incentive to reduce risk levels, but the bearing of risk in and of itself is a cost to risk-averse individuals. Would it be socially beneficial for people to be more fully insured at the expense of allowing more moral hazard? Fourth, moral hazard may also be a concern in other insurance markets, such as with automobile insurance and driver care.

        Finally, this section has focused on moral hazard in the sense that people may take worse care of themselves, thus increasing the likelihood and/or the severity of a loss before the loss occurs. This is known as ex ante moral hazard. A related concern is ex post moral hazard, in which insurance impacts health-care costs after a loss has occurred. With medical care costs largely covered by insurance, patients may demand excessive medical care, imposing increased costs on the health-care system because of the insurance. Furthermore, insurance may not only affect the behavior of the person insured, it may affect the behavior of others.

        One study examines the prescription-writing tendencies of Swedish doctors with respect to brand-name versus generic drugs. When a brand-name drug has a generic counterpart, the two drugs generally provide identical therapeutic effects. The brand-name drug, however, typically is more expensive. If there is no difference between the drugs other than their prices, doctors who continue to prescribe the brand-name drug are imposing higher costs either on their patients or on their patients’ insurance providers.

        The study finds that one indication (out of several) of a doctor’s choice to prescribe the brand-name or generic drug depends on how much out-of-pocket cost for the drug is incurred by the patient, as opposed to incurred by the insurance provider. The lower the out-of-pocket cost to the patient, the more likely they are to prescribe the brand-name drug. This increases the insurance costs either to taxpayers in a public health-care system or to members of a private insurance pool.

        In all, insurance plays a crucial role in mitigating the risk of risk-averse people. It also provides access to very expensive medical treatments that may not be affordable to all on their own but are made so through insurance premiums. The down side of mitigating risk is that it can affect behavior in socially costly ways. When the existence of insurance in and of itself provides incentives for costly, inefficient behavior, regardless of the setting, a moral hazard problem exists. In considering policy responses to health insurance and health-care issues, policy makers may want to pay attention to the potential presence of moral hazard.

      
      
        Notes

        
          	The moral hazard and Medicare study is Dhaval Dave and Robert Kaestner, “Health Insurance and Ex Ante Moral Hazard: Evidence from Medicare,” International Journal of Health Care Finance and Economics 9 (2009): 367–90.

          	The moral hazard and addiction treatment study is Jonathan Klick and Thomas Stratmann, “Do State Health Insurance Mandates Increase Alcohol Consumption?” Journal of Legal Studies 35 (2006): 175–98.

          	The moral hazard and diabetes study is Jonathan Klick and Thomas Stratmann, “Diabetes Treatments and Moral Hazard,” Journal of Law and Economics 50 (2007): 519–38.

          	The study on physician prescribing behavior is Douglas Lundin, “Moral Hazard in Physician Prescription Behavior,” Journal of Health Economics 19 (2000): 639–62.

        

      
    
  
    
      
        16  Doctors Behaving Badly

      
      
        Old Joke:

        Patient: Doctor, it hurts when I do this. (Patient lifts his arm above his head.)

        Doctor: Then stop doing that.

        Old Joke Updated:

        Patient: Doctor, it hurts when I do this. (Patient lifts his arm above his head.)

        Doctor: Don’t worry about a thing. I’ll run some tests and do some imaging. I’ll schedule you for exploratory surgery. I’ll figure out precisely what the problem is. Then I’ll treat it. By the way, you have insurance, right?

      

      Several years ago, I gave a talk to a group of medical students. Had any of them been paying attention to me rather than eating the free pizza and looking at their phones, they probably would have been upset with what I was saying. Economists have long studied what is referred to as the principal-agent problem. In a medical setting, the patient (the principal) hires the doctor (the agent) to look after his best interests. Ideally, the patient would like the doctor to only have his best interests in mind. But we economists are a distrustful bunch. We know that the doctor also has her own best interests to consider. The question is: Do the doctor’s best interests undermine the best interests of the patient?

      The principal-agent problem is found in numerous settings, yet it seems to be a more difficult concept to wrap your mind around in the medical setting compared to others. For example, you probably would not be surprised to hear of an accountant embezzling funds from a client, or a construction company using subpar materials when building a house. But what if you hear about a doctor performing an unnecessary surgery because she owns a surgery center? Over the years, most people I have confronted with the principal-agent problem in the medical setting are completely dismissive of the idea that doctors base their treatment decisions on anything other than the well-being of their patients.

      Studying the principal-agent problem in a medical setting can be very challenging. If you consider an accountant who embezzles money, he commits an objectively illegal act. But when several treatment options are available, how are we to judge what constitutes the best interests of the patient? While one doctor sincerely believes a surgical procedure is necessary for the treatment of some ailment, another doctor may sincerely advise against surgery. Medical decisions can be as much a matter of art as they are a matter of science.

      Nevertheless, the principal-agent problem is a real phenomenon in the medical setting and can encompass a wide spectrum of possibilities. On one extreme, the doctor’s only concern is with the well-being of the patient. At the other end of the spectrum, the doctor completely ignores any of the patient’s objectives and instead is only concerned with achieving some exclusively self-interested goal. In general, the principal-agent problem is likely to be far more subtle than either of the two extreme situations suggest, and its extent needs to be determined through careful empirical analysis. Fortunately, there is a large and growing literature that tackles this complicated issue.

      
        Doctors on the Defense

        The threat of medical malpractice lawsuits constantly hovers over the heads of many doctors. This pressure can lead them to make medical decisions that are motivated by legal concerns and not just the well-being of their patients. When this occurs, doctors are known to be practicing defensive medicine:

        
          Defensive medicine occurs when doctors order tests, procedures, or visits, or avoid high-risk patients or procedures, primarily (but not necessarily solely) to reduce their exposure to malpractice liability. When physicians do extra tests or procedures primarily to reduce malpractice liability, they are practicing positive defensive medicine. When they avoid certain patients or procedures, they are practicing negative defensive medicine.

        

        Positive defensive medicine imposes additional costs on the health-care system with no offsetting benefits in term of improved health outcomes. In fact, in some cases extra testing can lead to adverse health outcomes, such as when unnecessary imaging increases a patient’s exposure to radiation. Still, from a social policy perspective, the major concern associated with positive defensive medicine is on how it increases health-care costs. With negative defensive medicine, the main social concern is with adverse health outcomes. While it is true that fewer resources are being used in treatment because either high-risk patients or procedures are being avoided, the cost of the resources that could have been used would have been outweighed by the benefits in terms of health outcomes.

        In short, defensive medicine leads to an inefficient use of resources, and this has drawn the attention of economists. Empirically verifying or refuting the existence of defensive medicine can be very challenging. Doctors may have valid reasons for providing what seems to be excessive or inadequate care that have nothing to do with trying to minimize their exposure to malpractice liability. Numerous studies have attempted to sort through these complications, with one clever study taking advantage of a unique data set involving health care provided through the Military Health System.

        When active-duty patients seek treatment from military facilities, they are barred from suing for medical malpractice. But when either dependents of active-duty personnel or nonactive-duty patients seek treatment from the same military facilities, they enjoy the protection of the medical malpractice laws. This allows the study to make comparisons about treatment decisions and patient health outcomes across doctors who face liability with some patients but not with others. The main result of the study is that immunity from liability reduces inpatient spending by approximately 5% but has no effect on health outcomes. Conversely, when facing liability, doctors spend more on care without yielding offsetting health benefits for their patients. This behavior may be attributed to positive defensive medicine.

        A number of economic studies also look to the field of obstetrics to test for defensive medicine. For example, a doctor’s decision to deliver a baby through cesarean section (c-section) rather than through natural childbirth can be affected by several factors. A c-section can be a safer procedure in terms of health outcomes for the baby. On the other hand, surgical procedures always involve some degree of risk, especially for the mother in this case. Furthermore, this degree of risk can be exacerbated with the potential for surgical errors to occur. Finally, c-section fees are significantly larger than natural birth fees, and c-sections typically take much less time to perform. A higher fee per delivery coupled with more deliveries can be an attractive financial lure for obstetricians.

        These factors lead to conflicting predictions about the rate of c-sections performed. If doctors are concerned about malpractice liability over bad health outcomes to newborns, this may encourage them to perform more c-sections. Countering this effect, if doctors are concerned about liability over surgical errors, this may lead them to perform fewer c-sections. If these decisions are primarily driven by the threat of malpractice liability, they represent examples of positive defensive medicine (more c-sections) as well as negative defensive medicine (fewer c-sections). It is not surprising, then, that studies have yielded mixed results, although some empirical support can be found for each of these predictions. The important point here is that treatment decisions for delivering babies can be complex and involve considerations that go beyond just the well-being of the mother and baby.

      
      
        The Pushy Physician

        How do surgeons approach treatment decisions when they themselves own the centers in which the surgeries are performed? It seems overly harsh to think that surgeons who have additional financial incentives to perform surgeries will be more likely to perform unnecessary surgeries. And even if true, this is a very difficult effect to identify empirically. Just by their nature, surgeons are likely to sincerely believe invasive procedures are the preferred way to treat many health problems. There can also be tremendous efficiencies in owning and managing a surgery center in which you can hire doctors, nurses, and administrative staff who are handpicked to provide the skills best suited to your practice. Still, financial incentives can distort treatment decisions, so it is important to identify physician behavior that may be socially wasteful.

        So how do you determine if a surgery is unnecessary? One economic study offers a potential solution by examining the decision to perform arthroscopic surgery for patients suffering with osteoarthritis of the knee:

        
          Arthroscopic surgery is a minimally invasive procedure to treat damage to the soft tissue of the knee. A patient undergoing arthroscopic surgery receives several small incisions to the knee. The surgeon inserts a camera (the arthroscope) to inspect the bone, cartilage, and soft tissue of the joint. After validating the initial diagnosis, the surgeon may perform lavage (irrigation of the joint to remove particles that cause inflammation), debridement (to remove damaged tissue), and/or a menisectomy (to remove damaged meniscal tissue).

        

        The problem with this surgical procedure, however, is that it may offer little in terms of real therapeutic value. A medical study published in the New England Journal of Medicine (NEJM) offers this conclusion:

        
          This study provides strong evidence that arthroscopic lavage with or without debridement is not better than and appears to be equivalent to a placebo procedure in improving knee pain and self-reported function. Indeed, at some point during follow-up, objective function was significantly worse in the debridement group than in the placebo group.

        

        The NEJM is a highly prestigious journal. The results of the study were widely publicized in other medical journals and the popular press. Thus, it is likely that surgeons who routinely performed arthroscopic surgery were well aware of the results of the study. Granted, not all surgeons accepted the results at face value, but what is most important here is how the information differentially impacted surgeons who practiced in physician-owned centers relative to those who practiced in hospital-based centers.

        The economic study took advantage of a data set that included all outpatient surgeries in Florida between the years 1998 and 2010. During that time period, 522,635 arthroscopic knee surgeries were performed, with 233,321 (44%) of them in physician-owned centers. The publication of the medical study in 2002 did have the effect of reducing the number of arthroscopic knee surgeries in both physician-owned and hospital-based centers, but the magnitude of the decline was smaller in physician-owned centers. This leads the study to conclude that surgeons who had more of a financial incentive to perform these surgeries were less likely to accept the results questioning the efficacy of the procedure. In the words of the authors, these physicians suffered from “selective hearing.”

        A similar problem can occur when doctors are allowed to dispense drugs and/or have at least partial ownership in pharmacies. While physician dispensing is more common in Asian countries than Western ones, there are some exceptions such as Austria, Switzerland, the United Kingdom, and the United States. The most common justification for allowing physician dispensing is that it is convenient for patients. There is usually regulation that accompanies physician dispensing related to the distance from the physician’s practice to the nearest pharmacy. Physicians who practice in rural areas are more likely to be able to dispense drugs. Not only does this make it easier for patients to fill their prescriptions, it is likely to increase patient drug compliance.

        But potential downsides also follow from not separating drug prescribing and dispensing. Drug costs are typically higher with physician dispensing. Also, pharmacists are specifically trained to dispense, adding a layer of monitoring that can reduce dispensing errors. And most importantly for our purposes here, physician dispensing may provide a financial incentive for doctors to overprescribe, burdening the health-care system with wasteful drug expenditures.

        A number of studies have also examined how physician dispensing impacts prescription behavior. One study finds that in Taiwan, physicians who own pharmacies have a 7% higher drug prescription rate compared to those who don’t own pharmacies, but their patients do not have a corresponding higher drug compliance rate or better health outcomes. Another study finds that doctors in Switzerland who dispense drugs impose 34% higher drug costs on their patients. A third study finds that physicians who dispense in Japan overprescribe drugs. These studies all conclude that physician prescribing behavior is influenced by financial motives, if not to the health detriment of their patients, then to their financial detriment.

        Physician-ownership effects have also been found in other practice areas. Urologists who own their own centers perform more surgeries for urinary stone disease than nonowners. Physician-owned orthopedic centers perform significantly more carpal tunnel and rotator cuff surgeries than found in centers not physician-owned. Some evidence also suggests that when it comes to physician referrals for patients to seek further outpatient treatment, physicians at physician-owned facilities are more likely than other physicians to refer patients who are well insured to their own facilities but refer poorer and less well-insured patients to hospital clinics. This allows physician-owned centers to have more stable reimbursements for their services.

        The principal-agent problem rears its head in other ways in terms of physician behavior. Physicians who are compensated through a fee-for-service plan may have an incentive to overprovide services and/or reduce patient visitation times to see more patients on a daily basis. Pharmaceutical companies implement aggressive marketing campaigns directed at potential prescribers. Do these marketing strategies, which typically involve a variety of gifts and other perquisites, influence physician prescribing behavior possibly against the best interests of their patients?

        It is worth noting that, from an economics perspective, the principal-agent problem does not depict doctors as being purposely disinterested in the well-being of their patients or as trying to harm them. Instead, doctors are simply humans who have their own self-interests, and, to an economist, self-interest is a fundamental axiom of human behavior. It is not a matter of identifying “good” physician behavior versus “bad” physician behavior. It is a matter of understanding the complex pressures doctors face when considering treatment options for their patients and then determining what types of social policies, if any, may be needed to improve health outcomes and lower health-care costs.

      
      
        Notes

        
          	The description of defensive medicine is from the US Congress Office of Technology Assessment study “Defensive Medicine and Medical Malpractice,” OTA-H-602, July 1994.

          	The study on defensive medicine that uses data from the Military Health System is Michael Frakes and Jonathan Gruber, “Defensive Medicine: Evidence from Military Immunity,” American Economic Journal: Economic Policy 11 (2019): 197–231.

          	Two studies on defensive medicine and c-sections are Janet Currie and W. Bentley MacLeod, “First Do No Harm? Tort Reform and Birth Outcomes,” Quarterly Journal of Economics 123 (2008): 795–830, and Lisa Dubay, Robert Kaestner, and Timothy Waidmann, “The Impact of Malpractice Fears on Cesarean Section Rates,” Journal of Health Economics 18 (1999): 491–522.

          	The study on physician ownership and arthroscopic surgery is David H. Howard, Guy David, and Jason Hockenberry, “Selective Hearing: Physician-Ownership and Physicians’ Response to New Evidence,” Journal of Economics and Management Strategy 26 (2017): 152–68. The quote is found on 153–54.

          	The study on the efficacy of arthroscopic surgery is J. Bruce Mosley, Kimberly O’Malley, Nancy Petersen, et al., “A Controlled Trial of Arthroscopic Surgery for Osteoarthritis of the Knee,” New England Journal of Medicine 347 (2002): 81–88. The quote from that study is found on 85.

          	Studies on physician dispensing and prescription behavior are Brian K. Chen, Paul J. Gertler, and Chun-Yuh Yang, “Physician Ownership of Complementary Medical Services,” Journal of Public Economics 144 (2016): 27–39; Boris Kaiser and Christian Schmid, “Does Physician Dispensing Increase Drug Expenditures? Empirical Evidence from Switzerland,” Health Economics 25 (2016): 71–90; and Toshiaki Iizuka, “Experts’ Agency Problems: Evidence from the Prescription Drug Market in Japan,” RAND Journal of Economics 38 (2007): 844–62.

          	Studies on other physician-ownership effects are John M. Hollingsworth, Zaojun Ye, Seth A. Strope et al., “Urologist Ownership of Ambulatory Surgery Centers and Urinary Stone Surgery Use,” Health Services Research 44 (2009): 1370–84; Jean M. Mitchell, “Effect of Physician Ownership of Specialty Hospitals and Ambulatory Surgery Centers on Frequency of Use of Outpatient Orthopedic Surgery,” Archives of Surgery 145 (2010): 732–38; and Jon R. Gabel, Cheryl Fahlman, Ray Kang et al., “Where Do I Send Thee? Does Physician-Ownership Affect Referral Patterns to Ambulatory Surgery Centers?” Health Affairs 27 (2008): 27.

        

      
    
  
    
      
        17  You’re Offsetting Me

      
      Long before we all got our news online, we were at the mercy of television news shows. I was watching one of my favorite police dramas one night when a commercial for the local news show came on. It went something like this: “New study finds that sunblock causes cancer. This, the weather, and more at 11.” That caught my attention. I had been using sunblock for years not realizing I was rubbing cancer into my skin all that time. No longer enjoying my police drama, I nervously waited for the 11 o’clock news to start.

      As the evening wore on, I started to think more carefully about what the story was likely to be about. Sunblock can help lower the risk of skin cancer, but it isn’t 100% effective. Sunblock wears off, and the longer you stay in the sun the more risky it is. If people feel that they can stay out in the sun longer because of sunblock, they could be increasing their risk of developing skin cancer. This is known as offsetting behavior—the technical ability of a safety feature to lower the risk of harm is offset by the behavior of the person using the feature. Sure enough, that is precisely what the news story was about. As for the weather, they warned that it was going to be sunny the next day and that if you were outside, you should be sure to put on plenty of sunblock.

      Offsetting behavior is closely related to the concept of moral hazard (discussed in chap. 15). Moral hazard is usually identified with insurance coverage—your behavior is affected by someone else bearing all or part of your loss. With offsetting behavior, you may bear all of your loss but change your behavior in response to changes in the risk you face undertaking some activity. Economists have identified and studied offsetting behavior in numerous settings. Most commonly, offsetting behavior is associated with government safety regulation, but there are plenty of other settings in which good intentions can lead to bad outcomes. The following examples provide a succinct introduction to the concept.

      
        Driver Safety May Not Be Safe

        The first economic study of offsetting behavior is attributed to University of Chicago economist Sam Peltzman, who, in 1975, studied how mandatory seat belt laws were impacting the total number of highway deaths. He presented a simple, but controversial, hypothesis: requiring drivers to wear seat belts will make them feel safer while driving, possibly leading them to drive more carelessly. Thus, seat belts would, from a technological safety perspective, lower the death rate of drivers involved in an accident but may also lead to more accidents and, therefore, more deaths for pedestrians, motorcyclists, bicyclists, and so on, due to more careless driving.

        Peltzman empirically found that the total number of highway deaths was not affected by the seat belt laws. This suggests that the gain in driver-lives saved by the laws was offset by other deaths caused by reckless driving. This early study has led to numerous other studies attempting to confirm or reject the seat belt offsetting behavior hypothesis. As usual, there are mixed results, but at a minimum one can legitimately claim that some evidence exists that confirms the hypothesis. Furthermore, other studies have examined, and confirmed, offsetting behavior caused by similar technological improvements, such as equipping cars with air bags.

        When I discuss offsetting behavior with students or laypeople, I often sense a general reluctance from them to accept the concept, especially when it comes to driving. I believe this skepticism stems from people not seeing themselves as driving less carefully in response to enhanced safety. But even if your driving behavior doesn’t change, the main point is that for the average driver, these well-intentioned safety features may lead to unintended adverse consequences. And for all of you skeptics out there, let me ask you one question: If tomorrow you get into your car and discover that your seat belt is broken or that an indicator light is warning you that your air bag is malfunctioning, how will you respond? Give some thought to your answer as you very carefully drive your car to the repair shop.

      
      
        Drivers, Start Your Engines

        When it comes to empirically verifying offsetting behavior from automobile drivers, one complication is that there are many confounding factors that can impact the accident rate. Not only do we need to consider automobile safety features and the behavior of drivers, other factors like the weather, speed limits, highway design, traffic, and the overall condition of the vehicle also come into play. The more confounding factors there are, the more difficult it will be to isolate the effect of safety features on driver behavior.

        One study attempts to circumvent this problem by focusing on a fairly unique setting—the National Association for Stock Car Auto Racing (NASCAR) events. NASCAR events prescribe a tremendous amount of uniformity. The drivers race on the same track; their cars must adhere to specific safety standards; and the rules of racing are strictly enforced for all. The main difference that is found in NASCAR racing involves driver behavior across race car drivers.

        NASCAR introduces many new safety rules every year, so the risks drivers face are constantly changing. The study focuses on one specific NASCAR safety device—the head and neck restraint system known as HANS. In 2000, several racing accidents led to driver deaths caused by trauma to the head and neck. While some drivers began to voluntarily adopt HANS, by 2002 NASCAR mandated the system for all drivers. The study finds that while serious driver injury was greatly reduced by HANS, there were more accidents causing damage to the vehicles themselves. These accidents significantly increased the costs of fielding a racing team. Even with the savings in lives and injuries far outweighing the repair and replacement costs for the cars, the main point in terms of offsetting behavior is that the safety device led to more reckless driving.

        One last point about the introduction of HANS. The purpose of the restraint system was to keep the driver’s head secure in case of an accident. However, this made it more difficult for drivers to enter and exit a pit stop, as their ability to see if there were other cars or pit crew members nearby was limited due to the restraint. After some pit crew members were injured, NASCAR required pit crew members to wear helmets and fire suits. This additional safety requirement was a direct result of HANS creating external risks to nondrivers.

      
      
        Child Safety Caps

        In the early 1970s, the US Consumer Product Safety Commission introduced child safety cap regulation to help protect children from accidental poisonings, especially from extremely common household items like aspirin. The motivation for such regulation is perfectly sound—child poisoning is a serious and tragic health concern. From a technological standpoint, as children generally lack the motor skills to remove safety caps, the regulation is expected to lower the incidence of poisonings. However, there may be two behavioral offsets that work in the other direction.

        First, adults may overestimate the effectiveness of the safety caps. While safety caps make it difficult for children to open the bottles and ingest the medicine, it is not impossible for them to do so. Safety caps are child-resistant, not child-proof. Prior to safety cap regulation, parents may have been more careful in keeping aspirin bottles out of the sight or reach of children. With the safety caps, parents may be less concerned about where they store the bottles, providing easier access to children who may be able to defeat the safety cap.

        A second potential offset may lead to more poisoning from open bottles, an alarmingly common cause of child poisoning. A cap that is difficult for a child to open may also be difficult for some adults to open, especially those who take aspirin for arthritis or other pain in their hands. The more difficult it is for adults to open the bottle, the more likely there will be open bottles accessible to children. Thus, there is a potential for safety cap regulation to be undermined by offsets leading to more poisonings from both unopened and opened bottles.

      
      
        HIV and Miracle Drugs

        In 1996 and 1997, some powerful new drugs to combat the impact of HIV were introduced. Although HIV drugs had been available for years, none were deemed overly effective. That all changed with the introduction of a class of drugs known as protease inhibitors. The benefits of these drugs were felt immediately, and by the end of 1997 the quality of life for HIV-infected patients greatly improved. Their mortality rates decreased, as did the adverse consequences of living with the disease. The drugs, if not a miracle cure for HIV, were certainly capable of effectively reducing the severe costs of contracting the disease. But how would the drugs impact the spread of HIV?

        When new drugs are introduced that offer substantial benefits in combating a disease, the potential for offsetting behavior can be serious. With the HIV drugs, at least three potential offsets can be identified. First, the costs of contracting HIV have fallen, which may reduce the fear of contracting the disease in the first place. This may lead to more risky behavior. Second, if these drugs lower the average concentration of the virus, the risk of spreading or contracting the disease per risky act has fallen, and this may lead to more risky behavior. Third, as life expectancy increases for those who have contracted HIV, the longer life span may lead to a cumulatively greater number of risky acts. From a public policy perspective, one implication of these offsets is that a distinction may need to be made between policy designed to improve the quality of life for those with HIV and policy designed to curtail the spread of the disease.

      
      
        Offsetting Genetics

        Whereas offsetting behavior typically is examined in the context of safety regulations, one study considers how people may offset their own genetic advantages in contracting skin cancer. The likelihood of contracting skin cancer depends on a number of behavioral factors, such as time spent in direct sunlight and use of sun protection products, but also genetic factors, especially on skin complexion. There are six types of skin complexion, ranging from very fair (type I) to very dark (type VI). While all skin types are susceptible to cancer, darker skin is less susceptible. But this genetic advantage can be offset by behavioral factors.

        For example, if people with darker skin believe they are less susceptible to skin cancer, they may be less likely to use sunblock and more likely to spend time in direct sunlight compared to people with lighter skin. This can make sense to the extent that it may be cost efficient for people with darker skin to devote fewer resources to prevention. But if the offsetting behavior is excessive, too few precautions may be taken. One study finds evidence of partial offsetting in this situation, with the behavioral offsets not strong enough to completely counter the genetic advantages. Even with this modest result, the study nicely illustrates that the potential for offsetting behavior can be found in a variety of situations.

      
      
        Offsets on the Ice

        It would be very un-Canadian of me not to present one example from my homeland’s national sport. Famed Canadian former professional hockey player, coach, and analyst Don Cherry may not be an economist, but he had a deep understanding of offsetting behavior long before I ever heard of the concept. In 1979, he made a controversial prediction that he reflected upon in a 2003 interview:

        
          In the old days, we never thought of hitting anyone headfirst into the boards. Never! In 1979 when they put helmets on and all got protected, I predicted you would have head injuries like you wouldn’t believe because guys took more liberties hitting one another. We have more concussions now in a week than we used to have in a year.

        

        If you require hockey players to wear more protective equipment, not only may each player feel less worried about being hurt, they may all feel less worried about hurting others. But just as with any of the safety features we have discussed, more padding and helmets don’t eliminate injuries, they simply make them less severe if there are no behavioral offsets leading to more aggression. Don Cherry believed those offsets existed and would ultimately lead to more injuries. How can you disagree with a professional hockey player?

        The same type of thinking can apply to parents who want to protect their children with helmets and elbow and knee pads for such activities as biking, skateboarding, and rollerblading. They have the good intention of protecting their children from injury, but if this leads the children into taking more risks, injuries may occur more frequently and at times be more severe. Knee pads may protect a child from scraping her knees, but if they make her daring enough to skateboard off the roof of her house, well . . .

      
      
        Reverse Offsets

        What we have seen so far is that as people feel safer, they may behave more carelessly, offsetting the technological advantages of the safety features. It should work the other way around also. As people feel less safe, they may behave more carefully. One study examines this “reverse” offsetting behavior effect in the context of fuel economy standards and vehicle size.

        In 1975, as part of the Energy Policy and Conservation Act, the US federal government introduced the Corporate Average Fuel Economy (CAFE) Standards. These standards imposed a target average fuel economy on car manufacturers for a fleet of vehicles. To meet the standards, car manufacturers had to increase their production of smaller, more fuel-efficient vehicles. If the target was not met, fines would be imposed on the manufacturers.

        Smaller cars offer consumers several advantages over larger cars. They are less expensive to purchase, require less fuel per mile, are easier to park, and so on. Their big downside, however, is that they are less crash-worthy than heavier vehicles. Thus, the initial critical reaction to the CAFE standards was that they would lead to more automobile fatalities. This reaction, however, failed to take into account possible driver offsetting behavior. The study finds that while there are more fatalities when accidents do occur, there are fewer accidents occurring. This is because drivers of smaller cars drive more carefully to offset the lighter cars being less crash-worthy.

        In all, the important point with these examples is not that enhanced safety features are a bad idea but that, when evaluating their effectiveness from a cost-benefit perspective, ignoring offsetting behavior may lead to an overestimation of their benefits. In other words, too safe may not be safe at all. And while most of the examples above come from studies that verify the existence of offsetting behavior, many other studies refute its existence in various settings. But I can leave you with one piece of irrefutable evidence that offsetting behavior does exist, and you will be able to see it with your own eyes.

        May I direct you to search online for the “1995 San Diego tank incident”? That’s right, I said tank incident. You can watch a video clip of a man who stole an army tank and drove it through San Diego for twenty-three minutes. The driver of the tank offset his technically safe driving environment by driving a wee bit recklessly, destroying road signs, utility poles, fire hydrants, and crushing many parked cars. No matter how you feel about the possibility of offsetting behavior, I assure you that the people who watched the tank crush their cars are firm believers in the concept.

      
      
        Notes

        
          	The seminal offsetting behavior seat belt study is Sam Peltzman, “The Effects of Automobile Safety Regulation,” Journal of Political Economy 83 (1975): 677–725.

          	The offsetting behavior at NASCAR study is Adam T. Pope and Robert D. Tollison, “Rubbin’ Is Racin’: Evidence of the Peltzman Effect from NASCAR,” Public Choice 142 (2010): 507–13.

          	The study on offsetting behavior and safety caps is W. Kip Viscusi, “The Lulling Effect: The Impact of Child-Resistant Packaging on Aspirin and Analgesic Ingestions,” American Economic Association Papers and Proceedings 74 (1984): 324–27.

          	Two studies on the costs and benefits of HIV drug treatments are Mark G. Duggan and William M. Evans, “Estimating the Impact of Medical Innovation: A Case Study of HIV Antiretroviral Treatments,” Forum for Health Economics and Policy 11 (2008): 1–37; and Stéphane Mechoulan, “Risky Sexual Behavior, Testing, and HIV Treatments,” Forum for Health Economics and Policy 10 (2007): 1–49.

          	The study on skin cancer and genetics is Mark Dickie and Shelby Gerking, “Genetic Risk Factors and Offsetting Behavior: The Case of Skin Cancer,” Journal of Risk and Uncertainty 15 (1997): 81–97.

          	The Don Cherry quote is found in Reader’s Digest Canadian Edition (March 2003): 64–65.

          	The study on the CAFE standards is John M. Yun, “Offsetting Behavior Effects of the Corporate Average Fuel Economy Standards,” Economic Inquiry 40 (2002): 260–70.

        

      
    
  
    
      
        18  Smoke If You Got ’Em

      
      One night many years ago, I was playing cards at a club that allowed indoor smoking. While most of the players did not smoke, or stepped outside when they did, there was one player, Vern, who sat at the table all night long smoking unfiltered cigarettes. These cigarettes were so strong that at the end of the night I needed to reattach my eyebrows. Many of the other players were getting upset with Vern and started giving him a hard time. As tensions were mounting, I decided to contribute some friendly economic reasoning to the discussion.

      Amid all the complaints, I asked a simple question: “What about the benefits of smoking?” The room fell silent. Vern himself, cigarette in hand, after a two-minute coughing fit, said to me in a raspy voice: “There are no benefits to smoking.” So I asked Vern, “If there are no benefits to smoking, why do you smoke?” He looked at me, confused and defensive, and quietly muttered: “Because I enjoy smoking.” And so I said to him: “Isn’t enjoyment a benefit?” A smile slowly spread across his face and I’m happy to report that after many years of being an economist, I finally was able to have an impact on someone’s life. Vern began smoking twice as much as he did before.

      In my professional career, I believe I have taken more grief for discussing the benefits of smoking than any other topic I teach or write about. I have been told by health administration faculty not to teach that topic in one of my classes that used to be required for their graduate students. (Did you notice how I said used to be required?) I have been called irresponsible for suggesting that there are benefits to such an unhealthy activity as smoking. I have raised eyebrows of friends, family, students, and countless others in public talks I have given on the economics of smoking. And to all those who doubt that there are benefits to smoking, I ask one simple question: How do you explain that approximately 20% of the world’s adult population are smokers?

      
        Where There Are Costs, There Are Benefits

        Let’s begin with a quote from two epidemiologists: “The disease consequences of tobacco use, ultimately measured in the loss of productive human life, make up the entire risk-benefit picture, unbalanced by concrete benefits” (emphasis added). Nothing makes cost-benefit analysis easier to do than evaluating an activity that offers costs but no benefits. Unfortunately, I can’t think of a single activity that exhibits that characteristic. If there was, why would anyone undertake such an activity?

        It is extremely well documented that smoking is an unhealthy activity, not only to the smoker but to others who are exposed to secondhand smoke. It is these health costs that motivate a variety of social policies that are implemented to reduce the incidence of smoking. But there is an inevitable benefits side to the story, of which the most important one is that smokers enjoy smoking. To put it in a more economic way, smokers experience gains from trade when they purchase cigarettes. If you spend money on a product, you must necessarily feel better off with the product than without it.

        We can approach smoking through a cost-benefit analysis lens in a number of ways. The first is probably the most common: if possible, identify all the costs and benefits of smoking, measure them, and then see how they compare to each other. You may not be able to identify all the costs and benefits, or measure them accurately, but the idea is sound. This is an inclusive approach that attempts to take into account everything that matters.

        A second approach is to recognize that benefits to smoking exist but to not count them as part of social welfare. What you believe should or should not be included in a social welfare analysis is your opinion. If you want to exclude smokers, or give them little weight, in what you believe is an appropriate social welfare function, so be it. Economic reasoning offers no guidance as to what an appropriate social welfare function is. But keep in mind that by ignoring these benefits, you are biasing your analysis heavily toward antismoking policies.

        Finally, you could argue that there are no benefits to smoking, as our epidemiologist friends above have done. The problem here, however, is that you would be factually incorrect. This is no longer a debate over the accurate measurement of costs and benefits, or over the definition of social welfare. You are now, to be polite, unambiguously wrong. With no benefits to smoking, there would be no smokers.

        Although few economists are likely to argue that there are no benefits to smoking, a growing number of economists are either not paying much attention to the benefits or simply believe they are not large enough to rule out the implementation of strong antismoking policies. Part of the push for such policies is the belief that smokers suffer from certain behavioral flaws. The first such flaw we will discuss is that smokers do not accurately understand the health risks of smoking. No doubt this is likely to be true, but maybe not in the way most people think.

      
      
        What Don’t You Know?

        If you take out your wallet and pay money for a pack of cigarettes, your value for that pack must be greater than its price. But what exactly is the price of a pack of cigarettes? We can think of the price of a pack of cigarettes as being made up of two components—a monetary retail price and a nonmonetary risk premium that reflects the adverse health effects of smoking. When you add the two components together, you have what is known as the full price.

        To realize gains from trade from purchasing a pack of cigarettes, your willingness to pay must exceed not only the retail price but also the full price of the pack. The full price, however, depends on your perception of the risk. And this is where the potential flaw comes into play. What if your perception of the risk is inaccurate?

        A simple numerical example will help illustrate the key points. Assume that the retail price of a pack of cigarettes is $5, and each pack imposes an additional $2 health risk on you. If you are a smoker and you correctly understand the risk factor, you will only buy the pack if you value it above the full price of $7. Thus, the benchmark perfect information outcome for an efficient purchase is when the full price is correctly perceived to be $7.

        Now let’s say you underestimate the risk factor, incorrectly believing it to be only $1. If you value the pack above your perceived full price of $6, but less than the true full price of $7, you will buy the pack but only because of your misunderstanding of the risk. Had you known the true risk factor, you would not have bought the pack of cigarettes. Thus, underestimating the risk of smoking can lead to too much smoking relative to the perfect information benchmark.

        Misperception of risk, however, does not only mean underestimation. What if you overestimate the risk factor of smoking, believing it to be $3? In this case, if you value the pack above the true full price of $7, but less than your perceived full price of $8, you will not buy the pack but only because of your misunderstanding of the risk. Had you known the true risk factor, you would have bought the cigarettes. Thus, overestimating the risk of smoking can lead to too little smoking relative to the perfect information benchmark.

        Do smokers tend to underestimate or overestimate the risks of smoking? It is hard to believe that smokers have no awareness of the health risks of smoking. In addition to health warnings directly printed on cigarette packages, antismoking advertising campaigns are commonly undertaken by the government and various organizations like the American Cancer Society. But recognizing that there are health risks to smoking does not address the more direct concern of whether smokers overestimate or underestimate the true risks. That is an issue that must be resolved with empirical analysis.

        One economic study sampled over 3,000 people and asked each one a number of questions about their perceptions of various smoking risks. Here is just a single example: Among 100 cigarette smokers, how many of them do you think will get lung cancer because they smoke? At the time of the study, the best available scientific evidence placed the true lung cancer risk from smoking between 5% and 10%. The average answer given by respondents was 42.6%. In this one case, there was an overestimation of the true risk.

        Similar overestimations were found when respondents were separated into groups of nonsmokers, smokers, and young smokers (ages sixteen through twenty-one). It may not be surprising that nonsmokers overestimate the risks of smoking, as this may partially explain why they are nonsmokers to begin with. But smokers overestimating the risks suggest that they place a high value on smoking as they perceive the full price of a pack of cigarettes to be higher than the true full price, yet they still purchase cigarettes. In other words, smokers who overestimate the risks must be smoking for reasons other than their misperception of the risk.

        Even if the results of this study are truly representative of smokers’ beliefs, it must be noted that there is a wide variation in peoples’ risk perceptions. That is, the overestimation of risk is just an average result, and there may be many smokers who underestimate the risk. Also, other studies find that people do not typically overestimate the risk of smoking. It may also be the case that people, especially teenagers, overestimate the long-term risks of smoking but underestimate the short-term risks. This could create a problem with young smokers if underestimating short-term risks leads them to start on a path toward becoming lifelong smokers.

        The important point being made is that misperception of risk is a broader concept than simply the underestimation of risk. So, what are the social policy implications of these different types of risk misperceptions?

        If smokers tend to underestimate the risk of smoking, they are likely to be smoking too much relative to the perfect information world. Underestimation of risk represents a classic setting of market failure and provides a justification for social policy intervention. What policy is best to reduce the amount of smoking is difficult to determine. Should information be provided that can correct the risk misperception? Or should the activity of smoking be more directly controlled through such policies as taxation or banning?

        If smokers tend to overestimate the risk of smoking, the policy implications can be far more subtle. As an economic purist, I could argue that the role of social policy is to provide the correct information to smokers, suggesting that smokers should be made aware that they are smoking too little. Can you imagine the promotional campaign associated with that idea? But there is a more realistic policy implication concerning the overestimation of risk.

        If smokers overestimate the risks of smoking, that implies there is already a built-in bias that helps reduce the frequency of smoking. This bias, in a sense, acts in the same manner as a tax on cigarettes, but without the explicit price increase. This can be a low resource cost way of discouraging smoking, suggesting that more costly antismoking policies can be scaled back or avoided. The drawback to this idea is that it only works for smokers who overestimate the risks. For those who underestimate the risks and are smoking too much, antismoking policy may still be justified.

        Even if it were the case that all smokers overestimated the risks of smoking and smoked too little in an economic sense, you are more likely to see Bigfoot in your local shopping mall than you will a reduction in antismoking policies. If anything, antismoking sentiment throughout the world has steadily grown over the past few decades. The important point is that risk perceptions play a key role not only in the individual decision to smoke (possibly too much or too little), but also in the consideration of effective and efficient antismoking social policy.

      
      
        Notes

        
          	The quotation about the lack of concrete benefits of smoking can be found in an exchange of three letters to the editor in Regulation 18, no. 4 (1995): 5–7.

          	Evidence on smokers’ risk perceptions is presented in W. Kip Viscusi, Smoke-Filled Rooms (Chicago: University of Chicago Press, 2002), chap. 7; also see W. Kip Viscusi, “Do Smokers Underestimate Risk?” Journal of Political Economy 98 (1990): 1253–69.

          	For an interesting exchange about smokers’ risk perceptions, see these papers in the Journal of Behavioral Decision Making 13 (2000): W. Kip Viscusi, “Comment: The Perils of Qualitative Smoking Risk Measure,” 267–71; Paul Slovic, “What Does It Mean to Know a Cumulative Risk? Adolescent Perceptions of Short-Term and Long-Term Consequences of Smoking,” 259–66; and Paul Slovic, “Rejoinder: The Perils of Viscusi’s Analysis of Smoking Risk Perceptions,” 273–76.

        

      
    
  
    
      
        19  Joe Camel Wants YOU

      
      You may find this hard to believe, but President Richard Nixon came close to single-handedly derailing the burgeoning feminist movement of the early 1970s. How? He banned the following message from ever being aired on television again.

      
        It used to be lady you had no rights

        No right to vote, no right to property

        No right to a wage you earned

        That was back when you had to sneak up to the attic if you wanted a cigarette

        Smoke in front of a man? Heaven forbid

        You’ve come a long way baby

        To get where you’ve got to today

        You’ve got your own cigarette now lady

        You’ve come a long, long way

      

      In case you don’t recognize it, that was part of the voice-over for a Virginia Slims television commercial that first aired in 1968. By April 1970, however, President Nixon had signed into law the Public Health Cigarette Smoking Act, which banned cigarette advertising on television and radio. Americans saw their last cigarette television advertisement (a Virginia Slims ad by the way) just before midnight on January 1, 1971. You may have come a long way baby, but you were going no further.

      Throughout the 1960s, the adverse health consequences of smoking were becoming better understood. Tobacco companies devoted a lot of resources to cigarette advertising, especially in the electronic media, and so the ban was considered an effective way to help reduce the consumption of cigarettes. Regardless of how you feel about the intention of the ban, the important question is: Did the ban actually achieve its goal? To address the effectiveness of the ban, we first have to consider the effectiveness of cigarette advertising itself. Does tobacco advertising actually impact smoking behavior?

      
        Messing with My Wants

        Advertising is a much-criticized activity, especially for products such as tobacco, alcohol, and high-caloric fast food. When critics think of advertising, the image of a sinister, large-eyed man waving his fingers in front of your face and saying “you are getting sleepy” comes to mind. But instead of him making you cluck like a chicken, he makes you buy things you don’t want or need. Why would anyone buy something they don’t want or need? (From a gains from trade perspective, we can think of wants and needs as pretty much the same thing.)

        Advertising is a tool used by firms to enhance the demand for their product. It may turn a nonpurchaser into a purchaser, or a purchaser into a heavier user. Cigarette advertising can bring first-time smokers into the market or it can increase the amount of smoking by current smokers. What cigarette advertising can’t do is make people smoke who don’t want to smoke. If the advertising is false or misleading, that is a sound criticism that needs to be addressed. But laws are already in place that discourage and punish misuse of advertising, although these laws are difficult and costly to enforce.

        It has never made much sense to me to criticize advertising for doing precisely what it is designed to do. But it may make sense to restrict advertising if it is promoting a product that, for whatever reason, is deemed socially undesirable. The cigarette advertising ban fits this mold, yet it has rarely been hailed as a public policy success story. What factors may account for the ban’s ineffectiveness?

        A large number of studies have examined the relationship between tobacco industry advertising and cigarette consumption. While many find little or no effect of advertising on the demand for cigarettes, there are studies that do find such an effect. Overall, to put it mildly, the results are inconclusive. At a minimum, though, it would not be unreasonable to conclude that there is a lack of compelling evidence linking cigarette advertising to smoking behavior.

        It may not be too surprising to find no more than a weak link between cigarette advertising and consumption. Smoking behavior can be broken down into basically three distinct stages over a smoker’s lifetime: initiation, consumption, and cessation. The decision to start smoking may be susceptible to the effects of advertising, but smoking initiation is likely to be more affected by such factors as parental smoking behavior, rules about smoking in the home, and peer smoking behavior. Current smokers who have experience with cigarette consumption may be their own best advertisers. To the extent that past consumption directly influences present and future consumption, such as would be the case with an addictive good like cigarettes, advertising is not likely to affect consumption. Finally, it is possible that advertising delays cessation, but other factors like age and adverse health outcomes are likely to have more of an impact on quitting.

        Even if advertising does have a strong impact on increasing cigarette consumption, there is another reason why the electronic media ban would not be very effective. The ban only applied to television and radio advertising. This allowed tobacco companies to continue, and soon increase, their advertising in other outlets such as magazines, newspapers, and billboards, as well as to take advantage of point-of-purchase advertising and sponsorship of sporting and other entertainment events. Furthermore, cigarette advertisements found a brand-new outlet directly in response to the ban. Tobacco companies began to place full-page color ads in the center of many paperback books published in the 1970s.

        There appear to be two inconsistent arguments as to why the ban was not effective. First, cigarette advertising may not have much impact on smoking behavior. Second, the ban was not comprehensive and cigarette advertising increased in other media outlets. But if cigarette advertising is not effective, why would tobacco companies increase their advertising in the other outlets? Why spend hundreds of millions on ineffective advertising in the first place? Perhaps the purpose of cigarette advertising is not what it seems.

        Is the expression Got Milk? familiar to you? It should be, as it is one of the most iconic advertising slogans of the twentieth century. I doubt, however, you are familiar with the slogan Got Smokes?, because the only place you will see it is right here. Advertising can work in two basic ways: it can increase the aggregate demand for a product, or it can increase the demand for a specific brand of the product. When the milk industry uses the slogan Got Milk?, no brands are mentioned. This type of advertising is designed to bring new milk drinkers into the market or to get current drinkers to drink more. When one specific brand of milk advertises, it may attract new consumers to the market, but its main goal is to increase the demand for its brand at the expense of other brands.

        In the tobacco industry, it may be that the Marlboro Man and Joe Camel aren’t interested in cooperative advertising. Instead, they only want to shoot it out in a duel over existing smokers. (Fun fact for the kids: Camels can’t shoot guns, but they can spit up to 120 feet.) Cigarette advertising may be used to fight for market share, even if the size of the overall market is stable or declining over time. Ironically, if it is the case that the primary purpose of cigarette advertising is for brand warfare, a ban on cigarette advertising may be beneficial to the tobacco industry.

        If advertising simply maintains the status quo in market shares, it is ultimately ineffective and the tobacco companies would save a lot of money by not advertising. But this wouldn’t last for long because each brand would have an incentive to start a big advertising campaign against its rivals while they are not advertising. If advertising is banned, however, the government in effect allows the tobacco industry to eliminate wasteful advertising without worrying about individual brands unilaterally increasing their advertising expenditure. Of course, this argument is undercut by the fact that the ban was only partial, and cigarette advertising soon increased in the other media outlets.

        One other reason explains why the ban was not only ineffective at reducing cigarette consumption, it may have perversely led to an increase in smoking. Due to what is known as the fairness doctrine, for every paid minute of cigarette advertising that was aired, broadcast stations were required to provide air time at no cost to groups promoting antismoking messages. It is quite possible that these antismoking messages had more impact on reducing smoking than cigarette advertising had on increasing smoking. If this was the case, tobacco companies may have appreciated the ban in helping to reduce the number of antismoking messages that were aired. In this sense, the ban may very well have led to an increase in smoking.

        So the electronic media advertising ban has taught us at least one significant lesson. If restricting cigarette advertising is to have any dampening effect on cigarette consumption, the ban must be far more comprehensive than just applying to one or two media outlets. For example, one study examined advertising restrictions in twenty-two developed countries between the years 1970 and 1992. They looked at seven different advertising outlets: television, radio, print, outdoor, point-of-purchase, movies, and sponsorship. Each country was classified in one of three ways: weak ban (two or fewer outlets banned); limited ban (three or four outlets banned); and comprehensive ban (five or more outlets banned).

        One interesting fact is that throughout the sample period, there was a strong movement from weak bans to limited and comprehensive bans. In 1970, nineteen countries had weak bans, three had limited bans, and none had comprehensive bans. By 1992, seven had weak bans, nine had limited bans, and six had comprehensive bans. This intensifying of advertising restrictions follows a more general antismoking sentiment that has grown throughout the last fifty years among policy makers and the public. The study finds that comprehensive bans can reduce cigarette consumption, but less than that has little to no effect. With enough media outlets still available, tobacco companies simply shift advertising expenditures from the banned to nonbanned outlets.

        A second study follows the methodology of the one above but examines advertising bans in thirty developing countries between the years 1990 and 2005. Although developing countries have been much slower than developed countries in embracing cigarette advertising restrictions, there still is a trend toward tougher restrictions. In 1990, twenty-eight developing countries had weak bans, one had limited bans, and one had comprehensive bans. In 2005, nineteen had weak bans, none had limited bans, and eleven had comprehensive bans. The trend toward antismoking sentiment is a global one. Similar to the previous study, this one finds that comprehensive bans reduce cigarette consumption in developing countries. Unlike the first study, however, limited bans in developing countries are also found to have an impact in reducing cigarette consumption.

        No matter what economists have to say about the impact of cigarette advertising on smoking, the tobacco industry spends well over a $100 million per year on advertising. But that is just a small drop in the bucket compared to what the industry spends in total on promotion. A Federal Trade Commission report found that in 2019 alone, the US tobacco industry had advertising and promotional expenditures that totaled $7.5 billion. The biggest expenditure, making up 75% of that total, was in the form of price discounts to retailers to have them lower the retail price to consumers.

        Any industry that finds it profitable to spend nearly $1 million an hour on advertising and promotion tells us one thing for certain—there is a large demand for that industry’s product. How large in the case of tobacco? In 2019, 203 billion cigarettes were sold in the United States alone. Unlike antismoking advocates, the tobacco industry certainly recognizes that smokers benefit from smoking. Keep in mind, these benefits on their own tell us very little about optimal social policy directed at reducing cigarette consumption. We need to think about the costs of smoking as well, which could possibly well exceed the benefits.

      
      
        Notes

        
          	For two overviews of the impact of advertising and the demand for cigarettes, see Jon P. Nelson, “Cigarette Advertising Regulation: A Meta-Analysis,” International Review of Law and Economics 26 (2006): 195–226; and Rajeev K. Goel, “Cigarette Advertising and U.S. Cigarette Demand: A Policy Assessment,” Journal of Policy Modeling 31(2009): 351–57.

          	The two studies of comprehensive tobacco advertising bans are Henry Saffer and Frank Chaloupka, “The Effect of Tobacco Advertising Bans on Tobacco Consumption,” Journal of Health Economics 19 (2000): 1117–37; and Evan Blecher, “The Impact of Tobacco Advertising Bans on Consumption in Developing Countries,” Journal of Health Economics 27 (2008): 930–42.

          	Tobacco industry promotional spending figures can be found on the Centers for Disease Control and Prevention website (cdc.gov) under “Smoking and Tobacco Use.”

        

      
    
  
    
      
        20  A Safer Cigarette?

      
      In a classic South Park episode, fourth grader Kyle is horrified to learn that his younger brother Ike and his friends have taken up smoking e-cigarettes, also known as vaping. When Kyle questions the kids about why they want nicotine, one of them says: “Do you know how hard it is being a kindergartner? We need a break sometimes.” Then one of the kids blows smoke in Kyle’s face and suggests he try the vaping flavor “gummy bear surprise.”

      How much consideration should go into regulating a product that has a flavor like gummy bear surprise? (And yes, that is a real e-cigarette flavor.) Some other popular flavors include cotton candy, banana nut bread, peach green tea, and watermelon wave. More broadly, vaping flavors are categorized into such groups as fruit, candy, breakfast cereals, desserts, and other party favorites. Seems like e-cigarettes should be found stuffed in stockings at Christmas time rather than hidden in high school kids’ backpacks.

      Regulators have an interesting problem to consider with e-cigarettes. On the one hand, they may help wean smokers off cigarettes by presenting them with a healthier alternative. On the other hand, they may attract nonsmokers, especially youth, to a nicotine-delivering product that not only may be unhealthy on its own but could lead to even unhealthier cigarette smoking. This begs the question: Should social policy encourage or discourage vaping? Economists have recently begun to address this question. This chapter presents a few of their findings. Rest assured, I promise not to mention “gummy bear surprise” again.

      
        Are You Just Blowing Smoke?

        When a product like e-cigarettes is first introduced into the market, undoubtedly it will attract some customers from people who are current cigarette smokers. This may lead to a reduction in the health costs of smoking if it is the case that e-cigarettes are not as unhealthy as cigarettes. This also opens the door for public policy to try to encourage more cigarette smokers to switch to e-cigarettes. Several policy options may accomplish that goal.

        
          Taxation

          Cigarette taxation is generally associated with three possible social objectives: to raise revenue; to reduce the incidence of a social cost such as secondhand smoke; and to protect people from their own indulgences. This last objective governs the use of taxation to push smokers toward e-cigarettes. As prices rise, smokers are predicted to smoke fewer cigarettes. Precisely how many fewer is an empirical question, but strong evidence shows there is at least some reduction. With e-cigarettes available, the tax-induced reduction in smoking cigarettes may be further enhanced as smokers can switch to another nicotine-delivering device (as opposed to simply smoking fewer cigarettes). All this depends on whether cigarettes and e-cigarettes are substitutes for each other.

          When economists think about substitutes, we tend to look a little deeper than just observing two goods that have similar characteristics or functions. For example, Coke and Pepsi may appear to be substitutes because they are both cola soft drinks. But what if everyone who drinks Coke doesn’t like Pepsi, and everyone who drinks Pepsi doesn’t like Coke? In that case, they are not substitutes for each other at all. Instead, we want to see how the demand for one cola is affected by a price change in the other cola. If, for example, we raise the price of Coke, will that increase the demand for Pepsi, or will people just buy less Coke? If people drink more Pepsi because of the price increase for Coke, we can say that Coke and Pepsi are substitutes. Not only that, we can measure the degree of substitutability by observing how much the demand for Pepsi changes.

          Several studies have examined whether cigarettes and e-cigarettes are substitutes for each other. The bulk of the evidence suggests that they are substitutes, with the degree of substitutability ranging from low to reasonably high. Some studies, however, do not find the two products to be substitutes, so it is still an open question. But to the extent that e-cigarettes do substitute for cigarettes, this can be important information in terms of implementing public policy. The greater the degree of substitutability, the more effective increased taxes will be at encouraging smokers to give up cigarettes in favor of e-cigarettes.

          There is a potential problem, however, associated with this type of policy. When e-cigarettes were first introduced, there was fairly strong scientific support for them being a much healthier alternative to cigarettes. In this environment, using tax policy to switch smokers between cigarettes and e-cigarettes may be an effective way to improve the health outcome of smokers. More recently, many in the scientific community have been reevaluating these earlier findings as new research is continuously being undertaken. Vaping has never been considered a healthy activity, merely a healthier activity than smoking cigarettes. If this “unhealthy gap” starts to shrink, more attention will be placed on controlling e-cigarette use. This can complicate the role of tax policy.

          As e-cigarettes come under the closer scrutiny of regulators, they will face increased taxes. The substitute effect works the other way also. As the price of e-cigarettes increases, vaping will be reduced and cigarette smoking will be increased. In fact, one study estimates that a federal tax of $1.65 (per ml of vaping liquid) imposed on e-cigarettes would lead to an additional 2.5 million extra adult daily smokers. In a related study, a similar result is found for middle and high school students who use e-cigarettes. Taxing e-cigarettes is found to reduce youth vaping rates but increase their cigarette smoking rates. Thus, it is important for policy officials to consider not only the health effects of both cigarettes and e-cigarettes but also how smokers switch between the two products as tax policies are implemented. Policy directed at one product without taking into account the effects on the other product can very well lead to worse health outcomes.

        
        
          Advertising

          E-cigarettes have not faced the advertising restrictions that have been placed on cigarettes. For the most part, e-cigarettes can advertise on television, although some restrictions do apply and some networks have voluntarily banned such ads. The explanation for easing off on advertising restrictions for e-cigarettes is as discussed above—they are considered a healthier alternative to cigarettes. This suggests a dual role for e-cigarette advertising. From a private perspective, e-cigarette companies use advertising to enhance the demand for their product. From a social perspective, e-cigarette advertising may reduce the demand for another product that is considered by many to be socially undesirable. But does e-cigarette advertising actually have an impact on the demand for cigarettes?

          E-cigarettes may be thought of as a cessation device for smoking, similar to a nicotine patch or nicotine gum. One study considers this possibility by examining the effect of e-cigarette advertising on the quit rate of cigarette smokers. The study finds that e-cigarette television advertising does increase the smoking quit rate, but magazine advertising does not. Quantitatively, the results indicate that a ban on e-cigarette television advertising would reduce the cigarette quit rate by approximately 3%, while no restrictions on advertising would increase the quit rate by 10%.

          A second study focuses on two questions concerning e-cigarette advertising—does it reduce the demand for cigarettes, and does it reduce the demand for other smoking cessation products? Some physicians have been concerned that e-cigarettes are not as safe a cessation device as other products, and e-cigarette advertising may shift smokers away from these healthier options. The study finds that e-cigarette advertising leads to both effects—reduced cigarette smoking and reduced use of other cessation devices.

          And just in case you were getting comfortable with the idea that enhancing the demand for e-cigarettes through advertising can reduce the incidence of cigarette smoking, some evidence disputes this result. Some studies find that e-cigarette advertising can increase the demand for both e-cigarettes and cigarettes. In other words, although in the minority, there are studies that find that the two products are complements for each other, as opposed to being substitutes.

        
        
          Youth

          However much you want to debate the pros and cons of social policy designed to control adult smoking behavior, it seems like everyone (that is, adults) can agree on one thing: let’s make it even more difficult than it already is for teenagers to enjoy themselves. Just as Kyle’s brother Ike and his friends needed some stress relief from the pressures of kindergarten, teenagers have the whole puberty thing and high school years to deal with. Youth smoking can be controlled in the same way as adult smoking through such policies as taxation and banning, but there is one particular policy option specifically implemented to control youth behavior—minimum legal age laws.

          As discussed in the previous chapter, smoking policy can be thought of as affecting three different stages in a smoker’s life cycle—initiation, consumption, and cessation. While reducing consumption and encouraging cessation focuses on all smokers, discouraging initiation is of primary concern with policies directed at youth. The thinking is that for an addictive product like cigarettes, preventing teenagers from ever starting to smoke can keep them from becoming adult smokers. This may be especially important for e-cigarettes as youth are likely to be attracted to the eclectic “fun” flavors. But as with taxation and advertising restrictions, does imposing an age limit on the purchase of e-cigarettes impact the purchase of cigarettes?

          A couple of studies find that adopting a minimum legal age requirement (eighteen with a federal law) does reduce youth vaping but also increases youth cigarette smoking participation. Keep in mind, age restriction laws do not eliminate youth smoking, they just make it more difficult for youth to acquire e-cigarettes and cigarettes. As we have seen before, if the objective is to reduce vaping, the age restriction laws appear to achieve that goal, but at the expense of increasing cigarette smoking. One study suggests an effective policy may be to stagger the age limits between e-cigarettes and cigarettes. For example, maintain an age limit of eighteen for e-cigarettes but twenty-one for cigarettes. This three-year gap may encourage more youth (or young adults) to use e-cigarettes without as large a substitution effect toward cigarettes.

          A more narrowly focused study looks at the impact of e-cigarette age restrictions on the smoking behavior of pregnant teenagers. Healthy prenatal behavior obviously does not include smoking cigarettes. Teens who smoke prior to becoming pregnant may look for ways to reduce or quit smoking while pregnant, and the availability of e-cigarettes may increase the likelihood of this occurring. Age restrictions on the purchase of e-cigarettes, however, may reduce that likelihood as it becomes more difficult to acquire e-cigarettes. The study finds that the minimum age restrictions on e-cigarettes did increase teen prenatal cigarette smoking, with the increases coming entirely from teens who smoked prior to pregnancy as opposed to from teens who initiated smoking once becoming pregnant.

          After decades of antismoking policies and public antismoking sentiment, the introduction of e-cigarettes has presented policy makers with the difficult challenge of how best to regulate a product that promotes healthier behavior in some dimensions but less healthy behavior in others. Should all tobacco products be lumped together and dealt with under one policy initiative, or should attention be paid to the relative (un)healthiness of each specific product? Cigarette consumption in the United States has dropped fairly significantly since the introduction of e-cigarettes in 2006 (from around 20% in 2006 to 14% in 2020). How much of that decline is attributed to e-cigarettes is unclear, but no doubt vaping has forever altered the public policy landscape.

        
      
      
        Notes

        
          	The South Park vaping episode is titled “Tegridy Farms” and is in season 22, episode 4.

          	The study that looks at the $1.65 tax increase on e-cigarettes is Michael F. Pesko, Charles J. Courtemanche, and Johanna C. Maclean, “The Effects of Traditional Cigarette and E-Cigarette Tax Rates on Adult Tobacco Product Use,” Journal of Risk and Uncertainty 60 (2020): 229–58. The related study concerning youth is Rahi Abouk, Charles J. Courtemanche, Dhaval M. Dave, et al., “Intended and Unintended Effects of E-Cigarette Taxes on Youth Tobacco Use,” NBER Working Paper 29216 (2021).

          	One study that finds cigarettes and e-cigarettes to be substitutes using data from Europe is Michal Stoklosa, Jeffrey Drope, and Frank J. Chaloupka, “Prices and E-Cigarette Demand: Evidence from the European Union,” Nicotine and Tobacco Research 18 (2016): 1973–80.

          	One study that finds cigarettes and e-cigarettes to be complements is Chad Cotti, Erik Nesson, and Nathan Tefft, “The Relationship between Cigarettes and Electronic Cigarettes: Evidence from Household Panel Data,” Journal of Health Economics 61 (2018): 205–19.

          	Two studies on the effect of e-cigarette advertising are Dhaval Dave, Daniel Dench, Michael Grossman, et al., “Does E-Cigarette Advertising Encourage Adult Smokers to Quit?,” Journal of Health Economics 68 (2019): 1–13; and Anna E. Tuchman, “Advertising and Demand for Addictive Goods: The Effects of E-Cigarette Advertising,” Marketing Science 38 (2019): 994–1022.

          	Two studies that look at e-cigarette minimum age restrictions are Abigail S. Friedman, “How Does Electronic Cigarette Access Affect Adolescent Smoking?,” Journal of Health Economics 44 (2015): 300–308; and Dhaval Dave, Bo Feng, and Michael F. Pesko, “The Effects of E-Cigarette Minimum Legal Sale Age Laws on Youth Substance Use,” Health Economics 28 (2018): 419–36.

          	The study on e-cigarettes and pregnant teens is Michael F. Pesko and Janet M. Currie, “E-Cigarette Minimum Legal Sale Age Laws and Traditional Cigarette Use among Rural Pregnant Teenagers,” Journal of Health Economics 66 (2019): 71–90.

        

      
    
  
    
      
        21  Fast-Food (Expla)Nation

      
      Worldwide, obesity rates have nearly tripled in the past fifty years. In the United States, for example, the obesity rate has increased from approximately 14% in the mid-1960s to 40% in the 2020s. I don’t know if economists as a group have faced a similar rise in obesity rates, but I do know there has been a rise in the number of economic explanations to account for the rise in obesity rates. Here are some of them, in no particular order of relevance:

      
        	• The (real) price of food has fallen. The less you have to pay for food, the more you will eat.

        	• The composition of the labor force has changed. The less manual labor you do, the fewer calories you will burn.

        	• It has become more expensive to smoke cigarettes. The less you smoke the more you may eat.

        	• Time cost of preparing meals has fallen. Technological innovations such as frozen food and microwave ovens have lowered the amount of time needed to prepare meals and snacks. This may lead you to eat more often during the day.

        	• An increase in the labor force participation rate of women. As more women work, especially if both parents work, there is less time available for preparing healthy and fresh home-cooked meals.

        	• The placement of soda and snack vending machines in schools. These make it easier for students to purchase high-caloric junk food during the day.

        	• The (real) price of gasoline has fallen. The lower the cost of driving, the less walking you do and the more you eat at restaurants.

        	• Lack of police presence in the neighborhood. Parents are less likely to allow their children to play outside in dangerous neighborhoods that do not have adequate police protection.

      

      While each of these explanations has found some empirical support in the literature, it’s not clear to what extent any of them on their own account for the increase in obesity rates. And that list doesn’t even cover all the possible explanations.

      The astute reader at this point might be thinking there is something important missing from the list. What about fast-food restaurants? Not only did they start cropping up everywhere in the 1970s, they specialize in high-caloric food items and they aggressively promote their products. Many health scholars consider the existence of fast-food restaurants, as well as their marketing strategies, to be one of the leading causes of the increase in obesity rates. Of particular concern is the impact fast food has on child obesity rates, as the healthiest thing to eat in a kid’s meal may very well be the toy. But so what? Are these restaurants forcing kids, or anyone else for that matter, to eat unhealthy food? One lawsuit argued that McDonald’s was coming close to doing precisely just that.

      
        McLawsuit

        In the early 2000s, two teenagers brought a lawsuit against the global fast-food chain restaurant McDonald’s. There were several counts against McDonald’s, including claims of deceptive advertising, not providing nutritional information, deceptive marketing ploys aimed at children, serving food that was inherently dangerous due to high levels of cholesterol, fat, salt, and sugar, not warning about these dangers, and selling addictive products. The two minors alleged that because of these factors, McDonald’s food contributed to their obesity and associated adverse health risks. Could the growing childhood obesity epidemic be curtailed by holding McDonald’s and other fast-food restaurants accountable for their actions?

        In this case, Judge Robert Sweet provided a thoughtful discussion of the issues at hand but ultimately dismissed the charges against McDonald’s:

        
          This opinion is guided by the principle that legal consequences should not attach to the consumption of hamburgers and other fast-food fare unless consumers are unaware of the dangers of eating such food. . . . If consumers know (or reasonably should know) the potential ill health effects of eating at McDonalds, they cannot blame McDonalds if they, nonetheless, choose to satiate their appetite with a surfeit of supersized McDonalds products. On the other hand, consumers cannot be expected to protect against a danger that was solely within McDonalds’ knowledge. Thus, one necessary element of any potentially viable claim must be that McDonalds’ products involve a danger that is not within the common knowledge of consumers. . . . Plaintiffs have failed to allege with any specificity that such a danger exists.

        

        Many commentators praised Judge Sweet for allowing not only legal arguments but common sense to rule the day. Yet even if the judge’s opinion is sound from these perspectives, it has nothing to do with the potential link between fast food and obesity.

        Unhealthy products such as alcohol and tobacco are legally sold, yet still come under the scrutiny of many social regulations. It may not be sensible to hold McDonald’s legally responsible for its customers’ poor eating habits, but from a social perspective the question is: Can we alleviate the problem of obesity by regulating the selling and consuming of fast food? To answer this question, economists have looked for the link between fast food and obesity.

      
      
        Conveniently Unhealthy

        The economics of obesity often begins with an unusual question: Can anyone actually be overweight? How much you weigh depends primarily on two things—energy in and energy out. Consuming calories increases your weight, expending them decreases it. In other words, isn’t your weight a choice you make? If you prefer cheese fries to treadmills, so be it. But just as with the unhealthy activity of smoking, being overweight can also lead to all sorts of adverse health outcomes. In this chapter, I want to focus on just one aspect of the obesity problem: Do fast-food restaurants cause obesity?

        Economists have studied several avenues in which fast-food restaurants may cause obesity. Some of these avenues include television advertising, price promotions, and the distance of these restaurants from schools. The results of a few representative studies will provide a brief overview of some of this literature.

        
          Television Advertising

          Television is believed to increase obesity not only through encouraging a sedentary lifestyle but also through the demand-enhancing effects of commercials for snack food and fast-food restaurants. Children in particular are expected to be highly susceptible to fast-food advertising messages. One study examines local advertising data from seventy-five US television market areas. The authors attempt to predict what effect a complete fast-food restaurant advertising ban would have on childhood obesity.

          Their results are quite striking, finding that a complete ban would reduce the number of overweight children ages three to eleven by 18%. For adolescents ages twelve to eighteen, the corresponding reduction would be 14%. And these numbers may very well understate the results. Local markets only present one venue for television advertising. If a complete ban can be enforced on national and cable television advertising as well, there may be a further reduction in the number of overweight children. The authors are careful to point out, however, that their results may be overstated if fast-food restaurants can influence children’s behavior through increases in advertising in other media outlets that children may be exposed to, unless an even broader ban is considered.

        
        
          Price Promotions

          In addition to advertising, fast-food restaurants often use price promotions, such as “buy one burger, get one free,” as marketing strategies. In fact, fast-food restaurants devote far more marketing resources to price promotions than to advertising. From the restaurant’s perspective, it doesn’t make sense to hand out free burgers only to existing customers. Thus, the primary goal of offering price promotions is to increase profits by attracting new customers. As asked in chapter 19 in terms of cigarette advertising, do price promotions increase the amount of fast food consumed in the aggregate, or do they just shift customers between restaurants with little impact on overall consumption?

          If price promotions cause customers new to fast food to make unhealthy food choices, or encourage those who already eat at these restaurants to eat more, that may create a link between fast food and obesity. One study looking at fast-food restaurants in Canada finds that approximately two-thirds of the effect of price promotions is to increase the quantity of fast food consumed, while only one-third involves consumers switching restaurants. Thus, price promotions are found in this study to increase the aggregate consumption of fast food.

        
        
          Proximity to Schools

          If fast-food restaurants contribute to the obesity problem, part of the issue may not only be the high-caloric food they serve but also how easy it is for customers to patronize these restaurants. It is not uncommon for a city or town to have several of these establishments, with many of them open throughout most of the day, if not twenty-four hours. Furthermore, drive-through windows greatly reduce the time costs associated with purchasing meals. More specifically in terms of childhood obesity, fast-food restaurants located “close” to schools may entice children to eat more fast food. One study addresses this concern by attempting to link the geographic location of fast-food restaurants to obesity rates for schoolchildren.

          For the sample period 1999 to 2007, the data used in this study include ninth graders from 8,400 public schools in California and the top ten fast-food restaurant chains (McDonald’s, Subway, Burger King, Taco Bell, Pizza Hut, Little Caesars, KFC, Wendy’s, Domino’s Pizza, and Jack in the Box). Approximately 7% of the schools have a fast-food restaurant within one-tenth mile, 28% have one within a quarter mile, and 62% have one within a half mile. The study’s main result is that students who attend a school within one-tenth mile of a fast-food restaurant have a 5.2% greater incidence of obesity than those who attend a school within a quarter mile. Obesity rates of children attending schools farther than one-tenth mile from a fast-food restaurant show no significant change due to restaurant proximity.

          

          These three possible ways for fast-food restaurants to impact obesity rates can motivate specific policy proposals. If fast-food advertising is a social concern, it can be banned or restricted (just as we have seen done with tobacco advertising). For example, the authors consider an alternative approach to complete banning that disallows fast-food restaurants from deducting their advertising expenses on their corporate income tax returns. This would have the effect of increasing the cost of advertising so that fewer messages are sponsored by these restaurants. The authors estimate that this reduction in messages would in turn reduce the number of overweight children by 7% and the number of overweight adolescents by 5%. These reductions are not as large as those found in the complete advertising ban option, but they offer policy makers an alternative route to tackle the problem of childhood obesity, if such a policy goal is desired.

          Price promotions can be thought of simply as a reduction in fast-food prices. If direct price regulation is not feasible, an obvious social policy response would be to increase taxes on fast food to push prices back up. As for fast-food restaurants too close to schools, zoning laws can be enacted to control their location. While there is no shortage of policy responses that can reduce the impact of fast-food restaurants on obesity rates, an important question remains: Is it socially desirable to pursue such policies?

          Although it seems like common sense to believe that fast-food restaurants are part of the cause of increased obesity rates, the story is not so simple. These restaurants do not just pop out of thin air—they grow in response to consumer demand. Thus, it is important to examine the precise link between fast-food restaurants and obesity. Do these restaurants cause people to become obese, or do people demand these restaurants because of the type of food they serve and the convenience they provide?

          The problem here is known as reverse causation. Fast-food restaurants may cause obesity. On the other hand, the demand for fast food may cause these restaurants to expand locations. If we are interested in studying the effect of event A causing event B, but there is a complication because event B also causes event A, we have to separate out the two effects to isolate the causation in one direction only. To help sort out this causation issue, one clever study found a way to isolate the link between fast-food restaurants and obesity.

          When new highways are built through rural areas, it is common to see fast-food restaurants cluster near the exits. While it is true that local residents may now patronize these restaurants, thus leading to increased obesity rates, the important point is that these restaurants are not being built in response to local consumer demand. Instead, they are being built in response to the new highways. This suggests that if there is a relationship between fast-food restaurants and obesity, it is the restaurants that are causing the obesity.

          The study finds that fast-food restaurant availability is not causing an increase in weight. Customers who patronize fast-food restaurants generally offset the increased calories of these meals by eating less at other times during the day. Furthermore, fast-food restaurant patrons are likely to eat other types of high-caloric junk food when not eating fast food. Thus, while it is easy to blame fast-food restaurants for causing increased obesity rates, there are complicating factors that also need to be taken into account.

        
      
      
        Notes

        
          	Increased obesity rate evidence can be found at usafacts.org.

          	For a discussion of the numerous explanations for the increase in obesity rates, see Harold Winter, The Economics of Excess: Addiction, Indulgence, and Social Policy (Stanford, CA: Stanford University Press, 2011).

          	The McDonald’s lawsuit case citation is Pelman v. McDonald’s, 237 F. Supp. 2d 512 (2003).

          	The fast-food television advertising study is Shin-Yi Chou, Inas Rashad, and Michael Grossman, “Fast-Food Restaurant Advertising on Television and Its Influence on Childhood Obesity,” Journal of Law and Economics 51 (2008): 599–618.

          	The price promotions study is Timothy J. Richards and Luis Padilla, “Promotion and Fast Food Demand,” American Journal of Agricultural Economics 91 (2009): 168–83.

          	The fast-food restaurants’ proximity to schools study is Janet Currie, Stefano Della Vigna, Enrico Moretti, and Vikram Pathania, “The Effect of Fast Food Restaurants on Obesity,” American Economic Journal: Economic Policy 2 (2010): 32–63.

          	The fast-food restaurants and highway exits study is Michael Anderson and David A. Matsa, “Are Restaurants Really Supersizing America?,” American Economic Journal: Applied Microeconomics 3 (2011): 152–88.

        

      
    
  
    
      
        22  The Addictive Choice

      
      What words come to your mind when someone refers to the term “addiction”? Illness? Dangerous? Unhealthy? The UK’s National Health Services offers a simple and precise definition: “Addiction is defined as not having control over doing, taking or using something to the point where it could be harmful to you.” When I think of the word “addiction,” the first word that comes to my mind is “rational.” I know, you don’t have to say it—combining the words “rational” and “addiction” doesn’t seem like a very sensible thing to do. That may be, but it is a very economic thing to do.

      The theory of rational addiction dates back to 1988, when two prominent University of Chicago economists, Gary Becker and Kevin Murphy, published a paper on the topic. I was fortunate to be a graduate student at the University of Rochester at the time and saw Murphy present an early version of the paper there. Even in a room full of economists, I recall some of them being critical of the idea of a rational addict, but for most of us, the concept was immediately accepted. Actually, my main thought was “Why didn’t I think of that?” Well, I may not be that clever, but I am smart enough to appreciate their theory and present the basics of it to you.

      
        The Thoughtful Addict

        The tension between the economic approach to addiction and other approaches begins with its definition. If addictive behavior is defined as being harmful, compulsive, uncontrollable, or irrational, it is difficult to account for such behavior from an economic perspective. Is it possible, however, that addicts can consider the costs and benefits of their consumption decisions? In other words, can addicts behave rationally?

        What is known as the theory of rational addiction presents a unique perspective on addictive behavior by offering a clear and concise description of such behavior. The key principle behind rational addiction is that past, current, and future consumption of the addictive good all complement each other. That is, an increase in current consumption increases future consumption, and an expected increase in future consumption increases current consumption. The converse is also true: a decrease in current consumption decreases future consumption, and an expected decrease in future consumption decreases current consumption.

        For example, let’s say you currently smoke ten cigarettes a day. A very stressful situation suddenly occurs and you now smoke twenty cigarettes a day. You eventually put the stressful situation behind you and reduce your cigarette consumption to fifteen a day but not back to ten. Thus, by temporarily increasing your current consumption of cigarettes, you have increased your future consumption.

        Here’s another example. Assume the state announces that next year there will be a doubling of the cigarette tax. You anticipate that this price increase will have you buy fewer cigarettes next year, and as a result you decide to reduce your consumption this year. Why does this happen? You know that the more you smoke now the more difficult it will be for you to cut back next year, so you begin cutting back long before the tax increase.

        Describing addictive behavior through the consumption patterns of addicts offers some useful features. First, this description does not identify addiction as harmful behavior, only as consumption behavior. Thus, the economic definition of addiction is nonjudgmental. Second, this description is very general and can apply to any type of product. From eating fruit, to exercising, to smoking methamphetamine, as long as consumption is linked over time, the product can be described as being addictive.

        Third, the belief that addicts are somehow “trapped” by their addiction can easily be challenged. Rational addicts can adjust their consumption levels based on current and future changes in their environment, such as when there are changes in prices, income levels, the costs of quitting, or changes in information. Finally, rational addicts are thought of as making informed decisions that involve trade-offs between current well-being and future well-being. Drug addicts, for example, may very well be sacrificing their future health for immediate gratification, but it is a choice they make based on some comparison of the costs and benefits of drug use.

        So why would a person choose to be a drug addict? There are many factors that enter into that decision. The addict may be poorly informed about the true future health risks of the behavior, making any cost-benefit analysis faulty from a perfect information perspective. Another factor is that because the addict is facing a trade-off between current benefits and future costs, even if perfectly informed the likelihood of becoming an addict will depend on the person’s degree of impatience. The less someone cares about their future health costs, the more likely they will become a drug addict. Does this mean our parents were giving us good advice by telling us that patience is a virtue? Before we start regretting all the parental advice we have ignored throughout our lives, let’s put our parent’s wisdom to the test.

      
      
        Virtue or Preference?

        I like to give my students the following hypothetical exercise. I ask them to choose between two options: (A) I give you $1,000 cash right now; or (B) I give you $1,000 cash one year from today. Other than the student who sits in the back and doesn’t think I know he is playing Candy Crush on his phone, everyone always picks option A. I then ask them to explain why they chose A. Here are some of the responses:

        
          	• I can invest the money today and have more than $1,000 in a year.

          	• How do I know you will give me the money in a year?

          	• As a student I can use the extra cash now. Next year I hope to have a job.

          	• I want things now.

          	• Is this going to be on the exam?

          	• Did I mention I want things NOW?

        

        So how can I get them to choose the future amount? I simply increase it. Do you prefer $1,000 today or $1,100 a year from today? How about $1,200 in a year? I’ll go as high as $1,500 in a year. By that time, nearly everyone has chosen some future amount.

        As can be seen from the student responses, there are several reasons why a person needs a premium to choose a future amount over a current amount. Is there an arbitrage opportunity with the current money? Is there uncertainty associated with receiving the future amount? Are there current financial needs that won’t exist in the future? But most importantly for our purposes here, and isolated from these other reasons, are people simply impatient?

        When choosing between a current and future outcome, the more impatient you are, the less weight you place on the future outcome. Impatience levels can vary quite widely across people, and high levels are often identified with indulgent or socially unacceptable behavior. Cigarette smokers, alcoholics, and excessive eaters are often thought of as overindulging because they place little weight on future adverse health outcomes. Drug users (and criminals in general) may choose to violate the law because they don’t worry much about the future threat of apprehension, conviction, and punishment. Impatience, then, is often at the core of many behaviors that come under the scrutiny of social policy.

        One of the challenging aspects of dealing with high levels of impatience is that the more undesirable behavior it leads to, the more justification there may be for social policy. But at the same time, high levels of impatience can make certain social policy interventions less likely to be effective. For example, drug use is treated as a criminal offense. To the extent that antidrug policy involves future sanctions, the ability of the punishment to affect current behavior will be undermined by a high level of impatience. This may be one reason why it is so difficult to eradicate drug use among addicts. On the other hand, so-called sin taxes, applied to cigarettes, alcohol, and fatty foods, impact the price of products immediately at the time of purchase. Thus, one advantage of sin taxes is that they circumvent the problem of future policy actions being undermined by impatience.

        Numerous empirical studies have attempted to measure impatience levels. The estimates have a wide variation due to a number of empirical challenges. First, it can be difficult to separate out impatience from the other factors that affect current versus future choices. Second, impatience levels are likely to differ widely across individuals, suggesting that different data sets can easily yield different results. Third, the methodology used to estimate impatience levels can differ widely across studies. For example, some empirical studies use real-world data while others rely on experimental findings.

        Finally, impatience levels may vary not only across individuals but also across different situations. For example, an individual may exhibit impatient behavior in terms of smoking but patient behavior in terms of buying savings bonds. Thus, measuring impatience through savings behavior can yield very different results than measuring impatience among smokers. Despite all these difficulties, one result that appears to show up with some regularity is that impatience levels are fairly high (however one defines “high”). This suggests that impatience may be a driving force behind some socially undesirable behavior.

        Okay, so people are impatient, perhaps very impatient, but precisely how does that justify social policy to control their behavior? Shortsighted people often do things that hurt others. Cigarette smoking generates secondhand smoke. Alcoholics may drink and then drive. Drug users may steal to support their habit. Protecting others from these behaviors can provide a justification for controlling such behavior, but the issue goes deeper than that. Shortsighted people also do things that harm themselves, and that in and of itself is believed by some to provide a justification for social policy.

        Our parents may have told us that “patience is a virtue,” but that’s just a polite way of saying that impatience is a character flaw. For many economists, however, impatience is not a flaw but a preference, not easily susceptible to change, especially through social policy. If impatience is a preference that leads to addictive behavior, as long as addicts are not harming anyone but themselves, and act rationally in the sense that they are weighing the costs and benefits of their actions, why control their behavior?

        While the concept of impatience can be used to predict addictive behavior, can it be used to condemn such behavior? There is no right or wrong to impatience, it is simply a preference that can vary widely across individuals. However, behavioral economists have added a twist to how impatience may enter into an addict’s decision process, possibly leading to flawed behavior that the addict herself wants to correct. The rational addiction model may only take us so far. Let’s see what comes next.

      
      
        Notes

        
          	The seminal paper on rational addiction is Gary S. Becker and Kevin M. Murphy, “A Theory of Rational Addiction,” Journal of Political Economy 96 (1988): 675–700.

          	An excellent survey on the economics of impatience is Shane Frederick, George Loewenstein, and Ted O’Donoghue, “Time Discounting and Time Preference: A Critical Review,” Journal of Economic Literature 40 (2002): 351–401.

        

      
    
  
    
      
        23  Consistently Inconsistent

      
      At the university I attended, students were given a full study week before final exams. I was a fairly serious student, so I carefully prepared a study itinerary for the week. I had an eight-day plan, from Sunday to Sunday. When the first Sunday passed and I did not study, I didn’t panic. I sat down on Sunday night and wrote out a new itinerary. On Monday morning I was ready to hit the books. On Monday night, after a day of not studying, I wrote out a new itinerary. This pretty much continued throughout the whole week. I did get some studying done, but not nearly as much as I had planned. As a professor, I’m too ashamed to tell you how my exams turned out, but I’m proud to say that I did gain tremendous skills in preparing itineraries.

      Hasn’t something like this happened to all of us? We plan on doing something, but when the time comes, we do something else. How many of you are going to start a diet after the holidays, just like you planned on doing last year but never did? There may be many reasons why you don’t always follow through with your plans. Perhaps you get ill, face a family emergency, or suffer a financial setback. Maybe you simply change your mind. Or perhaps you really want to stick with your plans but lack self-control.

      In this chapter and the next, we will focus on the issues of regret and self-control and how they relate to addictive behavior. Impatience will be a key part of the story, but in a slightly more complex form than we saw in the previous chapter on rational addiction. The model developed here will allow us to compare three distinct addictive behaviors. And to help explain the model to you, I’d like to introduce you to the best friends an economist can have—Time-Consistent Tim, Naive Nate, and Sophisticated Sophia. Potential addicts all.

      
        The Setup

        Let’s consider a scenario in which each of our potential addicts is thinking about becoming a smoker. Assume they completely understand all the costs and benefits of their actions throughout their lifetimes. After careful deliberation of all the current and future costs and benefits, they each want to choose the same consumption path—they will smoke for ten years, then completely quit. Two questions now arise: Will they start smoking and, if yes, will they quit after ten years? The answers depend on who we are talking about—Tim, Nate, or Sophia.

        
          Time-Consistent Tim

          Tim has a magical power. He can project himself into the future. What this means is that when he is at the start of his consumption path in the first year, he can think of himself in the tenth year from the tenth year’s perspective. Let’s project forward to Year 10. Tim is asking himself if he should continue smoking next year, the eleventh year. He decides that after smoking for ten years, and weighing the health costs that are ahead of him, he quits. Now let’s go back to the start. Tim can look ahead and accurately predict that he will quit after Year 10, so he decides to start smoking today.

          Tim is time-consistent, meaning that whatever consumption path he sets for himself, he will stick to that path. He has all the correct information he needs to choose the path that best suits him. Furthermore, his decision to start smoking today relies on his decision to quit smoking after ten years, and he can depend on his ability to follow through with his future plans. Tim is our fully rational addict.

        
        
          Naive Nate

          Nate believes he is Tim, but he lacks Tim’s power to project into the future. Instead, when Nate thinks about Years 10 and 11, he thinks of them from the first year’s perspective. So at the start of his consumption path, Nate asks himself: “Will I stop smoking after Year 10?” When he thinks about that future decision, his answer is “Yes, I will stop smoking.” Eventually Year 10 arrives, and at that point in time Nate changes his mind and decides he wants to continue smoking. Nate has what is known as a preference reversal. That is, he no longer wants to follow the consumption path he set for himself at the start. Unlike Tim, Nate is time-inconsistent.

          Several factors might lead to Nate’s preference reversal, but let’s abstract away from such things as changes in information or changes in the costs and benefits of smoking. In Year 10, he faces the exact same decision that Tim faces, so why does Nate continue smoking when Tim quits? It has to do with how Nate’s level of impatience changes over time. Nate is going to be relatively patient in the long run but impatient in the short run. Here’s how that works.

          Consider any two adjacent years that both occur in the future, like Year 10 and Year 11. Nate is fairly patient between those two future years. Now consider the current year and next year, that is, only one of the years occurs in the future. Nate is fairly impatient between those two years. When Nate thinks about Year 10 and Year 11 from the first year’s perspective, he cares enough about Year 11 to want to quit smoking. But every future period must eventually become a current period. Thus, when Nate actually is in Year 10, that is the current year and Year 11 is in the future. At that time, he does not care enough about Year 11 to want to quit smoking.

          Tim, in contrast, cares about any two adjacent periods the same way regardless of when those periods occur, both in the future or only one in the future. So when Years 10 and 11 are both in the future, or when Year 10 is current and Year 11 is in the future, Tim cares about Year 11 the same way. If he thinks it’s worth quitting when he gets to Year 10, he will still think that way when he actually is in Year 10. Tim cannot have a preference reversal.

          A simple numerical example can help explain the difference between time consistency and time inconsistency. Let’s say I give you the following options: (A) $1,000 two years from today; or (B) $1,200 three years from today. You choose option B. Next year I give you a chance to reconsider: (A) $1,000 one year from today; or (B) $1,200 two years from today. You still choose B. The next year I give you one more chance to reconsider: (A) $1,000 today; or (B) $1,200 next year. If you are like Tim you still choose B. If you are like Nate, you switch to (A). If you are time-consistent, you always value the $1,200 one year later more than the $1,000 one year earlier. If you are time-inconsistent, when both choices are in the future you value $1,200 more, but when $1,000 is current and only $1,200 is in the future, you value $1,000 more.

          So why is Nate naive? Nate simply doesn’t appreciate he can experience a preference reversal. Notice, however, that Nate is not acting irrationally. His decision to start smoking is made with a careful consideration of the costs and benefits of smoking. He just weighs the future costs of smoking differently at the start of his consumption path than he does in Year 10.

        
        
          Sophisticated Sophia

          Now that you have an understanding of the difference between how Tim and Nate behave, it should be easy to understand Sophia as she is just a combination of the other two. Like Tim, Sophia can project herself into the future. Like Nate, Sophia is time-inconsistent and is less patient in the short run than in the long run. But unlike Nate, Sophia explicitly recognizes her potential for a preference reversal. That is what makes her sophisticated.

          When considering whether to start smoking, Sophia can think of herself as actually being in Year 10. Because of this, she knows right from the start that she will not quit smoking in Year 11. So how does her anticipation of a potential future preference reversal affect her immediate decision? Perhaps Sophia decides never to start smoking. Recall, we are assuming that Sophia wants to smoke for ten years then quit, so her decision to not start smoking is not her first choice. She just sees it as a better option than not being able to quit after Year 10.

          To summarize, each one of our potential addicts is predicted to behave differently:

          
            	• Time-Consistent Tim starts smoking in the first year and quits after ten years.

            	• Naive Nate starts smoking in the first year and does not quit after ten years.

            	• Sophisticated Sophia does not start smoking.

          

          There are many other scenarios and behavioral characteristics we can consider when modeling addiction, but this simple model introduces enough concepts we can use to start addressing social policy issues.

        
      
      
        We Want to Be Just Like Who?

        Let’s begin with a question: If you could choose one individual to act as the social ideal for the other two to mimic, would it be Tim, Nate, or Sophia? My students overwhelmingly choose Sophia. When I ask why, the common response is that Sophia is the only one of the three who doesn’t smoke. If social policy could be implemented to get all three to behave identically, wouldn’t discouraging smoking be the ideal?

        Discouraging smoking is not only a reasonable social objective, as we have seen in previous chapters, it is also a common one. In that case, it is the activity of smoking that is the focus of social policy. Instead, what if we are concerned about the preferences of the smokers? Recall at the beginning of this example that all three had the same desired consumption path—to smoke for ten years then quit. Tim is the only one who actually follows through with his true preferences. The only reason Nate and Sophia don’t follow through is because they are time-inconsistent.

        Now here’s the problem. If time inconsistency is a behavioral flaw, it may make sense for social policy either to correct the flaw or to have people behave as if they do not have the flaw. In other words, Tim represents the ideal behavior of a rational addict, and it can be perfectly reasonable for social policy to encourage Nate and Sophia to mimic Tim’s behavior. If the justification for policy intervention is to protect smokers from themselves, we need to ask if smokers want to be protected from themselves. That is, is paternalistic social policy appreciated by those it is directed at?

        In chapter 4, we discussed “nudges” as a soft way to control behavior. Addictive-behavior policy response, however, rarely relies on nudges. Instead, harder policies like taxation and banning are commonly used. These hard policies have been around for a very long time, so they lack the innovative nature of nudges. But the push toward paternalistic policies from economists is more prevalent than it has ever been. In the next chapter, the clash between behavioral economics and traditional economics over the role of paternalistic social policy can be well illustrated by considering the behavioral differences between Tim, Nate, and Sophia.

      
      
        Notes

        
          	The relation between addiction and time inconsistency is thoroughly developed in the research of Ted O’Donoghue and Matthew Rabin. For two examples of their work, see “Addiction and Self-Control,” in Addiction: Entries and Exits, ed. Jon Elster (New York: Russell Sage Foundation Press, 1999); and “Self-Awareness and Self-Control,” in Time and Decision: Economic and Psychological Perspective on Intertemporal Choice, ed. George Loewenstein, Daniel Read, and Roy Baumeister (New York: Russell Sage Foundation Press, 2003).

        

      
    
  
    
      
        24  We Will Make You Better Off—Like It or Not

      
      Congratulations. You just graduated law school at the top of your class. You are about to start a high-paying job, finally earning a living after years of schooling. You know that you will have to work hard, but you also want to enjoy life to its fullest. You also understand the importance of saving for retirement, so you very carefully design a lifetime savings plan for yourself. Throughout your thirties, you are going to spend everything you can on vacations, cars, clothes, and anything else you desire. But once you hit forty, you will start saving as much as you can. Your goal is to have a certain amount of money saved up by the time you retire at sixty-five, and if you follow your plan that goal is easily attainable. Now get out there and have some fun. Your forties will get here sooner than you think.

      Unfortunately, the government has other plans for you. It is going to require you to save a steady amount from each paycheck as soon as you start working. Its plan will get you to your retirement goal, but it will not allow you to spend the way you want to. No problem. You give the government a call, thank it for its concern, but inform it you have your own savings plan. It politely tells you your plan won’t work. Why not, you ask? Well, that’s partly my fault as the government has read my previous chapter.

      The government thinks you are Naive Nate. Actually, the government thinks mostly everyone is Naive Nate. It simply doesn’t believe you will stick to your plan, and by the time you are ready to retire you will fall well short of your goal. You disagree, but no matter how much you argue with the government, it won’t let you save the way you prefer. The government thinks it is in your best interest to be forced to save a certain amount of each paycheck. Is the government correct?

      
        Are You Appreciative?

        In the nearly a decade that I studied economics, both as an undergraduate and graduate student throughout the 1980s, I don’t remember a single time a professor mentioned the term “paternalism.” The idea that social policy is needed to protect people from themselves was never addressed in any of my economics classes. Rational economic agents can decide for themselves what is in their best interest and, as long as they are not hurting anyone else, there is no need to control their behavior. Paternalism is often thought best left to those most qualified—the parents.

        Times have changed. Nobel Prizes have been awarded to scholars who, at least at times, promote paternalistic social policy. It is not difficult to justify such policy, but it is important to clearly explain and understand the justification to determine, arguably, the most important aspect of paternalism—are you actually making the person you are trying to help better off? After all, isn’t that the goal? It may not be that simple.

        Your five-year-old son wants to eat a whole box of cookies thirty minutes before dinner time. Being the excellent parent that you are, you try to get him to change his mind by presenting him with two tried-and-true arguments: it will spoil your dinner, and it will give you a tummy ache. What five-year-old can ignore that classic parental advice? Yours can, as he nods his head while tearing open the box. So you have to resort to more direct measures and take the cookies away from him. Have you made your son better off? We can ask him what he thinks, but we have to wait until he’s finished having a temper tantrum.

        Children are generally thought of as the group most in need of paternalistic intervention, yet they are the ones least able to appreciate the help. What about adults? How do they feel about paternalistic social policy? Let’s address this question by revisiting our old friends from the previous chapter—Time-Consistent Tim, Naive Nate, and Sophisticated Sophia—and their decisions to smoke for ten years then quit.

        As we have seen, Tim chooses his consumption path and stays with it. At no point in time does he regret his choices, and he does not need to devote resources toward self-control to keep him on his path. He does not appreciate any government intervention that steers him away from his chosen path. Since Nate believes he is like Tim and will also quit after ten years, he also won’t appreciate any intervention that steers him off his path. But what happens after Year 10 when Nate experiences a preference reversal? He must now know he is not like Tim. Will he appreciate paternalistic intervention at this point in time?

        How will Nate respond when faced with a preference reversal? One assumption used in this type of model is that someone like Nate will simply dismiss it:

        
          It is central to our analysis that a person not fully learn over time her true self-control problem, or, if she does come to recognize her general self-control problem, she still continues to underestimate it on a case-by-case basis. . . . A person has what might be called “complete naivete about her naivete.” While alternatives are not without merit. . . . we think our modeling choice here is the most realistic and most tractable.

        

        Think of my response from the previous chapter to not following my study itinerary. Did I learn from my mistake? Not really. I just wrote out a new itinerary each night believing that this is the one I would stick to. Importantly, the above quote suggests that it is likely that complete naïveté is pervasive in the real world, and, if not the only way to think about addictive behavior, it is nevertheless is an important way and worth studying. If Nate is naive about being naive, he will not appreciate government intervention that steers him off his initial path or even off his post-preference-reversal revised path.

        At the other end of the spectrum, what if Nate has an epiphany with his preference reversal and realizes that he is, in fact, time-inconsistent? His regret at not being able to quit after Year 10 may lead him to transform from being Naive Nate to Sophisticated Sophia (figuratively speaking). So how does Sophia react to paternalistic policy? Of the three, Sophia is the most likely to appreciate some amount of government intervention.

        Ideally, perhaps Sophia would welcome policy that could help her stick to her plan of smoking for ten years then quitting. This, of course, would not be a practical policy option, but the idea behind it is sound. In this case, the government actually takes no interest in Sophia wanting to start smoking, only in her desire to quit after Year 10. Sophia decides what is in her best interest, and the government helps her maintain her preferred consumption path.

        More practically, there is evidence that some smokers support social policies that restrict their behavior. Smokers often vote in favor of smoking bans in public places like restaurants and shopping malls as well as in the workplace. There is even evidence that cigarette taxes make smokers happier (although I often wonder precisely what it is they are smoking to be happier with increased taxes). Unlike Tim and Nate, Sophia may want to devote resources to self-control mechanisms, but she also may recognize that government policy can be far more effective and credible in actually reducing her consumption of cigarettes. After all, Sophia cannot, on her own, pass antismoking legislation.

        Even if Sophia appreciates paternalistic intervention, she may be concerned with the form of policy that is implemented. For example, she may support smoking bans in specific venues but not cigarette tax increases. The timing of the intervention can be important as well. Sophia can anticipate a preference reversal and may want to avoid it, but once it occurs she truly wants to behave differently than planned. A preference reversal may be a change in plans, but it is still a preference. If Sophia wants to continue smoking once Year 11 starts, an intervention at that time will not be appreciated by her.

        We’ve discussed what happens if Nate experiences a preference reversal. He may dismiss or he may embrace it and become sophisticated. We have also seen that Sophia may want to avoid a preference reversal before it occurs. But how would Nate react to intervention that prevents him from experiencing a preference reversal?

        Consider the retirement savings plan story that started this section. If the government forces you to save with its plan instead of your own, at what point in time would you appreciate the intervention? Certainly not at the start, but what about at the end when you have the desired amount of money saved for retirement? The problem is that you will always believe you could have saved the same amount your way, even if that isn’t what would have happened. There is no reason for you to ever appreciate the intervention.

        So how can we determine if anyone appreciates government paternalistic social policy? We can ask just one simple question: Will the people affected by the policy say thank you? Unless they say “thank you” at some point in time, they are not made better off by the policy. Sophia may say “thank you” right from the start. Nate may say thank you after experiencing a preference reversal if he becomes Sophia and recognizes that he is time-inconsistent. Tim will never say thank you.

      
      
        Who Knows What’s Best?

        Can you make a group of people better off if they don’t appreciate it? The answer to this question can only be “no.” But from a social policy perspective, it is not an interesting question. Instead, what we need to ask is: Can you enhance social welfare by trying to make a group of people better off who don’t appreciate it? The answer to this question is unambiguously “it depends.” On what does it depend? On the definition of social welfare.

        Let’s be traditional and throw everyone into the social welfare function—all the Tims, Nates, and Sophias. Allow the government to implement some social policy to broadly discourage smoking, like a doubling of the cigarette tax. Identify all the people who appreciate the policy and benefit from it (the Sophias) as well as those who feel worse off and incur costs (the Tims and Nates). Measure the benefits and the costs to determine which is the greater. If the costs exceed the benefits, the policy reduces social welfare. If the benefits exceed the costs, the policy enhances social welfare. Doesn’t that seem easy?

        Even if we could accurately make those calculations, there could still be a problem. Let’s say it is true that naïveté is a pervasive human characteristic, that is, there are far more Nates in the world than Tims and Sophias combined. In this case, it is likely that the costs of the policy would exceed the benefits. From this perspective, the policy should not be implemented. But a common argument in favor of paternalistic policy is that society needs to protect those who are not in the best position to protect themselves. So what if your son doesn’t appreciate you taking the cookies away? You know you are making him better off.

        Instead of considering how social policy directly impacts people, we can redefine social welfare to take into account some concept of ideal preferences. For example, let’s say the ideal is to hold people to the behavior of a nonsmoker. Then any policy that reduces smoking enhances social welfare, independent of the true preferences of those affected. It may sound unusual that social welfare can be improved even if everyone is made worse off in terms of individual preferences, but social welfare can be defined in any number of ways. Nevertheless, there are some shortcomings to this approach.

        First, who is to decide on what is ideal behavior? Who decides that some drugs are illegal, or that cigarettes are legal yet smoking should be heavily controlled, or what the appropriate age cutoff is for being able to legally purchase alcohol? Second, as we discussed in chapter 4 concerning nudges, the people who make the social policy decisions may themselves be subject to behavioral flaws. Do they truly know what is in the best interests of others? Do policy makers suffer from time inconsistency and naive behavior?

        Finally, it is not difficult to justify paternalistic social policy. The difficulty seems to lie in the fact that those who propose paternalistic polices are often thought of as being arrogant and condescending, even when their sincere intention is to make people better off. While holding people to some concept of ideal behavior, however that is defined, is perfectly legitimate social policy, it should be coupled with an explicit recognition that the people the policy is directed at helping may not appreciate the intervention. Any social policy can be justified given some social welfare objective. Whether you want to nudge, shove, or just step around, there will always be many who disagree with you. Isn’t that what truly makes social policy analysis fun?

      
      
        Notes

        
          	The quote on complete naïveté is found in Ted O’Donoghue and Matthew Rabin, “Choice and Procrastination,” Quarterly Journal of Economics 116 (2001): 121–60, 127n8.

          	Two studies on smokers’ favoring social policy to control smoking are Joni Hersch, “Smoking Restrictions as a Self-Control Mechanism,” Journal of Risk and Uncertainty 31 (2005): 5–21; and Jonathan Gruber and Sendhil Mullainathan, “Do Cigarette Taxes Make Smokers Happier?,” Advances in Economic Analysis and Policy 5 (2005): 1–43.

        

      
    
  
    
      
        25  There Are No Solutions

      
      I once heard an economist offer the following universal policy advice: There are no solutions; there are only trade-offs. My interpretation of that comment is that no matter what policy solution is offered for any particular social issue, that solution will never be satisfactory to everyone. Trade-offs—costs and benefits—will always make the concept of a “solution” problematic at best. Personally, I believe that when it comes to the social issues discussed in this book, there are not many fundamental differences among economists in the way they think about them. The differences that do exist often can be traced to the difficulties involved in empirically verifying and quantifying the theoretical trade-offs that are identified. And even with an accurate measurement of the costs and benefits, you still have to deal with the problem of defining social welfare and identifying a policy objective.

      When I teach policy courses, I often get asked by my students to discuss my personal opinions about the social issues we study. There’s never any reason for me to do that because my personal opinions have absolutely no bearing on what I want my students to learn in my courses. Furthermore, I’m not even sure I still have many personal opinions that can be distinguished from my professional opinions. I’ve been thinking about trade-offs for so many years that I rarely choose sides in an issue. I try to follow the mantra I teach my students—if you are on one side of an issue, you are on the wrong side. I’ve always liked the way that sounds.

      It is obvious that using economic reasoning is not the only way to approach social issues, but I have met many economists who argue that it is the best way to think about them. Although I personally use economic reasoning when I think about social issues, I find it difficult to apply the word “best” to ways of thinking about the world. How one thinks about social issues is a subjective concept. I do believe, however, that economic reasoning is an important and valid way to think about public policy, and I hope that I have been able to convey that to you throughout this book. I try to teach my students to decide for themselves whether they find economic analysis to be useful. But even if not, they will come to that conclusion with a better understanding of why they find it not to be useful.

      Actually, I tend to worry more about the students who embrace economic reasoning too quickly. When I taught at Texas A&M University in College Station, Texas, a fairly conservative town, I once gave a lecture about the trade-offs associated with legalizing prostitution and drugs. There was a student in my class who, at the time, was a student teacher at a local middle school. He so enjoyed my lecture about the economics of sex and drugs that he decided to present it to his class of adolescents. That was his last day of student teaching at that school. I guess I forgot to mention to him that, as a teacher of controversial issues, it is important to know your audience.

      
        Dare to Dream

        Policy decisions must be made. What it is that policy officials actually care about is anybody’s guess. At one extreme, you can argue that policy officials are selfish and care only about their own best interests. At the other extreme, you can argue that policy officials care only about the well-being of others. My guess is that policy officials care about politics, and so they probably care a little bit about everything that you can imagine.

        In the end, I believe that within the highly contentious arena of social policy analysis, the more views that are considered, the more rigorous the analyses become both theoretically and empirically, the more information policy officials can draw upon, the more likely the ultimate (and possibly naive) goal of public policy—to try to improve the world in which we live—can be achieved, regardless of what the words “improve the world” mean to anyone.

        If I got to pick my version of a perfect policy world, I would like policy officials to explicitly recognize the concept of trade-offs. For example, let’s consider an issue such as banning smoking in bars and restaurants. I would applaud a politician who made the following statement:

        
          I have decided to support the ban on smoking in all public bars and restaurants. I feel that this will greatly benefit nonsmokers by saving them from being bombarded with the deadly cigarette smoke of others. I recognize that smokers may be hurt by this policy by having their freedom to smoke curtailed. I also recognize that bar and restaurant owners may lose out if this policy reduces the profitability of their businesses. However, recognizing that there will be winners and losers to this policy, I sincerely believe that the benefits of this policy outweigh the costs.

        

        Unfortunately, you would be much more likely to hear the following:

        
          I have decided to support the ban on smoking in all public bars and restaurants. I feel that this will greatly benefit nonsmokers by saving them from being bombarded with the deadly cigarette smoke of others. I also feel that this will benefit smokers who will now have fewer social opportunities in which to smoke, and this can only improve their health. This policy will also benefit bar and restaurant owners because their businesses will soar in profitability due to the large potential customer base of nonsmokers who will now, without hesitation, gladly patronize smoke-free establishments. I apologize if I have failed to recognize any other group of individuals who are also going to benefit from this policy.

        

        I guess I can take solace in the fact that if the former statement was the more realistic of the two, it wouldn’t have been as much fun to write this book.

      
      
        Note

        
          	The observation “There are no solutions; there are only trade-offs” was made by Thomas Sowell during a talk he gave at Ohio University in 1992.
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