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Introduction

when the internet became widely commercialized in the 1990s, it arrived with the promise of freedom: freedom for individuals to access information, exercise their voices, engage in debates, and shape societies. Early internet pioneers saw online platforms as the guardians and amplifiers of those freedoms, enhancing democracy by providing an inclusive platform for promoting diverse voices around the world. Today, this techno-optimist promise of an enhanced human experience has, at least in part, been realized: the internet has indeed democratized access to content and vastly expanded individuals’ ability to receive, create, and disseminate all kinds of data, fundamentally transforming human beings’ relationship with both information and with each other. This enhanced access to information and conversations has redefined the very fabric of human experience and undoubtedly generated immeasurable benefits for individuals and societies. And as the internet evolves in the years ahead, it will almost certainly continue to deliver significant new benefits in ways individuals and societies cannot yet even imagine.

Alongside these many benefits, however, the internet has also altered societies and individual lives to their detriment. While the internet has cultivated human connections and civic engagement, it has also been a channel for exposing vast segments of society to different forms of harmful content. Internet sites often serve as platforms for disinformation, bullying, hatred, and repulsive content, undermining the safety and dignity of individuals while dividing societies and destabilizing democracies. Algorithms designed to tailor online content to each user’s preferences have fueled polarization and fragmentation, cultivating more extremist ideas and further eroding societal cohesion.1 Instead of only increasing freedom, enhancing democracy, and nurturing an egalitarian and inclusive communitarian culture, the internet has also been used repeatedly to diminish these values, creating an ecosystem in which surveillance capitalism can thrive and societal divides deepen.2

Mitigating the individual and societal harms that arise from the internet is just one piece of the broader governance challenge facing regulators of today’s digital economy. Digital transformation has ushered in an exceedingly concentrated economy where a few powerful companies control vast economic wealth and political power, restricting competition and widening the gap between winners and losers in the digital economy. The five largest tech companies—Amazon, Apple, Google, Meta, and Microsoft—collectively recorded over $1 trillion in revenue in 2020, while earning an income of $197 billion and having a market capitalization of $7.5 trillion by the end of 2020.3 In 2021, the combined market capitalization of Apple, Alphabet, Meta, and Amazon exceeded the value of the over 2,000 companies listed on the Tokyo Stock Exchange; Apple and Meta together were worth more than the one hundred companies with the highest market cap listed on the London Stock Exchange; and Amazon alone eclipsed the entire German DAX Index, which represents around 80 percent of the market cap of companies publicly listed in Germany.4 No doubt these tech companies would not have grown this big without developing products and services that consumers around the world value. But the law has also been on their side. For example, weak antitrust enforcement has amplified these companies’ growth, allowing them to amass even more power through a staggering number of acquisitions. Over the past three decades, Amazon, Apple, Google, Meta, and Microsoft combined have acquired 770 startups.5 According to Apple’s CEO Tim Cook, Apple alone has acquired approximately one company every three to four weeks for the past six years.6 Looking at this recent history, the power of these companies seems to only be growing stronger and more concentrated as the industry matures, with few obvious limits to how that power is deployed.

There are several reasons to be concerned about this concentration of economic, political, and cultural power in a few large tech companies.7 First, this handful of companies controls a large proportion of the sector’s wealth, allowing them to buy any competitor that threatens their market power. Second, their economic power buys them political influence that can be deployed to lobby for favorable regulation to further entrench that power. Third, these same companies increasingly control public discourse by moderating content on platforms where societal conversations, including political speech, take place. This allows them to exercise power over online infrastructures for democracy and public discourse. Fourth, these companies control much of the personal data that every user generates on a daily basis, which they have every incentive to extract for economic gain. These stores of data vest them with power over individual users. The cumulative effect of these different dimensions of power is to make these companies central to modern economic, political, and social life. The power vested in these companies is so vast that it increasingly competes with the power exercised by nation states, a phenomenon that has raised significant concerns among governments around the world.

Because of this accumulation of power, decisions by tech companies on how to wield their influence are becoming more consequential and controversial, opening up important questions about how societies and individual lives are being shaped by this multifaceted power. For example, when tech companies moderate content on their platforms, they face significant challenges in seeking to curtail harmful speech without suppressing free speech. To be sure, these companies err constantly in their efforts to achieve this balance—both in failing to restrict harmful speech in some cases and in censoring speech that has public value in others. Despite their efforts to take down detrimental content, major platforms such as Facebook, YouTube, and Twitter overflow with content that is hateful, dangerous, and often illegal. Perhaps most disturbingly, the platforms still host terrorist propaganda and abhorrent violence all too frequently. For example, in 2019, a perpetrator who carried out a hate-motivated massacre of fifty people in a mosque in Christchurch, New Zealand, livestreamed his killings on Facebook.8 This tragedy received a large number of views on Facebook and various other online platforms, where the footage was replayed while the companies struggled to take down the various copies of the video appearing online. On the other hand, there are numerous examples where platforms’ content removal efforts have been overzealous. In 2011, YouTube removed a video of a thirteen-year-old boy killed in the war in Syria in accordance with its policy prohibiting display of “dead bodies.”9 The image of the boy’s dead body was shocking. But the image was meant to shock. The video was posted to awaken the international community to the horrors of the unfolding war, with the hope of galvanizing a global condemnation of the repressive Syrian regime. But as these examples reveal, drawing lines between permissible and impermissible speech in ways that are socially acceptable is exceedingly difficult. Yet, despite the delicate nature of content moderation, many government regulators have largely abdicated these types of decisions to the platforms themselves.

In addition to the flawed outcomes from content moderation, the methods used in content moderation can be disconcerting as well. For example, alongside their reliance on algorithms, all platforms use human moderators that deploy so-called community guidelines to decide what content stays up and what is removed. But as revealed by the German newspaper Sueddeutsche Zeitung in a 2018 story,10 there is a massive human toll borne by these moderators who work on the frontlines “cleaning” the internet. In return for meager pay and few employment protections, content moderators are exposed to a constant stream of graphic violence and cruelty. The story reported that a single Facebook moderator in Germany, for instance, was expected to handle 1,300 reports a day.11 A 2014 article published in Wired documented the work of Facebook’s content moderators in the Philippines, who clean the platform of illegal content while being paid $1–4 per hour for their work. These moderators are exposed hour after hour to the worst possible content posted to these internet platforms. One Google moderator estimated having to filter through 15,000 images a day, including images of child pornography, beheadings, and animal abuse.12 In 2020, Meta settled a lawsuit brought by over 10,000 of its content moderators, agreeing to pay $52 million in mental health compensation.13 Content moderators pay an enormous psychological price in helping to keep the platforms safer and more civil for users around the world, but their plight also lays bare the distance between the highly compensated and powerful tech executives in Silicon Valley and the behind-the-scenes labor employed to scour the internet for harmful content. This human toll further calls into question the early, techno-optimist vision of the internet as an emancipatory force that would inevitably dismantle existing institutions of power and lead to a “more humane and fair” world.14

Another reason to be concerned about the concentration of power among a few tech companies relates to their collection of user data as part of their business model and the impact of that data collection on user privacy. This “surveillance capitalism” describes how tech companies extract vast data on their users’ private lives and commercialize that information through targeted advertising, which threatens those people’s rights to privacy and individual self-determination.15 At worst, users’ personal data can be harnessed to serve not only commercial, but also political goals. The Cambridge Analytica scandal—where a British political consulting firm acquired Facebook users’ private data and used it in political campaigns—illustrates this problem in no uncertain terms.16 In this case, internet users’ private data was deployed with the goal of influencing the election in favor of President Trump. This or any similar attempt to manipulate voters compromises individuals’ decisional privacy and undermines their trust in democracy.17

Internet users are not only vulnerable to surveillance by private tech companies, but also to digital surveillance by governments who rely on tech companies and their digital tools to further their national security or law enforcement objectives. The Chinese government’s surveillance of its citizens, including its deployment of facial recognition technology, is particularly far-reaching. Hundreds of millions of surveillance cameras are already installed across China where the government can now match the video footage to personal data collected elsewhere, identifying individuals in real time and potentially predicting or even preventing political resistance before it even happens.18 The government has rolled out AI-driven surveillance programs such as Sharp Eyes,19 the goal of which is to create an “omnipresent, fully integrated, always working and fully controllable” nationwide surveillance system, built and supported by Chinese tech companies.20 Yet it is not only authoritarian governments that deploy the internet as a tool for surveillance. Democratic governments, including the United States, also conduct extensive surveillance operations, as former US National Security Agency (NSA) contractor Edward Snowden revealed as part of the unprecedented leak of sensitive US intelligence data in 2013. Those Snowden revelations exposed how the NSA had engaged in a mass surveillance of individuals by harvesting data available through Facebook.21 Without proper oversight, it is both tempting and feasible for any government to utilize the surveillance capabilities of tech companies to advance their political goals or national security objectives, even when that surveillance undermines individuals’ civil liberties.

Many of these concerns are now amplified with the rapid advances in artificial intelligence (AI). The innovations in so-called generative AI technologies, in particular, have the potential to revolutionize the way we work and interact with information and each other. At best, generative AI will allow humans to reach new frontiers of knowledge and productivity, leading to unprecedented levels of economic growth and societal progress. At the same time, the pace of AI development is unsettling technologists, citizens, and regulators alike. AI is already used to power both private and government surveillance and to manipulate human behavior, but those activities can now reach new heights with larger training datasets and more sophisticated AI tools. A growing fear is that these technologies will give powerful tools for bad actors to exploit and defraud people or commit other illegal acts. They might also soon be used by anyone to unleash waves of disinformation. Even ardent techno-enthusiasts are now issuing dire warnings on how unregulated AI can lead to these and many other uncontrollable harms, posing severe threats to individuals and societies. The direst predictions presage the AI’s ability to obliterate labor markets and make humans obsolete or—under the most hyperbolic scenario—even destroy humanity.

 
As people have become increasingly aware of the risks and potentially harmful effects associated with the use of these digital tools and with tech companies’ vast economic power and social impact, it is not surprising that calls for greater regulation of these companies are growing. Recently, several governments have begun to respond to these popular demands by asserting their regulatory powers, leading prominent news outlets to proclaim how “A Global Tipping Point for Reining In Tech Has Arrived,”22 and to describe how “Big Tech Braces for a Wave of Regulation.”23 For the past decade, the European Union has been leading this fight, frequently leveraging its antitrust laws, data protection laws, and other regulatory instruments to reclaim control over the industry.24 But the EU is no longer the lone crusader in taking on the leading tech giants. The Chinese government has initiated an unprecedented crackdown on its tech sector in the name of advancing “common prosperity” and in order to ensure that tech giants do not overpower the Chinese state.25 The tide may finally be turning even in the US, where Congress is reassessing the need to rewrite US antitrust laws, enact a federal privacy law, or revisit the Communications Decency Act of 1996, which shields internet platforms from liability for the content they host.26 However, even if the problems associated with the tech industry have led to a broadening consensus that the digital economy needs to be regulated, there is no consensus among governments on what that regulation should look like.

Digital Empires: Three Competing Regulatory Models

Today, there are three dominant digital powers—the US, China, and the EU—who can metaphorically be thought of as “digital empires.” These modern empires of the internet era are the leading technology, economic, and regulatory powers, each with the ambition and capability to shape the global digital order toward their interests and values. They have each developed a distinct governance model for their domestic digital economies, consistent with their different ideological commitments. Not unlike the empires of the past, they have further exported their domestic models in an effort to expand their respective spheres of influence, thus pulling other countries into the orbits of the American, Chinese, or European digital empires. The digital empires find their closest analogue, not in the former territorial empires, but in various informal empires of the twentieth century that projected economic, military, and cultural power across their borders, creating power asymmetries that vested them with influence over foreign societies. Today’s digital empires are primarily exporting their tech companies, technologies, and rules governing those technologies, thus shaping countries and individuals that fall under their influence toward the norms and values they espouse.

Each digital empire holds a different vision for the digital economy, which is reflected in the regulatory models they have adopted at home and promoted abroad. These three leading regulatory models could be thought of as representing three “varieties of digital capitalism”—drawing on different theories about the relationship between markets, the state, and individual and collective rights.27 As described throughout this book, the US has pioneered a largely market-driven model, China a state-driven model, and the EU a rights-driven model. Each of these regulatory models involves societal choices that rest on diverging economic theories, political ideologies, and cultural identities. In deciding how to regulate the digital economy, governments in the three jurisdictions have all had to balance their support of technological innovation with the implications those technologies have for civil liberties, the distribution of wealth, international trade, social stability, and national security, among other key policy concerns. This balancing effort has led to some similarities but also notable differences across the leading regulatory models. As each model is associated with contested policy choices that subject them to criticism—each for different reasons—there is no global consensus on which of the three dominant regulatory models best serves the goal of building a vibrant and resilient digital economy and society.

The US has traditionally followed a market-driven regulatory model, which has provided the foundation for the global digital economy as it exists today.28 The American regulatory approach centers on protecting free speech, the free internet, and incentives to innovate.29 It is characterized by its discernible techno-optimism and relentless pursuit of innovation. The US government has historically viewed the internet as a source of economic prosperity and political freedom and, consequently, as a tool for societal transformation and progress. The American market-driven model exhibits uncompromising faith in markets and embraces a limited role for the government. According to this techno-libertarian view, government intervention not only compromises the efficient operation of markets; it also undermines individual liberty. Thus, while the US’s commitment to innovation and growth provides the economic rationale against government intervention, its commitment to individual liberty and freedom is often invoked as a political reason to limit the government’s role. Minimizing government interference is seen as essential to producing a vibrant democratic society characterized by free speech and the engagement of diverse voices in civic life. From this perspective, the government is only expected to step in to protect national security—on cybersecurity issues, for example, the US government has a role to play alongside tech companies.

Few would dispute that many of the prized innovations that shape our everyday lives today can be traced to Silicon Valley—innovations that the American market-driven model has directly facilitated. At the same time, privacy advocates and other critics argue that this zealous pursuit of innovation has come at the expense of protecting individual internet users’ rights. The EU has joined these advocates in arguing that, absent regulatory safeguards, public and private surveillance thrive under the US model and severely compromise individuals’ rights to privacy and political autonomy. Seen from this vantage point, a world governed by tech companies’ business models subjects internet users to behavioral advertising and manipulation that subvert individual choice, liberty, and self-governance.30 By allowing for this, the US model thus compromises individuals’ abilities to exercise their agency and participate in democracy. Several recent high-profile scandals illustrate the problem, including the Snowden revelations and the Cambridge Analytica scandal mentioned above. The EU and other critics of the market-driven regulatory model can also point out how Facebook, Twitter, YouTube, and other platforms have repeatedly failed to remove dangerous disinformation on topics ranging from the COVID-19 pandemic to democratic elections. And they can replay the images of the January 6, 2021, insurrection at the US Capitol, which originated in a rampant social media–fueled disinformation campaign about a stolen election.31 Consequently, when looking strictly at innovation and economic growth, the American market-driven model can be praised for its ability to nurture tech companies, but that economic benefit comes at the expense of risking fundamental rights, human dignity, political autonomy, and democracy.

In contrast to the American market-driven regulatory model, the Chinese regulatory model rests on a state-driven vision for the digital economy.32 The Chinese government seeks to maximize the country’s technological dominance while maintaining social harmony and control over its citizens’ communications.33 China is determined to leverage technology to fuel its economic growth and development. It is currently engaged in an unprecedented state-led effort geared toward becoming the world’s leading technology superpower. In addition to pursuing this economic goal, the government is focused on tightening the political grip of the Chinese Communist Party (CCP) by deploying the internet as a tool for control, surveillance, and propaganda. To achieve these goals, the CCP has harnessed the power of its private tech companies: in return for the initially lax regulatory approach that helped them grow and flourish, Chinese tech companies have acted as the CCP’s surrogates, performing the surveillance and control functions of the state over their users. However, the Chinese government is increasingly adopting the view that the largest tech companies have grown too powerful. It has recently leveraged its antitrust laws to rein in domestic giants such as Alibaba and Tencent—the opening salvo of an unprecedented assault on its domestic tech industry. Yet even this newest turn in digital regulation serves the fundamental goal of the Chinese government: cementing the state’s control of the digital economy as a defining feature of China’s regulatory model.

Like the US, China has been tremendously successful in fostering technological innovations, allowing leading tech companies such as Alibaba, Tencent, and Huawei to emerge. At the same time, the Chinese state-driven regulatory model has also come under increasing criticism in democratic countries, as the Chinese government systematically harnesses the internet as a tool for censorship and political control. Many foreign governments, including the US and the EU, condemn the Chinese government’s policy of banning and filtering online content on a large scale—a policy colloquially known as the Great Firewall. Many foreign companies have become a direct casualty of this policy, including Google, Meta, and Twitter, which have largely abandoned the Chinese market due to the government’s extensive censorship policies.34 China’s large-scale deployment of facial recognition techniques for law enforcement purposes is also widely condemned abroad.35 Its social credit scheme, which rates citizens for their trustworthiness based on issues such as paying taxes or committing a crime, is similarly met with deep suspicion.36 These examples illustrate how the Chinese government has converted the internet from a tool for advancing democracy to an instrument in service of autocracy. Thus, China’s practice of deploying data as a tool for social control represents a stark departure from the shared European and American view where the internet is seen as key to promoting individual liberty and advancing freedom in society. Through its model, China has shown the world how freedom is not inherent in the character of the internet, but rather vulnerable to political choices by those with the power to limit that freedom.

The European regulatory model differs from both the American and Chinese models in being distinctly rights-driven.37 The EU embraces a human-centric approach to regulating the digital economy where fundamental rights and the notion of a fair marketplace form the foundation for regulation.38 According to this view, regulatory intervention is needed to uphold the fundamental rights of individuals, preserve the democratic structures of society, and ensure a fair distribution of the benefits from the digital economy. Technology must be harnessed toward human empowerment and with the aim of safeguarding the political autonomy of digital citizens. In contrast to the US model, which focuses on protecting free speech as the fundamental right, the EU model seeks to balance the right to free speech with a host of other fundamental rights, including human dignity and the right to privacy. In contrast to the Chinese model—which also reserves a strong role for the state in steering the digital economy—the EU model is geared at enhancing, not curtailing, the rights of citizens vis-à-vis both tech companies and the state. The EU’s regulatory model also emphasizes that digital transformation needs to be firmly anchored in the rule of law and democratic governance. Whereas the American market-driven model often emphasizes how governments do not understand technology and should hence refrain from regulating it, the European rights-driven model is more concerned that tech companies do not understand the pillars of constitutional democracy or the fundamental rights of internet users.39 As a result, under the European regulatory model, the government must steer the digital economy with the goal of protecting those rights they view as foundations of a liberal democratic society.

Civil rights advocates often praise the EU for its commitment to fundamental rights, dignity, and democracy, including its efforts to steer the digital economy toward those values through regulation. At the same time, many industry advocates and companies in both the EU and foreign markets—particularly the US—view the European rights-driven regulatory model in a less positive light. They describe it as overly protective, compromising tech companies’ incentives to innovate, and thereby curtailing the technological and economic progress that societies depend on. Few successful tech giants are emerging from Europe, which is often attributed to the EU’s protective regulations that interfere with tech companies’ innovative zeal.40 Many US politicians, tech companies and other proponents of the free speech ideals underlying the American regulatory model also allege that the European rights-driven model risks undermining free speech and stifling public debate. In particular, US tech companies like Google have argued that the EU’s approach toward content moderation—including its online hate speech rules and the “right to be forgotten” provision in the EU’s General Data Protection Regulation (GDPR)—could to lead to harmful censorship.41 In other words, these critics argue that the EU overdoes its rights-driven regulation, damaging economic progress and political freedom in the process.

Even this cursory overview of the three leading regulatory models reveals significant distinctions among them. However, the models also have elements in common. Despite prioritizing the market, the state, or individual and collective rights differently, each model ultimately maintains aspects of each. Markets do not always win in the US; the state does not control everything in China; and the rights of internet users do not always prevail over other policy imperatives in the EU. Nevertheless, when faced with critical policy trade-offs and the balancing of various interests in regulating the digital economy, each jurisdiction often falls back on those foundational principles that are intrinsic to their distinctive regulatory models: the US tends to draw on its pro-market instincts to limit government intervention, China responds in ways that ensure the government’s interests are protected, and the EU acts in a manner that elevates the rights of digital citizens to the heart of its policymaking. It is these persistent differences across the three models that fuel tension and conflict, paving the way for the contested battles that have become a defining feature of today’s digital economy.

Imperial Rivalries: A Battle Fought on Two Levels

Due to the global nature of the digital economy, these leading regulatory models extend across jurisdictions, impacting foreign societies and shaping lives of foreign individuals. As a result, these models frequently collide in the international domain, leading to fierce battles both within and across the digital empires. These imperial rivalries are thus central to the evolution of the global digital order, revealing how that order is shaped not only by the empires themselves but by their mutual contest for influence. These rivalries take place at two levels. First, there is a horizontal battle among different governments, as illustrated by the conflicts among the US, China, and the EU over the norms and values that govern the digital economy. However, this horizontal battle among the governments is shaped by—and often fought through—vertical battles between governments and the tech companies that these governments are seeking to regulate. These vertical battles have evolved differently in each jurisdiction, consistent with the differences in the three regulatory models. Various horizontal and vertical battles are further deeply intertwined, constraining the strategies that any government can deploy in each battle. For example, the US government is reluctant to regulate its tech companies too aggressively for fear of stifling these companies’ ability to innovate as such a strategy could, in turn, weaken the US in its horizontal rivalry over technological supremacy against China. Such interconnections across the various horizontal and vertical battles often lead to a strategy of restraint, bringing about periods of de-escalation alternated with periods of escalation. This dynamic sustains a persistent, yet ultimately manageable, conflict that prevents a full-blown tech war from emerging but also keeps a lasting truce at bay.

A Contest Among Governments: The Horizontal Battles Between the US, China, and the EU

Most of the public commentary on the great power contest in the digital sphere focuses on technological rivalry between the US and China as the leading technology powers.42 This narrative often dismisses the EU as a bystander, caught between the two powers battling for technological supremacy while struggling to create a vibrant tech industry of its own.43 However, the EU has asserted itself in this contest as the most powerful regulator of the digital economy, giving it unique leverage to shift the digital economy toward its values. This often elicits strong criticism, especially from US tech companies and the US government, and leads to heated regulatory battles between the US and the EU.44 As a result, this book frames the horizontal battle for the digital economy as one taking place between the US, China, and the EU.

In their contest for influence over the digital economy the US, China, and the EU each approach their horizontal battles with their distinct policy goals in mind. For the US, the primary objective has been to advance open markets and internet freedoms, at home and abroad.45 This policy agenda blends the economic interests of US tech companies seeking to expand internationally with the foreign policy interests of the US government promoting democracy and freedom abroad. In pursuit of this agenda, the US has challenged foreign regulations that compromise the economic interests of its tech companies and condemned various attempts at online censorship that undermine free speech and political freedoms around the world. More recently, the US has turned its focus to technological competition with a determination to ensure its leadership over China. For China, this horizontal battle has initially been a defensive one. The Chinese government has focused on regime survival, political control, and its right to make its own rules for the “sovereign internet.” A key concern has been to protect the Chinese market and citizens from harmful foreign influences.46 But the Chinese government is also increasingly fighting an offensive battle for technological supremacy, both to become more self-reliant in a volatile world but also to prevail over the US in the two superpowers’ contest for greater relative economic, geopolitical, and even military power.47 For Europe, the battle has primarily focused on safeguarding the fundamental rights of European citizens in a globalized world.48 The EU is seeking to rein in surveillance capitalism and protect European citizens from being exploited by US tech giants. But the EU is also seeking to protect Europeans from American and Chinese government surveillance, which has become easier to conduct in the digitalized world. In addition to this defensive agenda, the EU is now increasingly seeking to bolster its “digital sovereignty” in an effort to shed its dependencies on American and Chinese technologies by building its own technological capabilities.49

This horizontal conflict has morphed into several battles, the most prominent one being the unfolding US–China tech war.50 This battle has reinvigorated the US export control regime, as the US government is restricting outflows of critical technologies from the US to China.51 It has also galvanized a vigorous investment screening process in the US, limiting Chinese investors’ ability to acquire control of US technologies.52 China has responded in kind, further constraining US tech companies’ access to its domestic market while placing additional limits preventing its own critical technology assets, including sensitive data, from leaving China.53 Even the stock market is now the target of mutual decoupling, with both China and the US tightening their rules that apply to foreign listings.54 Both powers have also engaged in a relentless capacity-building effort to gain new technological capabilities while reducing their dependencies on each other. This battle has fueled a subsidy race in semiconductors, batteries, and artificial intelligence, setting off techno-nationalist impulses in other governments as well.

In addition to battling China for the mastery of new technologies, the US is battling Europe over the regulations that govern those technologies.55 This transatlantic regulatory battle has focused on data flows, with the US and the EU asserting different views on the way individuals’ right to privacy can, or cannot, be reconciled with the needs for government surveillance for law enforcement or national security purposes.56 Another key tension relates to the taxation of the digital giants, with the Europeans insisting on their right to tax some of the revenue that large American tech companies generate in Europe.57 Europeans have also forcefully leveraged their antitrust laws to constrain the business practices of US companies.58 In these battles, Europeans are concerned about US tech firms’ alleged overreach, while Americans are concerned about European regulators’ alleged overreach. The US views the EU’s regulatory efforts as both excessive and protectionist, unfairly targeting European companies’ more successful American rivals. The EU has responded by insisting on its sovereign right to preserve a competitive and fair marketplace while ensuring that the fundamental rights of Europeans are protected. Thus, at the heart of the US–EU regulatory battle are the questions of who gets to set the rules for the digital economy and what kind of digital society emerges from those rules.

Vertical Battles Between Governments and Tech Companies

The US, China, and the EU are not only engaged in horizontal battles with each other. They are simultaneously fighting vertical battles vis-à-vis the tech companies operating in their markets—tech companies who wield private power so vast and so global that they have been compared to emerging empires themselves.59 Two features render these vertical battles particularly complex today. First, tech companies are both targets as well as tools for governments. Governments seek to restrain these companies while simultaneously deploying them in fighting horizontal battles, turning the vertical relationship into a delicate balancing act. For example, China relies on its tech companies to conduct surveillance and enforce censorship, the US harnesses its tech sector to pursue its national security goals, and the EU delegates to these companies the task of enforcing many of its data privacy and content moderation norms. The US, China, and the EU further need these companies to promote economic growth and technological progress in order to enhance their relative economic and geopolitical standing in their horizontal battles. This suggests that tech companies should be seen as both allies and enemies to the governments, helping them to achieve some policy goals while undermining others. The challenge for the governments therefore is to inflict some regulatory constraints on these companies without undermining their roles as forceful instruments in other battles where governments rely on their powerful capabilities.

Second, these vertical battles are complicated by the nature of the global marketplace, where tech companies have multiple masters.60 These companies often face conflicting demands from different governments, making it impossible for them to comply with all of those demands at the same time. In a nearly decade-long battle that began in 2013, Microsoft was asked by US law enforcement officials to hand over personal data stored on its servers in Europe while simultaneously facing demands by European regulators not to hand over such data under the EU’s data protection rules.61 In 2021, Apple and Google bowed to the demands of the Russian government and removed an app designed by allies of opposition leader Aleksei Navalny to coordinate protest voting in Russian elections, their commitment to freedom and democracy at home notwithstanding.62 Now, leading tech companies are navigating the Russian invasion of Ukraine, facing conflicting demands from Ukraine, Russia, the EU, and the US on how to handle the disinformation and propaganda on their platforms that are shaping the narrative about the war.63

US tech companies operating in China face a particularly difficult balancing act.64 For example, Apple has been a vocal advocate of data privacy and civil liberties in the US and EU. However, the company has made several concessions in return for being able to operate in China. It has agreed to store the data of its Chinese users locally in a datacenter in Guiyang, where Chinese state employees manage the stored data. Apple also proactively censors its Chinese App Store with the help of algorithms and employees who flag and block apps that do not meet the approval of the Chinese leadership. In another example, in 2017, Google took steps to build a censored search engine for China in an effort to retain its right to operate in the country, only to back down the following year in response to growing criticism in the US that the company was capitulating to China’s censorship demands.65 More recently, Chinese tech companies abroad have also had to navigate the difficult terrain of regulators’ conflicting demands. In 2020, TikTok, a social media company owned by the Chinese company ByteDance, was attempting to comply with the US government’s requirement that the company must find a US buyer—under the threat of being banned from the US market—only to learn that the Chinese government responded by prohibiting all artificial intelligence exports, thereby threatening the very sale that the US government required.66 Similarly, the Chinese ride-hailing company DiDi Chuxing found itself caught between the conflicting demands of the Chinese and US governments regarding the disclosure requirements associated with Chinese companies’ initial public offerings (IPOs) in the US. The US Securities and Exchange Commission asked DiDi to hand over data, which the Chinese government maintained could not leave China. This led the company to ultimately delist its shares from the New York Stock Exchange.67 These examples illustrate how distinct vertical battles often collide, leaving companies with the difficult—and at times impossible—task of choosing which government’s demands to comply with.

How the Horizontal and Vertical Battles Intersect and Encourage Restraint

The horizontal and vertical battles intersect in important ways, forcing governments to simultaneously reconcile various, and at times conflicting, imperatives. This interplay across the battles—both horizontal and vertical—leaves governments more constrained in terms of the regulatory policies they can pursue and often forces them toward a strategy of restraint. In the horizontal battles, governments are locked in conflict, yet the countries also need each other. For example, the US government wants to restrict China’s technological ambitions, but it needs to preserve US companies’ access to the large and lucrative market that China offers. The US export control regime illustrates this tension well. The US requires an export license for many sensitive technologies that US companies want to export to China; in practice, the government often grants those licenses to mitigate the costs imposed on US companies exporting those technologies to China.68 The US also opposes many EU regulations targeting US tech companies but has an incentive to de-escalate any transatlantic tensions as it needs the EU to join forces with the US government in its battle against China.69

Governments are similarly constrained in their vertical battles against tech companies, which are necessary instruments for the governments to win their horizontal battles. For example, the US government needs strong tech companies to stay ahead of China in the AI race and preserve its overall technological dominance. When the US Congress recently debated more assertive antitrust action, leading US tech companies warned that their ability to compete with the Chinese tech giants would be compromised should their business practices be curtailed by overzealous regulatory action.70 European regulators also face a delicate balancing act. The EU’s ability to set the rules for the global digital economy depends on multinational tech giants concluding that the costs of complying with European rules remain lower than the costs of pulling out of the European market—and that the benefits associated with globalizing EU rules outweigh the benefits of offering customized products in different markets. Should the EU overshoot its mark, these companies might conclude that they will abandon the European market, seeking profits elsewhere.71 Such a move would fundamentally dissolve the EU’s power to shape the digital economy, also undermining the EU’s standing in its horizontal battles. Thus, we observe more moderation and de-escalation than we would if vertical and horizontal battles proceeded in isolation from one another.

This interplay across the various battles forces all players toward a strategy of restraint, keeping the battles alive yet de-escalating conflicts and making them more manageable. These interdependencies also explain why we are less likely to see outcomes as stark or extreme as those often predicted in the public conversation about the future of the digital economy.72 This public commentary often envisions binary outcomes—arguing that the world is forced to choose between the US and China;73 that the future will feature a global internet or a fragmented “splinternet”;74 or that either governments or tech companies will set the rules.75 However, this binary way of framing the questions often blinds us to the more complex dynamics that shape the global digital economy. A closer examination of the interdependencies across the key battles suggests that the internet will not be global, nor will we witness full decoupling; China will not triumph over the US, nor will the US triumph over China; governments will not declare a complete victory over tech companies, but neither will tech companies detach themselves from government regulation. Instead, the digital world will likely be characterized by what Mark Leonard, the Director of the European Council of Foreign Relations, calls “the age of unpeace”: a geopolitical order where states are too interconnected to fight an all-out war but too discordant to live in genuine peace.76 In this highly connected and conflict-ridden world, battles will be costly and differences lasting, yet ultimately manageable—producing victories that will be relative as opposed to absolute.

Imperial Expansion: Global Consequences of the Regulatory Models

In addition to engaging in rivalries with each other, the three digital empires are also competing for global influence by exporting their regulatory models to other countries. This way, the US, China, and the EU are each seeking to shift the rest of the world closer to the norms and values inherent in their market-driven, state-driven, and rights-driven models. As a result, the question is not only whether the US or China prevails in their tech war against each other but, even more fundamentally, whether the global digital economy ultimately evolves toward the norms underlying the American market-driven or the Chinese state-driven model. Similarly, the success of the EU model will be judged not only by its ability to curtail US tech companies’ market power in the US–EU regulatory battles, but also by its ability to shape the global digital order toward the values that are fundamental to the European rights-driven regulatory model.

When these regulatory models are exported to foreign jurisdictions, they generate both “positive externalities” and “negative externalities” in those jurisdictions. Those externalities are positive, for example, when foreign citizens use US companies’ digital technologies to enhance their productivity or to access conversations they find valuable; when foreign governments improve public safety with the help of Chinese surveillance technologies to the benefit of their citizens; or when foreign privacy advocates witness data protection standards elevated around the world thanks to the global effect of the EU’s regulation. However, those externalities can also be negative, affecting foreign societies in harmful ways, and evoking of negative connotations associated with expansionist digital empires.77 Although these three digital empires may not be self-consciously imperial in search for domination over unwilling populations and governments, critics may accuse, for example, the US of “free-trade imperialism,” China of “surveillance imperialism,” or the EU of “regulatory imperialism.” These allegations reflect a perception that the digital empires’ global expansion often leads to power asymmetries between the center and the periphery of those empires.

The American market-driven regulatory model is increasingly becoming a source of global concern. Because of the global nature of the digital economy, the effects of the US model are felt everywhere, every day. Limited privacy protections, lenient antitrust laws, and the generally hands-off approach to internet platforms in the US have enabled and nourished a world dominated by large American tech giants. These tech giants are now shaping the lives of digital citizens across all continents. WhatsApp allows its two billion users across 180 countries to send 100 billion messages a day.78 Google operates in over 200 countries, where internet users make over five billion Google searches a day.79 Nobody can deny that these tech giants are fostering global connections among individuals and providing valuable services to internet users around the world.

But these companies are also often shaping foreign societies in deeply disturbing ways. For example, the growing criticism that US companies have pursued technological innovation and commercial rewards at the expense of individual and collective rights of citizens is a global one. To illuminate how the failings of the American regulatory model are felt around the world, consider the role that Meta played in the Brexit campaign that led the United Kingdom to leave the EU in 2020. Its Facebook algorithms amplified the more emotional and controversial messages that were associated with the pro-Brexit campaign, overshadowing the less inflammatory social media messaging of the Remain campaign.80 During the lead-up to the Brexit vote, Twitter also enabled Russian meddling in the referendum. More than 150,000 Russian Twitter accounts posted about Brexit in the days leading up to the referendum, mostly encouraging people to vote to leave the EU.81 In another disturbing episode involving Myanmar, Meta admitted in 2018 that it failed to intervene and remove content posted by military and radical Buddhist groups. These groups utilized the Facebook platform to spread hate and racially motivated discrimination against the Rohingya minority, including messages using dehumanizing language and calling for the destruction of Rohingya as a people.82 Instead of removing posts that were fueling hatred toward the country’s Muslim minority, Meta provided a platform for advocating racist attacks and ethnic cleansing.83 These disturbing developments around the world can be traced to the business models of US tech companies—but also to the US regulatory model that enables those business models to emerge and continue to thrive.

The Chinese state-driven regulatory model is also increasingly having global implications, elevating foreign governments and citizens’ concerns about the influence that Chinese tech companies—and the CCP that is widely believed to exert control over those tech companies—have over foreign societies. It is common knowledge that the Chinese government is deploying the internet as a tool for control and surveillance.84 Much of this surveillance is domestic, geared at controlling political dissent and maintaining social stability within China. However, there is a growing concern among democratic governments and civil rights advocates that Chinese digital authoritarianism is also entrenching around the world as Chinese companies build digital infrastructures in many jurisdictions as part of the country’s expansive “Digital Silk Road” project.85

One example of such concerns materializing involves the headquarters of the African Union (AU) located in Addis Ababa, Ethiopia.86 The Chinese government built and financed the building complex hosting the AU, and the Chinese information and communications technology giant Huawei was contracted to provide most of the IT solutions for the building. But in January 2018, the leading French newspaper Le Monde reported that it had uncovered a multiyear hacking operation of the headquarters.87 The report disclosed that, between January 2012 and January 2017, servers inside the AU building transferred data every night between 12:00 a.m. and 2:00 a.m. to unknown servers hosted in Shanghai. After this data theft was discovered, a further investigation revealed microphones hidden in the desks and walls of the building.88 While it is often difficult to prove that Chinese companies transfer data gained through their overseas operations to the Chinese government, the suspicion of this potential for espionage is already shaping business opportunities for companies such as Huawei.89 The US is now leading the quest to rein in Huawei’s—and, according to the US, the Chinese government’s—global influence by banning Huawei from US networks and urging other nations to do the same.90 This battle involving the US government and China’s Huawei illustrates how the reach of one digital empire into the territory of another can morph into a conflict with global implications.

If the US and Chinese models reach across the global marketplace, so does the European rights-driven model. The externalities associated with the EU model relate to the global reach of European regulations. The most interventionist laws constraining the power of today’s tech companies can often be traced to European civil servants writing them in Brussels and European judges interpreting them in Luxembourg. These laws call for more data privacy, greater competition, and less harmful content, often shaping tech companies’ global business practices and thus affecting digital citizens around the world.91 As a result, foreign internet users today have more privacy and are exposed to less hate speech online because of the EU. While many of them welcome the global reach of the European laws, others criticize the EU for engaging in digital protectionism and regulatory imperialism while tampering with innovation and free speech—not just in Europe, but around the world.92

Whatever one’s normative views on the merits of the EU regulations, few can dispute that its impact is felt far outside of the EU. Consider the highly consequential decision in June 2020 in which the European Court of Justice invalidated the US–EU Privacy Shield agreement that had previously provided a legal basis for transatlantic data transfers, citing inadequate data privacy protections in the US.93 That decision threw much transatlantic commerce into disarray, as unhindered data flows are critical in sustaining the $7 trillion transatlantic economic relationship. In its 2022 annual report to the US Securities and Exchange Commission, Meta even warned that, absent a government-negotiated solution to the transatlantic data transfers, the company may need to pull out its key services—such as Facebook and Instagram—from the EU.94 Should this happen, internet users across Africa, Asia, Australia, and North and South America would be disconnected from their friends and family in Europe. This is but one example of what the critics describe as “regulatory imperialism,” accusing the EU of externalizing its data privacy norms around the world without seeking the consent of foreign regulators, companies, or internet users.95

These examples illustrate how the US, China, and the EU each export their models abroad, expanding their respective spheres of influence as expansionist empires, each with their own global ambitions and distinct methods of influence. The US’s global influence today manifests through the dominance of its tech companies that exercise private power across the global digital sphere.96 China’s global influence can be traced to its infrastructure power, where Chinese firms—all with close ties to the Chinese state—are building critical digital network infrastructures in countries near and far.97 The EU exercises global influence primarily through regulatory power that entrenches European digital norms across the global marketplace.98 Like traditional empires, these digital empires’ growth and expansion is constrained by the efforts of the other digital empires to extend their own influence using their preferred mechanisms. As a result, unaligned foreign markets often turn into critical battlefields, with local governments navigating the effects of American companies, Chinese infrastructure, and European law on their markets. These governments need to decide issues such as whether to allow China’s Huawei to build their digital infrastructure, generously financed by the Chinese government while actively opposed by the US government. They must also decide whether to allow the outsized presence of US companies in their markets to shape their economies and societies or to instead join the EU’s efforts to restrain them.

This imperial projection has ingrained American private power, Chinese infrastructure power, and European regulatory power deep into the economic, physical, and legal foundations of foreign societies. While there is legitimate criticism of these digital empires’ efforts to extend their influence abroad, foreign stakeholders often view the US, China, and the EU operating as “empires by invitation.”99 For example, many foreign consumers welcome the presence of American tech companies in their markets, embracing their products and services increasingly depending upon them. Many foreign citizens also relish the global reach of EU digital regulations that protect their privacy or help ensure a safer online environment, the same way several foreign governments often willingly emulate EU regulations which they believe benefit their societies. The Chinese Digital Silk Road is also not merely a manifestation of Chinese government’s deliberate expansionist strategy; instead, many foreign governments—in particular those across the developing world—welcome Chinese infrastructure (and capital) as a pathway for digital development. Thus, today’s digital empires can be both admired and reviled across the territories that fall under their influence.

What Is at Stake: The Battle for the Soul of the Digital Economy

A key question for the coming years is how these battles will evolve and which regulatory model—if any—will dominate in the future. In the public conversation and news commentary, there is a commonly repeated narrative that suggests that the main contest over the future of the digital economy takes place between the US and China. These two powerful digital regimes not only compete for technological supremacy but also engage in a fundamental battle of values as they advance two competing visions for the global digital order: the American vision of economic and political freedom and the Chinese vision of technological progress fused with state control. But this narrative, which leaves the EU and other countries to choose between these two variants of digital worlds, is flawed in drawing the main battleline between the American and Chinese models. Instead, as this book explains, the American market-driven regulatory model is fading as countries around the world are rejecting the free market and free speech as cornerstones of their digital economies.100 Even the US itself is now questioning the virtues of an unregulated digital marketplace, with the American public supporting stronger tech regulations and Congress debating the need for legislative reform. In deserting the US’s regulatory approach, countries around the world are left with choices that lead them to either coalesce behind a version of the Chinese state-driven model or adopt the core tenets of the European rights-driven regulatory models; in that scenario, it is likely that the US will be forced to choose between joining forces with the EU and the rest of the democratic world, or acceding to China‘s growing influence over the global digital economy.

The prospect of the Chinese state-driven regulatory model prevailing is as real as it is disconcerting for the US and its allies. A growing number of countries in Africa, Asia, and South America in particular are now embracing Chinese technology for both financial and geopolitical reasons, importing China’s state-driven regulatory norms in the process. The US and other democratic countries remain concerned about the way the Chinese government engages in censorship, suppresses individual rights, and deploys the internet as a tool for surveillance. But these very features of the Chinese model are welcomed by many authoritarian leaders seeking to maintain their own political control, suppress dissent, and hold onto power. The number of such authoritarian leaders is also rising in today’s world where democracy is on the decline in a growing number of countries.101

In contrast, in the democratic world, the European rights-driven regulatory model is emerging as the most desirable alternative to the waning American market-driven regulatory model.102 The European model is associated with a set of values—fundamental rights, fairness, and democracy—that are often undermined by today’s tech giants. The EU’s regulatory approach has also been validated by numerous high-profile data privacy and disinformation scandals that have further eroded citizens’ trust in tech companies, elevating the EU’s standing in the debate and facilitating the global emulation of its regulatory model. Increasingly disillusioned with free markets, toxic online speech, repeated privacy violations, and other harms associated with unregulated tech companies, many American citizens would also welcome the US shifting toward the European rights-driven regulatory model.

At the same time, others remain cautious about emulating the EU model, fearing a loss of technological and economic progress if the government steps in and replaces companies’ freedom to innovate with the state’s authority to regulate. However, as this book will argue, more digital regulation does not necessarily mean less innovation. Instead, the EU’s inability to produce its own tech giants to date can be attributed not to digital regulation, but to various other policies that have thwarted European technological progress. This observation should alleviate the concerns of American policymakers and other stakeholders about the consequences of endorsing EU-style digital regulations, paving the way for their adoption in the US. An additional reason for the US to more closely align itself with the EU arises from the perceived urgency to consolidate a democratic front to restrain China’s growing influence. The US is already calling for closer cooperation of the world’s “techno-democracies” to counter the growing influence of China and other “techno-autocracies,”103 suggesting that this contest—where battlelines are drawn according to fundamental political and ideological convictions—is now increasingly central in defining the evolution of the digital economy.

The stakes in the unfolding horizontal and vertical battles cannot be overstated. These regulatory conflicts are taking place in an era of mounting geopolitical tensions, entangling questions of technology, trade, and innovation with questions of national security and global power politics. The resolution of these battles has a direct bearing on economic prosperity, political stability, and the individual freedom of every person that uses the internet. But the most consequential battle is the one being fought over the very future of liberal democracy itself. As this book shows, there are two likely pathways for liberal democracy to potentially deteriorate through these battles. First, democratic institutions in any jurisdiction will be undermined if the US, the EU, and their democratic allies lose their horizontal battle to China, and governments around the world shift toward a state-driven model. China’s victory in this battle would usher in a world where technology is harnessed to empower the state, not its people, subjugating individual rights and freedoms to state control. However, democratic institutions can also be weakened if the US and the EU are to ultimately lose their vertical battle to tech companies—a realistic possibility given the power of these companies and the many challenges the EU has faced to date in implementing its ambitious digital regulations in practice. Victory for the tech giants would leave internet users and societies at the mercy of these companies’ business models, even when those business models compromise individual rights or undermine democratic elections. In the end, it is this existential battle over the fate of liberal democracy as a form of government that will provide the US and the EU with the greatest impetus to join forces in both their horizontal and vertical battles—knowing that, if that fight is lost, the battle for the soul of the digital economy is also lost.

The Structure of the Book

Understanding how the global digital economy has evolved to date, and how it is likely to evolve going forward, requires integrating numerous scholarly and policy conversations that span across different jurisdictions and policy domains. This book is an effort to provide such an integrated approach, identifying and analyzing the key forces that determine the legal and political foundations of today’s and tomorrow’s digital societies. It is divided into three parts, with each part contributing key elements toward the book’s larger argument regarding the present and future state of the global digital economy. The chapters in the first part introduce the three digital empires—the US, China, and the EU—and describe their regulatory models that provide competing visions for the digital economy; the chapters in the second part focus on imperial rivalries, outlining the key battle lines being contested as the regulatory models collide in the global marketplace; and the chapters in the third part address the strategies employed by each for the expansion of their empires, explaining how the US, China, and the EU are battling for global influence, exporting their regulatory models and shaping the digital destinies of the societies and individuals around the world.

Part I (Chapters 1–3) discusses the three digital empires’ competing visions of how the digital economy ought to be regulated. In governing the tech industry, the US draws on its market-driven instincts whereas China elevates the role of the state to the heart of its regulatory model. The EU differs from both the American market-driven model and the Chinese state-driven model in its focus on the individual and collective rights of its citizens in the digital economy. Despite many differences across the three jurisdictions’ regulatory philosophies, the book shows how all three models also have some overlapping commitments that coexist alongside those differences. All models also evolve over time, which both amplifies their similarities and makes starker some of their differences.

Chapter 1 discusses the American market-driven regulatory model, which centers on protecting free speech, the free internet, and incentives to innovate. This regulatory approach rests on a policy view that places notable faith in markets and embraces a limited role for the government. According to this view, the government needs to step aside to maximize the private sector’s unfettered innovative zeal—except when it comes to protecting national security, including cybersecurity, where the government can and must work alongside private companies. The chapter traces the ideological origins of the US model and shows how the values and principles underlying that model have been deeply engrained in existing legal frameworks and actual government policy. However, the political winds are turning in the US as well. The public and political leaders are starting to question the virtues of the free internet and the growing role of the largest tech companies in ordering our societies. At the same time, many voices remain skeptical of change and maintain that market-driven values are deeply entrenched in Americans’ institutions and mindsets, making it difficult to reverse the regulatory model that, despite all its limitations and false promises, continues to be associated with tremendous wealth and technological progress.

Chapter 2 examines the Chinese state-driven regulatory model. It shows how the Chinese government leverages technology to fuel the country’s economic growth and development. In the name of social stability, the government also uses technology as a tool for political control, surveillance, and propaganda, entrenching digital authoritarianism deeply into the Chinese society. These two factors—economic development and social stability—are central to the survival of the Chinese Communist Party (CCP). The chapter engages with criticism of the Chinese regulatory approach, detailing how the state-driven model infringes individual rights and deprives Chinese citizens of key civil liberties. At the same time, it acknowledges that technological breakthroughs can also emerge under a state-driven regulatory model, suggesting that freedom may not be necessary for a dynamic culture of innovation. However, the future of the Chinese tech industry is uncertain. As with the US, the Chinese regulatory model is undergoing a drastic shift as the Chinese government is abandoning its traditionally lax approach toward tech regulation, and forcefully leveraging its powers to crack down on the tech industry in the name of “common prosperity” while facing little resistance from the industry. This unfolding change further reinforces the core tenet of the state-driven regulatory model by ensuring that the Chinese government, not tech companies, reigns supreme over the digital economy in China.

Chapter 3 brings into view the third major model of digital regulation—the European rights-driven model. The chapter illustrates how the EU asserts its regulatory power in the name of upholding individual and collective rights, protecting democratic values, and ushering in a fair and human-centric digital society. To further these goals, the EU model distributes power away from large tech companies to smaller firms, internet users, and platform workers. The EU often refers to the “digital society of rights and values,” which, it claims, cannot be realized under the market-based model that permits the exploitation of personal data by tech companies, nor under the state-centric model that permits censorship and surveillance by governments. The EU further engrains those rights and values in binding regulatory instruments, reflecting its belief that digital transformation needs to be firmly anchored in the rule of law and democratic institutions. Despite the many benefits associated with the EU’s regulatory model, the chapter also addresses its shortcomings, including the common criticism that extensive regulation impedes innovation, thereby explaining the EU’s inability to date to produce tech companies akin to those that have emerged and thrived under American and Chinese regulatory models.

Part II (Chapters 4–6) turns to analyze conflicts that ensue when the three regulatory models collide in the international domain. Those conflicts manifest both as vertical battles, involving governments and tech companies, and as horizontal battles, involving the governments themselves. It starts by examining the difficult choices faced by tech companies caught between conflicting demands of different regulatory models, before moving to examine the US–China tech war and the evolving regulatory conflicts between the US and the EU.

Chapter 4 specifically examines how American and Chinese tech companies straddle between the market-driven and state-driven regulatory models as they fight vertical battles against the US and Chinese governments, facing increasingly irresolvable regulatory dilemmas. At worst, tech companies are forced to choose which of the models they comply with—while knowing that their compliance with one regulatory model is deemed to violate another. For example, a Chinese tech company listed in the US stock exchange cannot at the same time obey the US government’s request to disclose certain data and the Chinese government’s request not to disclose that same data. Similarly, US tech companies operating in China must acquiesce to the Chinese government’s demands to censor online content, which puts them directly at odds with the American regulatory model emphasizing free speech, and exposes them to criticism among US lawmakers, their US-based customers, and their own employees. These conflicts have grave implications for the companies involved but also for the broader digital economy, as they risk partially decoupling the leading tech ecosystems.

Chapter 5 shows how the individual vertical battles discussed in Chapter 4 are now evolving into a broader horizontal conflict between the US and China as the two digital powers are fighting for technological supremacy. Over the past few years, the US has taken a number of measures to restrict China’s access to strategic technologies, citing national security concerns. China is responding in kind, imposing extensive export and investment restrictions on US companies. This ongoing rivalry has also fueled a subsidy race as the US and China both seek to shore up their capabilities in critical technologies such as semiconductors. Other countries, including those in the EU, are also turning to industrial policy in the midst of the growing US–China tensions and unraveling global supply chains. As a result, the tech war risks entrenching techno-nationalism as a global norm. This can be seen as a victory for the Chinese state-driven model as governments are abandoning the US’s vision of an open, free, and global digital economy. The chapter predicts that the US–China conflict is likely to continue, even intensify. But it also shows how deeply intertwined supply chains and commercial pressures in both the US and China are likely to prevent a full decoupling of US and Chinese technological assets. As a result, the horizontal conflict will remain costly, yet will also feature elements of restraint, ultimately denying both satisfactory resolution and averting a complete balkanization of the digital economy.

Chapter 6 closes out Part II by discussing transatlantic regulatory battles, revealing how the US tech companies and the US government are in a much more tenuous position than widely understood. They have over the past years been fighting a two-front battle, not just with China, but also with Europe. One of the most notable areas of transatlantic disagreement relates to data protection, where the EU’s focus on fundamental rights clashes with the US’s focus on national security. This disagreement has become a major obstacle for data flows between the EU and the US. Other dominant conflicts revolve around antitrust policy and digital taxation, both realms where the US government has perceived the EU’s attempts to impose obligations on American tech giants as acts of digital protectionism. However, on many of these issues, the transatlantic gap seems to be gradually closing. The US is conceding that more regulation of the tech industry is needed and thus moving toward the European regulatory approach, paving the way for transatlantic rapprochement and cooperation. What gives an even greater impetus for bridging the remaining transatlantic differences is the EU and US’s shared concern about China’s rise and the impact of that rise on the future of liberal democracy. Both parties acknowledge that their policy differences seem manageable compared to China’s AI-powered mass surveillance, internet censorship, and government propaganda, all of which are antithetical to the values of democracy and freedom that the EU and the US have long embraced at home and championed abroad.

Part III (Chapters 7–9) extends the discussion from various bilateral battles between digital empires to a global battle that reaches across all continents. In addition to engaging in mutual rivalries, the US, China, and the EU each seek to expand their respective spheres of influence, looking to gain relative influence by shifting the global digital marketplace toward their competing norms and values. In reaching across jurisdictions, each is relying on different forms of influence, with the US leveraging its private power, China its infrastructure power, and the EU its regulatory power.

Chapter 7 examines how the US has exported its market-driven ideals primarily through the penetrating influence of its leading tech companies, which have shaped digital economies around the world through their business practices. Private tech companies have thus been key in not just defending the American market-driven ideals at home, but also in universalizing them through the often-unmitigated influence they exercise over the digital lives of internet users abroad. The US government has further paved the way for its companies’ global influence by actively promoting its “internet freedom agenda” as a key element of its foreign policy, urging governments around the world to commit to the economic and political freedoms that underlie the US regulatory model. However, the US model is now becoming a victim of its early success. The outsized influence of the US tech companies and their harmful practices are creating a backlash across jurisdictions. This growing resentment is further contributing to the decline of the US regulatory model and, with that, the dwindling of the influence of the values associated with the most powerful digital empire.

Chapter 8 turns to examine how China is gaining global influence by building digital infrastructures around the world. Country by country, Chinese tech companies—all with varying ties to the CCP—have built the physical components of digital infrastructures, provided critical telecommunications and electronic commerce (e-commerce) services, and supplied surveillance technologies along the Digital Silk Road. This chapter shows how Chinese tech companies have made inroads into numerous markets across Asia, Africa, and Latin America and even parts of Europe. China has also gradually assumed control of key positions in relevant international organizations involved in standard setting across technologies, further allowing the Chinese government to entrench its regulatory standards and surveillance practices—and, with that, its values—around the world. Many receiving countries have welcomed Chinese technologies and accompanying regulatory standards as a path toward digital sovereignty and development. For authoritarian governments, an additional motivation has been to gain access to surveillance technologies that they eagerly use toward illiberal ends. The chapter discusses the unease the US and its allies have regarding the growing sphere of China’s influence yet also acknowledges the difficulties they face in countering that influence.

Chapter 9 moves to examine how the EU has also wielded significant international influence through its digital regulations that have spread around the world. By adopting laws such as the GDPR, the EU often shapes the global business practices of leading tech companies, which often extend these EU regulations across their global business operations in an effort to standardize their products and services worldwide—a phenomenon known as the “Brussels Effect.” While the GDPR may be the posterchild of the EU’s global regulatory influence, this chapter shows how antitrust law, regulation of online content, and rules for emerging technologies such as artificial intelligence can be similarly exported through the Brussels Effect. European digital regulations have not only been incorporated into tech companies’ global business practices, but often ingrained in legislation by foreign governments. As democratic governments are turning away from the American market-driven model, they are increasingly embracing the European rights-driven model as an alternative way to govern their digital economies. At the same time, while many foreign stakeholders welcome the EU’s global regulatory power, others criticize the EU for engaging in regulatory imperialism and thus undermining the authority of governments to regulate their digital economies in accordance with their national interests and democratic preferences.

The conclusion asks whether the American, the Chinese, or the European regulatory model will prevail in their horizontal battles and quest for global influence, while simultaneously examining whether the tech companies or governments will ultimately triumph in their various vertical battles. It predicts that the European rights-driven regulatory model is likely to prevail over the American market-driven model within the democratic world. At the same time, the continuing appeal of the Chinese regulatory model limits the EU’s ability to entrench its norms and values outside of the democratic world. In addition, the EU model is haunted by the difficulties of enforcing its regulations against powerful tech companies, threatening to render its victory in the battle of values a hollow one. In this state of the world, the US needs to decide whether to align itself more closely with the European regulatory model—in part in response to a shift in domestic policy preferences and in part to contain China’s growing influence over the digital economy. If the US can be convinced that embracing the European rights-driven model will not impede innovation and compromise its technological progress, this choice to emulate the EU model will be easier to embrace. Ultimately, the most compelling argument for closer transatlantic alignment comes from a shared perception that the US and the EU both need to focus on the battle that matters the most: the battle that will be fought over the fate of liberal democracy. That battle will ultimately determine the soul of the digital economy, defining what kind of society we will live in for years and decades to come—a battle that neither the US nor the EU can afford to lose.


Part I

Digital Empires


1

The American Market-Driven Regulatory Model

the american market-driven regulatory model and the US tech giants that grew under its influence have provided the foundation for much of the global digital economy as it exists today. The US model, in particular, centers on protecting free speech, a free internet, and incentives to innovate. It is shaped by discernible techno-optimism, relentless pursuit of innovation, and uncompromised faith in markets as opposed to government regulation. Under this worldview, the internet is viewed as a source of economic prosperity and political freedom and as a tool for societal transformation and progress. The market-driven regulatory model places trust in tech companies’ ability to self-regulate and embraces a limited role for government. Proponents of this model argue that the government needs to step aside to maximize the private sector’s unfettered innovative zeal—except when it comes to protecting national security, including cybersecurity, where both the government and private sector play a role. This pro-market ethos is deeply embedded in the existing US regulatory framework, which consists of weakly enforced antitrust laws, an absence of a federal data privacy law, and permissive content moderation rules that shield tech companies from liability, leaving them free to decide whether or not to remove certain harmful content from their platforms.

The origins of the American market-driven regulatory model can be traced to California: not only the home of pathbreaking technological innovations, but also certain countercultural ideals that shaped the internet revolution and championed internet freedom.1 Most of today’s leading tech giants, including Apple, Google, and Meta, hail from California. A thriving venture capital (VC) industry, characterized by risk-seeking investors pursuing rare but, when successful, astronomical awards, have fueled these companies’ innovations.2 These VC investors, enthralled by audacious innovations and “lust for riches,” have channeled both capital and talented employees into countless tech startups, incubating a fertile tech industry and establishing California’s—and in particular Silicon Valley’s—preeminence in the global digital economy.3 Silicon Valley’s tech companies have benefited from unparalleled access to engineering talent, in no small part thanks to their proximity to the thriving research cluster built around Stanford University.4 Stanford has invested heavily in science and engineering research, and cultivated close contacts with the technology industry, including by building a large research park around its campus. Stanford itself has benefited from extensive federal research grants and military contracts, further amplifying its scale advantages.

However, the techno-libertarian thinking that has emanated from California has not been shaped by the Silicon Valley engineers, the startup founders, the venture capitalists, or Stanford University alone. Instead, it stems from diverse communities knit together by their shared optimism about technology. Richard Barbrook and Andy Cameron have described the ethos behind the rise of the American internet economy as a reflection of a distinct “Californian ideology,” in that it combines the “freewheeling spirit of the hippies” and the “entrepreneurial zeal of the yuppies.”5 These different West Coast communities—writers, artists, hackers, community media activists, and capitalists—shared a profound faith in the “emancipatory potential” embedded in information technologies.6 Given its diverse foundation, the American market-driven model thus extends beyond traditional neoliberal thinking. It blends the cultural bohemianism of San Francisco with the high-tech industries invented in Silicon Valley, bringing together these seemingly different worldviews under a shared rubric of profound techno-optimism.

These early techno-libertarians found common purpose reaching across the political spectrum. These varied groups were united in their goals by their distrust of authorities, hierarchies, and government, and coalesced around the idea that technology allows them to transcend the existing dominant institutions.7 For the left-leaning techno-libertarians, technology offered a way to empower individuals and community activists at the expense of corporate and bureaucratic elites.8 Several prominent scholars, including Yochai Benkler, and influential NGOs, such the Electronic Frontier Foundation, advanced their techno-optimist argument from the political left, emphasizing the internet’s potential to enhance individual freedom and civil liberties.9 For the right-leaning proponents of the market-driven model, technology presented the opportunity to weaken big government and entrench their laissez faire ideology by reducing the power of the nation state, fueling competition, and empowering technology entrepreneurs.10 Even though the early days of the internet combined left and right ideologies under a shared Californian ideology, the free-market ideology has subsequently come to transcend the original countercultural roots of the market-driven model as the internet has further commercialized.11

Even with its faith in markets and reliance on venture capital, there is more to the American techno-libertarian spirit than sheer profit-making. Scholars studying Silicon Valley’s culture emphasize its meritocratic mindset and the ability to reward creativity, individualism, and risk-taking.12 But what makes Silicon Valley truly special, they argue, is its tech entrepreneurs’ innovative zeal that often goes beyond the desire to make money. Many West Coast insiders of the tech community emphasize American tech entrepreneurs’ aspiration to “change the world” through revolutionary technologies. Often, these entrepreneurs consider themselves as “revolutionaries” and “visionaries” engaged in remaking the world through technology.13 This distinct Silicon Valley mentality can be contrasted with that of Chinese tech entrepreneurs in Shenzhen, which is China’s hub for technology innovations and manufacturing. In Shenzhen, the Silicon Valley’s dual motivation—making money while changing the world—is reduced to the first motivation—making money. Kai-Fu Lee, a prominent Chinese technology investor and the former president of Google China, describes Chinese tech entrepreneurs as market-driven individuals whose goal is to get rich. Unlike many of Silicon Valley’s leaders, the Chinese tech entrepreneurs did not have the luxury of growing up having their parents encourage them to think how they might change the world. These individuals are often a mere generation away from severe poverty and were raised with a single-minded focus on survival.14 Silicon Valley’s dual motivational structure and certain idealism are therefore seen as a quintessential product of its distinct mindset and hence part of the American techno-libertarian ethos.15

This chapter outlines the main tenets of the American market-driven regulatory model, a model that emerged out of these techno-libertarian origins. It explains how this model developed around a skepticism of government regulation and a fear that such regulation hinders innovation and reduces economic growth. Next, the chapter turns from this economic rationale for limited government intervention to the political rationale for keeping the government at bay. According to this view, the internet must be the bastion of free speech. Only by defending free speech and condemning censorship can the internet advance individual freedom and democracy. Both these freedoms—economic and political—have also been deeply engrained in law, enjoying the full backing of every branch of the US government, and further entrenching self-regulation as the norm in the US. However, despite its faith in markets, the market-driven regulatory model has accommodated a prominent role for the government in funding several key innovations. Since the onset of the US–China tech war, the US government has also assumed greater control over the tech industry as the country’s national security and technological self-sufficiency have gained new salience in policymaking. These examples reveal how the US model is hardly absolutist in its market-driven commitments but also accommodates state intervention when viewed as necessary to ensure technological progress or fulfill other policy goals. As this chapter shows, there has also been a notable recent turn in the public conversation about the digital economy in the US. The general public and political leaders alike are starting to question the virtues of the free internet and the outsized role of the largest tech companies in ordering the American economy and society. This chapter delves into this criticism of the market-driven regulatory model, revealing how it is pushing the US toward a potentially larger rethink of the techno-libertarian foundations of its regulatory model, and its suitability to address the challenges of today’s digital economy.

Markets Outperform Government Regulation

The early internet pioneers in California took an extreme view against regulation, arguing that regulation was both undesirable and unfeasible. According to this view, the internet should be a self-ordering space that writes its own rules without government interference. Only when left alone can the internet deliver its full potential. At the 1996 World Economic Forum meeting in Davos, John Perry Barlow, the founder of the Electronic Frontier Foundation, published “A Declaration of the Independence of the Cyberspace,” which captured the core tenet of the internet freedom agenda.16 In the Declaration, Barlow declares the cyberspace to be its own “global social space” that is independent from government “tyranny.” National governments have no moral right or legal authority to impose their laws on this space that is detached from state sovereignty, Barlow proclaims. The internet is a self-ordering place that forms its own social contract and sets its own rules. Barlow also advances a view that is optimistic and empowering. Capturing the emancipatory spirit of the Californian ideology, he describes the cyberspace as “a world that all may enter without privilege or prejudice” and as a place that is “more humane and fair than the world your governments have made before.”

The Declaration advances a vision that the internet cannot, and should not, be regulated. Numerous scholars, commentators, and political leaders have since endorsed this view, and it is a perspective that has played an important role in shaping the American regulatory model.17 There are several strands to these anti-regulation arguments. The first argument is that cyberspace is different from the real world and hence by its very nature eludes government control. In the early years of the internet, the Clinton administration largely subscribed to this view that controlling the internet is “impossible,”18 or, as President Clinton famously put it in 2000, any attempt to regulate it was “like trying to nail Jell-O to the wall.”19 Second, even if the internet in theory could be regulated, an attempt to do so would be ill-advised, even illegitimate. Some commentators argue that the government is too slow to regulate fast-developing technologies, making such regulation ineffective to address any problems that may emerge in cyberspace.20 Private parties are better positioned to develop responsive, adaptive, and flexible norms that govern the online world.21 Critics also argue against regulation on the grounds that territoriality-based government regulation is ill-suited for the borderless internet.22 Any nation’s attempt to exercise jurisdiction over cyberspace would inevitably have undesirable spillover effects in other jurisdictions, resulting in jurisdictional conflicts and excessive regulation, in addition to being by its nature anti-democratic.23

Others have refuted the argument that the internet cannot be regulated. Lawrence Lessig has written against the idea that cyberspace is immune from control. Instead, he argues that cyberspace is governed and controlled by code—the internet’s underlying architecture—written by programmers coding websites and other software. This code instructs the technology to perform a certain way. According to Lessig, how this code is written determines whether cyberspace is a space for freedom or oppressive control. This view maintains that “code is law,” which makes it crucial that policymakers and citizens influence the values that the code embodies.24 Jack Goldsmith has offered another early critique of the view that the internet by its very nature does not lend itself to regulation.25 He refutes the argument that cyberspace activity is fundamentally different from the activity taking place in the real world.26 Even in the offline world, people from one territorial jurisdiction frequently transact with people from another territorial jurisdiction, and existing laws are capable of handling such multijurisdictional regulatory problems. Also, while spillover effects of cyberspace regulation are common, so are the spillover effects of the cyberspace activity itself.27 This adds legitimacy to government efforts to regulate any online activity that produces effects in their respective jurisdictions.28

Even if one accepts that regulation of cyberspace is feasible, an ideological disagreement remains over the optimal amount of regulation. The market-driven regulatory model rests on an idea that even if governments had the ability and the legal authority to regulate, they should take a backseat and make space for self-regulation. According to this view, cyberspace lends itself particularly well for self-governance.29 First, the digital economy is characterized by easy access to information, which promotes fair bargaining between all parties. Digital communication lowers transaction costs, further facilitating private contracting across all online transactions. Second, entry and exit are near costless, making it easy for parties to switch across internet service providers and hence opt in and out of rules that correspond to their preferences. This view assumes an online space where different internet service providers tailor their products and services to differing consumer preferences. For example, some online platforms may permit offensive language while others may ban it. The internet user can then choose the service that corresponds to that user’s preferences on the optimal boundaries of free speech.30 This characterization of the online marketplace rests on an idea of almost limitless consumer choice as well as efficient and highly competitive markets that call for little government involvement—an assumption that recently has come under increasing criticism, as discussed further below.31

A key argument for relying on free markets and limiting regulatory intervention has been the belief that this policy approach best supports innovation and economic growth.32 From this perspective, when the government stays out of the way, it will not dampen the innovative zeal of the entrepreneurs. Venture capital will identify winners better than governments, allowing for the most innovative companies to thrive. Regulation is viewed as an impediment to innovation as excessive regulation increases costs and further constrains the behavior of innovators. Of course, even the proponents of free markets concede that markets are not perfect and private companies do not always get it right. For example, many Americans acknowledge the problems associated with the massive extraction of personal data by large tech companies, such as Google and Meta. However, their conclusion has often been that, in choosing between the two evils, the government should be feared more than the corporations.33 Violation of privacy is seen as an inevitable side effect of doing business. Or, as Scott McNealy, the CEO and cofounder of Sun Microsystems, stated back in 1999: “You have zero privacy anyway. Get over it.”34 Even while boundaries of data privacy may be transgressed by the tech companies and their data-driven business practices, many retort that the “bigger concern is the government” and that markets are likely to eventually solve the problem anyway.35 A more interventionist regulatory approach, this argument suggests, would not only risk curtailing these key freedoms but also constrain the entrepreneurial zeal and innovative drive of platform companies that have generated tremendous wealth and driven new innovations.36

Among those who advocate for the market-driven model, many espouse a view that regulation should be strictly confined to addressing market failures. Yet the most ardent techno-libertarians do not see the need for regulation even where markets fail. Instead, they present technology as the solution wherever technology is a problem.37 If harmful speech appears online, tech companies will develop technologies to filter such speech. If internet users worry about privacy, tech companies will develop technologies that preserve user privacy. Government regulation is rarely the solution—technology is. According to this view, when technology is harnessed to address any regulatory challenges, several benefits will ensue.38 For one, while law often offers a singular solution, technological remedies can better respond to the different perceptions of the problem and the plurality of the views held by internet users. Second, they can be deployed more nimbly, making these market-based remedies more responsive to evolving technologies as well as changing business and social practices. Technological remedies can also deploy the vast resources of the private sector, harnessing the expertise of tech companies with deep knowledge of the technologies they have generated in the first place. In contrast, government regulation would often consist of a single solution, deployed with a delay, and implemented with limited knowledge and resources.

This faith in self-regulation as a core tenet of the American regulatory model sets it apart from the European rights-driven regulatory model, where the government, not the tech companies, is in charge of solving regulatory problems. Apple’s development of a technological solution to eradicate child sexual abuse from its phones illustrates this contrast between the two models well. In 2021, Apple announced that it had developed a new technology called neuralMatch that is designed to scan child sexual abuse imagery in iPhones.39 The technology would alert a team of human reviewers if illegal images are detected, and the reviewers would then pass the information to law enforcement after verification. This feature is part of Apple’s new child protection systems, which the company had planned to introduce first in the US alongside the release of its iOS 15 phone. While some privacy advocates have expressed concern that this technology paves the way for broader surveillance practices—which is why Apple has, for now, postponed the introduction of the technology—others hailed the company’s commitment to deploying technology to solve online harms that governments have tried to regulate with only moderate success.40 Apple’s efforts to find a way to ensure that its products are not being used for illegal activity—even in the absence of a legal requirement to do so—is an example of self-regulation that the US model encourages. In comparison, in 2022, the European Commission proposed new legislation that, if adopted, will oblige tech companies to detect, report, and delete any child sexual abuse material from their platforms.41 These two examples involving self-regulation by Apple on the one hand, and government regulation by the Commission on the other, reveal in a concrete way the distinctiveness of the American regulatory model, which believes that tech companies—not governments—should lead the way in regulating the digital economy.

A Free Internet Advances Freedom and Democracy

Inherent in the American market-driven regulatory model is also the idea that government intervention not only compromises the efficient operation of markets, but also undermines individual liberty. Thus, while the US’s commitment to innovation and growth provides an economic rationale to argue against government intervention, its commitment to individual liberty and freedom is often invoked as a political reason to limit government interference. This is seen as central to vibrant democratic society characterized by free speech and the engagement of diverse voices in public conversation and civic life. One of the core beliefs underlying the market-driven model is its faith in technology as an instrument to advance democracy. Among the internet pioneers in California, technology was viewed as offering a path toward individual freedom and an elevated state of participatory democracy. In the early days of the internet economy, the techno-optimists believed that these technologies would create an “electronic agora,” a virtual place for everyone to express their opinions free of censorship or the mediating influence of the government and corporations.42 What fueled their optimism was the idea that a direct democracy within all institutions was within reach.

The internet’s potential to advance democracy also informed US government policy across different administrations. Ira Magaziner, Chief Policy Advisor to President Clinton, delivered a speech at The Progress & Freedom Foundation’s annual summit on Cyberspace and the American Dream in 1998, in which he described the internet as “a force for the promotion of democracy,” explaining how “dictatorship depends upon the control of the flow of information.” Magaziner suggested that, with access to the internet, people around the world can gain access to information, which allows them to “participate fully in the democratic process.” This led him to conclude that the internet has “tremendous potential for promoting individual freedom and individual empowerment.”43 Over the subsequent decades, this idea of democracy-enhancing properties of technology has persisted. In her famous 2010 speech on internet freedom, then-Secretary of State Hillary Clinton emphasized how technologies can transform societies. In her words, “online organizing has been a critical tool for advancing democracy and enabling citizens to protest suspicious election results. And even in established democracies like the United States, we’ve seen the power of these tools to change history.”44 This belief in the internet’s potential to advance democracy and freedoms abroad has also been central to the US’s foreign policy agenda, as discussed in Chapter 7.

Few would dispute that the wide dissemination of digital technologies has empowered individuals, giving them new economic, political, and cultural opportunities. As billions of people around the world have gained access to the internet, their ability to access information, transact professionally, and connect personally has expanded. In a best-case scenario, this more democratized access to conversations and opportunities should also usher in a more inclusive democracy that empowers the voiceless and diminishes the importance of elite referees—whether established media or political parties—that have traditionally controlled access to public space and political conversations.45 The internet’s ability to enable community organizing and to change history, as Secretary Clinton suggested, has also been vividly illustrated in some recent social movements that have gained visibility online and shifted national, even international, conversation about the need for social justice and change. For example, it took less than a year for the hashtag #MeToo to be shared over 19 million times globally, contributing to the social movement against sexual harassment.46 The hashtag #BlackLivesMatter was being shared on average 3.8 million times a day in the period following the brutal killing of an unarmed black man, George Floyd, at the hands of a white police officer in May 2020.47 These examples reveal how social media campaigns can be effective in elevating the political salience of issues and paving the way for social and political reforms.

The US regulatory model rests on a belief that the internet contributes to vibrant democracy by fostering public debate and elevating diverse voices. The internet can amplify freedom of speech, which again can amplify democratic discourse, the techno-libertarian argument goes. The US’s commitment to free speech is one the country’s defining values. The First Amendment of the US Constitution codifies this freedom, and the courts have defended it vigorously ever since. It is this unyielding commitment to free speech—together with a firm belief that the internet ought to be a bastion of such speech—that most sets the American market-driven regulatory model apart from the Chinese state-driven regulatory model, which views online censorship as necessary to maintain an orderly society. But the US model also departs from that of the EU in its approach toward online speech even while both Europeans and Americans consider free speech to be a fundamental right. The protection of free speech in the US rests on a notion of a “marketplace of ideas,” which emphasizes the societal benefit of preserving an uninhibited environment where all ideas can be voiced without government censorship or control.48 As a result, the US is prepared to defend free speech even in instances where the EU is prepared to restrict it, protecting even hateful speech or repulsive ideas that, under the European regulatory model, are seen as compromising individual dignity and leading to societal harm that the government needs to address. In contrast, under the American regulatory model, there is a guiding belief that as long as this marketplace of ideas remains free, truth will ultimately emerge and prevail. This freedom of speech also serves democratic culture through deliberation and participation. These opportunities for participation can be magnified through digital technologies, providing a strong political argument for a free internet leading the way toward a more robust and inclusive democracy. This understanding of technology’s relationship to democracy has remained a lodestar for the American market-driven regulatory model.

Codifying the Free-Market Ethos in Law

This market-driven ethos underlying the American regulatory model is codified in statutes and court judgments, thus illustrating that the ideas around economic and political freedom have enjoyed the full backing of the US government. This way, the roots of the market-driven model can be traced not only to Silicon Valley but also to Washington, DC. Since the 1990s, all branches of the US government—Congress, the Executive branch, and the courts—have been reinforcing the market-driven regulatory model by enacting and interpreting the US Constitution and various statutes in ways that have enhanced the private power of the tech companies at the expense of the government.49 This reflects a widely held view that the government ought to set the tech companies free to innovate in order to maximize the country’s economic growth. Thus, since the early years of the digital revolution, the tech companies and the US government have largely acted in unison toward upholding the same vision of an unregulated, innovative, market-driven digital economy.

How Congress Liberated Tech Companies with Section 230 of the Communications Decency Act

Congress deserves much of the credit—or, as some would argue, much of the blame—for setting the tone that underpins the deregulatory architecture of today’s digital economy. No other law better captures the spirit of the American market-driven regulatory model than Section 230 of the Communications Decency Act (CDA) of 1996.50 This law provides immunity for online intermediaries, precluding these companies from being held legally liable for any third-party content that they host on their platforms. For example, YouTube cannot be held responsible when a user uploads a video that promotes violence, and Meta cannot be accused of defamation when a Facebook user posts a libelous comment about someone on that platform. At the same time, if YouTube chose to take the illegal video down or Meta chose to remove the defamatory post, these companies would be free to do so without a fear that they are violating the user’s free speech rights. The assumption underlying this liability shield is that these platforms are not considered publishers of the content, which relieves them of certain legal obligations. This immunity that runs both ways—protecting platforms’ action and inaction alike—has been viewed as essential for online services to grow and flourish. It has even led some commentators to describe Section 230 as “the law that matters most for speech on the Web.”51

Congress enacted Section 230 in response to a concern that arose in 1995 when the New York Supreme Court ruled in the case of Stratton Oakmont v. Prodigy that Prodigy, an internet service provider that hosted online bulletin boards, was held liable for defamatory postings on those bulletin boards.52 At the time, Prodigy had two million subscribers and it received 60,000 postings a day, which was far too many for the company to review systematically. However, by engaging in content moderation and deleting many offensive messages, the court found that Prodigy had assumed the role of a “publisher,” which made the company responsible for defamatory postings published on its site. Thus, an attempt to moderate some posts led the company to be held liable for all posts. To avoid liability, Prodigy would have had to give up moderating altogether and simply act as a blind host of third-party posts. Several members of Congress reacted to the court decision with alarm. To preserve tech companies’ incentives to develop new, innovative, and beneficial services—including moderator tools, as Prodigy had done—Congress moved to shield these companies from liability, claiming this was necessary to ensure the internet could serve its users and continue to flourish.53

The contested Stratton Oakmont decision thus provided the impetus for Congress to enact the CDA in 1995, which became the first piece of legislation to regulate online speech in the US.54 This law regulated obscenity and indecency and made it illegal to knowingly expose minors to such content online.55 It was introduced alongside a sweeping bill to update the Telecommunications Act of 1934.56 During the passage of the bill, Representatives Chris Cox and Ron Wyden introduced an amendment to the CDA that would end up becoming Section 230.57 The bipartisan Cox-Wyden Amendment was specifically designed to overrule Stratton-Oakmont v. Prodigy and ensure that internet service providers would not be treated as publishers of third-party content, thus distinguishing online services from publications such as newspapers that are held accountable for the content they print. According to Representative Cox, the amendment was designed to serve two purposes. First, it would protect online service providers from liability in instances where they decide to remove indecent and offensive material for their customers. Second, “it will establish as the policy of the United States that we do not wish to have content regulation by the Federal Government of what is on the Internet.”58

A key goal of Section 230 was to vest private parties, such as parents or internet service providers, with the authority to regulate offensive content, rather than have the Federal Communications Commission regulate such content.59 According to Representatives Cox and Wyden, parents and families were better suited than “government bureaucrats” to protect children online, which is why it was important that internet service providers such as Prodigy remained free to develop tools to help these customers determine the content they see.60 The fear was that too much government regulation would prevent the market from coming up with innovative solutions or undermine the internet as “a forum for a true diversity of political discourse” that flourishes with a minimum of government regulation.61 Representatives Cox and Wyden stated this unambiguously when clarifying that “our intent in writing this law was to keep the [Federal Communications Commission] out of the business of regulating websites, content moderation policies, and the content of speech on the internet.”62 This vision was firmly enshrined in Section 230, which states that “it is the policy of the United States . . . to preserve the vibrant and competitive free market that presently exists for the Internet and other interactive computer services, unfettered by Federal or State regulation.”63

In shielding online platforms from legal liability and by encouraging self-regulation, Section 230 captures the core philosophy of the American market-driven regulatory model. While it is the hallmark of Congress’s attempts to codify the free market and free speech ideas into the US’s digital legislation, this same philosophy has also guided many other legislative acts and proposals in Congress. The 1998 Digital Millennium Copyright Act, for example, shields internet service providers from liability with respect to copyright-infringing material posted on their platforms as long as these companies follow certain policies, including taking down illegal content once requested to do so by the copyright owner.64 Other laws introduced in Congress largely embody this same spirit of minimalist regulation in the name of innovation and technological progress. When Representative William Tauzin introduced the Internet Protection Act of 1997, he emphasized the need to support efficient technological innovation and deployment of information technology services. This, according to Tauzin, required the US to “rely on private initiative and to avoid, to the maximum extent possible, government restriction or supervision of such services.”65 Two years later, Senator John McCain struck a similar tone in introducing the Internet Regulatory Freedom Act, designed to “prohibit the FCC and state commissions from regulating . . . Internet access or online services.”66 The Children’s Online Privacy Protection Act (COPPA) of 1998,67 which has been described as the “first US privacy law written for the Internet,” enhances data protections for children under the age of thirteen, including calling for website operators to publish a privacy policy and seek parental consent in some instances. Yet even COPPA allows for companies to request the FTC’s approval of self-regulatory guidelines to govern their compliance, showing how Congress’s legislative activity has been guided by its pro-market instincts.68

What Congress has not done in terms of legislation is perhaps even more telling than what it has done to regulate the digital economy. Even as most countries in the world have adopted laws to regulate data privacy, no comprehensive federal privacy law has emerged from Congress. Congress has also not updated its age-old antitrust statutes that, according to many, are ill-suited to address the problems of today’s digital economy. Nor has Congress acted to regulate artificial intelligence, protect the rights of gig workers, or imposed obligations on platforms to share revenue with creators of copyright-protected content. This bare-bones US legislative framework stands in stark contrast to the EU institutions, which have legislated extensively across these and many other domains of the digital economy, as discussed in Chapter 3. Over the past few years, several members of Congress have started to question the idea that free markets and self-regulation best serve today’s digital economy. Several bills calling for more governmental oversight are pending in both the House of Representatives and the Senate, as will be discussed below. However, the partisan gridlock has ensured that Congress has failed to harness the needed political consensus to pass any such proposed legislation to date. Thus, Congress—through its inaction—continues to sustain the market-driven regulatory model as the foundation of the digital economy even today.

Tech Companies Protected by the Courts: Judicial Interpretation of Section 230

While Congress played a key role in setting tech companies free by legislating Section 230, the US judiciary has been crucial in protecting, and even expanding, the freedoms embedded in that legislation. US courts have upheld both the content and rationale behind Section 230’s two-way liability shield, including in a famous case Zeran v. America Online, Inc., which was decided by a US federal court in 1997.69 The Zeran case concerned AOL’s liability over defamatory statements a third party had posted on AOL’s message board. The court upheld AOL’s Section 230 immunity, highlighting the need to protect “freedom of speech in the new and burgeoning internet medium” and noting how imposing liability on AOL would constitute “intrusive government regulation of speech.”70 In interpreting Section 230 immunity and the congressional intent behind it, the court emphasized two key objectives: first, Section 230 incentivizes the platforms to filter obscenity and other offensive material without the fear of liability. Second, it encourages “unfettered and unregulated development of free speech on the Internet,” which allows the internet economy and e-commerce to develop.71

The US Supreme Court has also endorsed strong free speech norms in its jurisprudence. Shortly after the CDA was adopted, advocates of internet freedom as well as representatives of the tech industry challenged certain provisions of the CDA on the grounds that it violated free speech rights guaranteed by the First Amendment of the US Constitution.72 The contested provisions were intended to protect minors from unsuitable internet material and criminalized the intentional transmission of “obscene or indecent” or offensive sexual messages. In 1997, the case reached the US Supreme Court, which struck down the CDA’s anti-decency provisions in Reno v. American Civil Liberties Union.73 In invalidating the law, the Court held that the CDA placed an “unacceptably heavy burden on protected speech” that “threaten[ed] to torch a large segment of the Internet community.”74 The Court also wrote that “the interest in encouraging freedom of expression in a democratic society outweighs any theoretical but unproven benefit of censorship.”75 The Court left Section 230’s liability shield untouched and used the ruling as the opportunity to portray the internet as a virtual town square where speech of any kind contributes to democratic discourse.

The Supreme Court has maintained a similar tone even in its recent rulings, extending its defense of the internet as a bastion of free speech to the modern era of the digital economy where the value of free speech online has become more contested. For example, in Packingham v. North Carolina,76 decided in 2017, the Supreme Court struck down a statute that permitted a state to prohibit a person convicted of a sex crime from accessing social media. In invalidating the contested statute, the Supreme Court issued a sweeping ruling where it compared online platforms to a modern public park or town square, thus portraying platforms as quasi-state actors that should be limited by the First Amendment from using their power to silence citizens. According to the Court, “a fundamental principle of the First Amendment is that all persons have access to places where they can speak and listen.”77 The Court then went on to rule that the most important place for the exchange of views today is “cyberspace—the ‘vast democratic forums of the Internet’ in general, and social media in particular.”78 By prohibiting sex offenders from using social media, these individuals were prevented from “speaking and listening in the modern public square,” and were thus stripped of the “most powerful mechanisms available to a private citizen to make his or her voice heard.”79 In writing for the majority, Justice Kennedy acknowledged that the impact of the internet on speech was not fully understood and that it might someday even be used for “anti-social ends.”80 However, according to Justice Kennedy, “until then, extreme caution was in order so the Internet’s democratic potential could be realized.”81 This suggests that even today—with ample evidence of the internet being deployed for “anti-social ends”—for the US Supreme Court, the internet remains a stronghold of free speech that amplifies, not undermines, democracy. The US courts’ steadfast defense of internet freedoms in this and earlier cases reveals how the judiciary has repeatedly lent its legitimacy to the free-market ethos that underlies the US regulatory model, thus contributing to the model’s influence and endurance.

The Executive’s Commitment to Internet Freedoms

Like the legislative and judicial branches of the US government, the Executive branch has embraced the market-driven regulatory model, advocating very similar policies as Congress in shielding the tech industry from extensive regulation. The Clinton administration, which oversaw the critical period of commercializing the internet, promoted nonregulation as the governing principle for the internet.82 However, the early years of the Clinton presidency might be characterized as reflecting a more ambivalent stand as the administration was straddling its commitment to nonregulation with the need to ensure law enforcement’s access to electronic devices. In 1994, the White House announced its endorsement of a “clipper chip,” which was an encryption device developed by the US National Security Agency that contained a back door for law enforcement officials to break encryption and thus access voice and data transmissions in electronic devices. However, extensive criticism of the clipper chip led the Clinton administration to back down and more unequivocally embrace self-regulation as the heart of the American regulatory model.83

A 1997 policy document released by the Clinton administration—A Framework for Global Electronic Commerce—reflects this commitment to self-regulation.84 This strategy document outlined the US policy orientation toward e-commerce, emphasizing the benefits of a market-oriented approach over government regulation. In describing the framework, Ira Magaziner, Chief Policy Advisor to President Clinton at the time, stressed how “competition and individual choice should be the watchwords of the new digital economy.” Rules for the digital economy should therefore be set by private parties and multistakeholder groups, not the government.85 President Clinton himself endorsed this market-oriented approach to e-commerce in a memorandum sent to the heads of executive departments and agencies in 1997. He emphasized the “unique nature” of the internet and how, “for electronic commerce to flourish, the private sector must lead. Therefore, the Federal Government should encourage industry self-regulation wherever appropriate and support private-sector efforts to develop technology and practices that facilitate the growth and success of the Internet.”86 He further stressed that the government should exercise restraint and avoid imposing unnecessary regulations, taxes, or tariffs on internet-based commercial activities.

This techno-optimist view reflects the prevailing political climate in the 1990s—a key decade when the internet was commercialized. That decade was also a heyday of globalization and deregulation. This era informed the views of the policymakers and the public alike, further institutionalizing the market-driven regulatory model as the norm in the US. Regulation skeptics pointed to the recently deregulated telecommunications industry, which showed that deregulated companies performed better than government-owned firms.87 This lent additional support to the view that the private sector outperforms the government. The main concern was to avoid any harm that government might cause at a time when the world was on the brink of a new technological revolution.

This free-market dogma has continued from the 1990s into subsequent decades, characterizing the Bush and Obama administrations alike. The Bush administration’s 2003 “National Strategy to Secure Cyberspace” advocated for the market-driven regulatory approach, stating how “our traditions of federalism and limited government require that organizations outside the federal government take the lead in many of these efforts.”88 This market-driven policy orientation necessitated that action by the federal government in this area was “only justified when the benefits of intervention outweigh the associated costs. This standard is especially important in cases where there are viable private sector solutions.”89 The Obama administration continued to emphasize the benefits of free markets, free speech, and the important role of the private sector in internet governance. The administration’s 2011 International Strategy for Cyberspace identified the promotion of open markets as a policy priority, explaining that “Competition in these markets drives innovation, while a free-trade environment enables manufacturers to keep prices competitive and standards high . . . The United States will work to sustain that free-trade environment, particularly in support of the high-tech sector, to ensure future innovation.”90 His administration also remained skeptical of regulating the internet on grounds that any such effort could lead to harmful censorship. For example, it opposed the 2011 Stop Online Piracy Act (SOPA)—a proposed piece of legislation intended to combat online piracy—citing fears that an attempt to fight online piracy risked censoring lawful activity online.91 The Obama administration further highlighted the important contribution of the private sector in governing the digital economy. The 2011 strategy included an ongoing commitment to its partnerships with the tech industry in internet governance, which it viewed as “essential to upholding its multi-stakeholder character.”92

In a stark policy reversal, however, the interests of the US government and the US tech companies began to diverge during the Trump administration. President Trump, who was often seen as governing via social media platforms like Twitter, turned against the tech companies after he felt that these companies had turned against him. For example, after Twitter added fact check warnings to his tweets,93 President Trump threatened to institute policies comparable to those deployed by authoritarian regimes, suggesting that he had the power to shut down social media or the internet to protect US national security.94 In the name of protecting free speech and preventing online censorship, President Trump sought to root out the conservative bias that social media companies were allegedly harboring by issuing a 2020 executive order.95 The executive order referred to US tech companies engaging in “selective censorship that is harming our national discourse” and sought to mandate them to carry certain political speech, thus interfering in these platforms’ right to decide on what kind of content they host—something traditionally seen as an important part of their freedom.96 Thus, what President Trump labelled as a defense of free speech, his critics viewed as an attack on the free press and media. President Trump’s efforts to discipline social media companies may have driven a wedge between the US government and its leading tech companies, but those efforts fell short of overhauling the market-driven regulatory model as a hallmark for governing the digital economy in the US.

The Stickiness of the Free-Market Ethos in American Law

The free-market, anti-statist policy has been the cornerstone of the US regulatory approach toward the digital economy until recently, enjoying support at the highest levels of the US government. This philosophy has been deeply entrenched in existing legal frameworks and actual government policy, most notoriously in defending the liability shield under Section 230. Courts have repeatedly struck down legal challenges that would erode the core protections that tech companies enjoy under the CDA, and Congress has refused to adopt legislation that would dilute those protections. Thus, Section 230 remains the crown jewel of the US’s market-driven regulatory model to this day. Congress’s and the courts’ tendency to default to free speech and refrain from regulating online content likely reflects their habit of seeing digital regulation primarily through the lens of First Amendment law and ideology that is pervasive in American legal culture. Any attempt to regulate online speech remains vulnerable to a legal challenge under the First Amendment, reinforcing Congress’s deregulatory instinct over content moderation. First Amendment principles are also guiding the US Supreme Court’s approach toward regulating the digital economy. If anything, the Supreme Court has recently taken an even more libertarian turn in interpreting the First Amendment, delivering a set of rulings that weaponize the First Amendment to keep economic and social regulation at bay.97 Given the government’s hesitancy to depart from this free speech orthodoxy, online platforms are largely left in charge, free to develop their own content moderation policies. However, even these companies’ policies tend to be written in the shadow of the First Amendment thinking that permeates their corporate policies.98 This entrenches free speech doctrine as the foundation of the American market-driven regulatory model.

These pro-market ideas have also penetrated US antitrust law, resulting in a light regulatory touch and contributing to highly concentrated technology markets. The leading technology companies—Amazon, Apple, Google, Meta, and Microsoft—have grown to dominate large swaths of the digital economy, controlling the market for e-commerce, smartphones, internet search, social media, online advertising, cloud services, and operating systems. These companies have also engaged in relentless merger activity, acquiring at least five hundred companies over the last decade and facing few regulatory constraints along the way.99 As a manifestation of its commitment to the market-driven regulatory model, the US government has let all these mergers proceed unchallenged. The US antitrust agencies have also chosen not to deploy their powers to challenge the monopolistic behavior of these companies, bringing no cases since the US Department of Justice (DOJ) sued Microsoft in 1998.100 Not until late 2020—over two decades since the antitrust challenge against Microsoft—did the DOJ and the Federal Trade Commission (FTC) bring antitrust suits against Google and Meta, respectively.101 However, as explained below, it is not clear if the US judiciary is prepared to abandon its long-held commitment to market-driven principles that have defined US antitrust regulation for the past fifty years.

Another area that is highly illustrative of the market-driven regulatory model relates to the US government’s approach to data privacy. The US is a global outlier in not having a federal privacy law, even as regulating data privacy has become a standard feature of legal regimes around the world.102 President Obama sought to regulate privacy but was ultimately unsuccessful in persuading Congress to act. In 2012, the Obama administration unveiled a Consumer Privacy Bill of Rights as part of a comprehensive blueprint to protect individual privacy rights and give users more control over how their information is handled.103 This initiative, by giving users new legal and technical tools to safeguard their privacy, sought to protect all Americans from having their information misused. In defending the bill, President Obama emphasized its consistency with key values underlying the American market-driven regulatory model, noting how “as the Internet evolves, consumer trust is essential for the continued growth of the digital economy . . . By following this blueprint, companies, consumer advocates and policymakers can help protect consumers and ensure the Internet remains a platform for innovation and economic growth.”104 He also emphasized that consumer privacy is a basic American right, noting that privacy has been “at the heart of our democracy from its inception, and we need it now more than ever.”105 However, the Privacy Bill of Rights was attacked from all sides, and eventually failed to spur legislative action in Congress.106 Tech companies decried the bill, lamenting that it would lead to burdensome regulations, stifle innovation, and prevent their ability to develop new online services that could benefit consumers. At the same time, privacy advocates attacked the bill as weak, filled with loopholes that tech companies could exploit. Ultimately, Congress decided not to pursue this legislation, leaving US digital regulation firmly anchored in companies’ self-regulation and thus preserving the market-driven foundations of its regulatory model.107

Efforts to overturn the American free-market consensus in digital regulation have rarely been successful. One of the few legislative victories that ended up qualifying the Section 230 immunity was legislation designed to fight online sex trafficking known as the Allow States and Victims to Fight Online Sex Trafficking Act of 2017 or “FOSTA.” FOSTA was a response to Congress’s concern that Section 230 improperly shields certain online service providers, which are actively promoting criminal sex trafficking on their platforms. It was adopted in the aftermath of the 2016 decision in Doe v. Backpage.com, discussed further below, in which a US federal court ruled that a website called Backpage could not be held liable even though it knowingly facilitated criminal sex trafficking through its online service.108 FOSTA amends Section 230 by excluding from its liability shield internet service providers’ conduct that violates federal sex trafficking or criminal prostitution laws.109 FOSTA’s preamble clarifies Section 230 by noting that it “was never intended to provide legal protection to websites that unlawfully promote and facilitate prostitution and websites that facilitate traffickers in advertising the sale of unlawful sex acts with sex-trafficking victims.”110 However, FOSTA has been criticized for its lack of effectiveness and unintended adverse consequences. For example, a 2020 survey measuring the impact of FOSTA found that the law caused platforms to preemptively crack down on consensual sex workers as well, making their jobs more dangerous and difficult.111 By being able to advertise on websites such as Backpage.com, voluntary sex workers were able to develop their own customer base instead of relying on pimps to facilitate their encounters with customers. Thus, FOSTA was accused of pushing sex workers back to the streets, which made their work even more dangerous.112 Thus, even this modest curtailment of Section 230 liberties has had a mixed effect on its intended regulatory goals, at best, illustrating the difficulties associated with any attempt to readjust the market-driven foundations of the US digital economy.

How the US Has Begun to Rethink the Market-Driven Regulatory Model

The free-market ethos underlying the American regulatory model has shown its resilience over the years, guiding the policy-making across all branches of the US government. However, in recent years, an ever broader segment of American society has started to question the techno-libertarian foundations of the digital economy, and criticism of the market-driven regulatory model is growing. This emerging ideological shift acknowledges that the downsides of the US model have become too obvious to ignore in public discourse. Diverse voices—consisting of scholars, public intellectuals, journalists, civil society activists, small businesses, and, increasingly, political leaders—are raising concerns about the unmitigated power of the leading tech giants and the harmful impact these companies have on society. They point out how these companies have grown simply too big, possessing the kind of economic power and political influence that was unimaginable at the time the internet pioneers in California were dreaming of a new era of democracy, freedom, and societal progress enabled by technology. With dominant companies exploiting the marketplace, pressures to revive antitrust laws are growing. With every data privacy scandal that unfolds, critics are starting to wonder how these companies handle the users’ personal data that they control and monetize as their core business model. With rampant hate speech and other detrimental content online, calls are mounting to hold large platforms accountable for the speech they host on their platforms. In this economic and political climate, few today are prepared to defend the argument that the internet can be a self-ordering place where, left to their own devices, large technology companies will deliver economic progress and enhance freedom and democracy.

Platform immunity and unregulated cyberspace are concepts that are no longer endorsed unequivocally by scholars, politicians, citizens—or even the by platforms themselves. Jack Balkin, who emphasized the internet’s democratizing potential in its early days,113 has tempered his optimism and acknowledged the dangers of private companies controlling online speech norms.114 Danielle Citron, who has been more critical throughout the years, is advocating greater “cyber civil rights” and calling for the Section 230 liability shield to be conditional on platforms having reasonable content moderation practices in place.115 Politics may also be gradually changing, potentially paving the way for tighter regulation of online speech. With its passing of the FOSTA legislation in 2018, the US Congress for the first time curtailed the Section 230 liability shield by lifting the immunity in instances where platforms and website operators knowingly hosted sex trafficking ads.116 Several critics in the US have begun to urge regulators to go further and rethink the Section 230 safe harbor,117 and many expect the Biden administration to take on this task.118 In 2019, Nancy Pelosi, Speaker of the US House of Representatives at the time, called for the tech industry to assume greater responsibility for online content, alluding to the idea that “it is not out of the question” that Section 230 immunity would be removed.119 This shift in political rhetoric reflects public opinion, which is turning against online platforms, including their toleration of hateful content.120

Congress is also holding hearings and deliberating bills that would revive antitrust laws, reflecting a realization that the market-driven regulatory model has delivered an economy of excessive concentration, where a few tech companies can abuse monopoly power that the lax regulatory framework has allowed them to accumulate. A 2020 House Antitrust Report contains a condemning assessment after a sixteen-month investigation into the sector, declaring that Amazon, Apple, Google, and Meta all engaged in forms of monopolistic behavior.121 In introducing their report, leading lawmakers described in their joint statement: “Our investigation leaves no doubt that there is a clear and compelling need for Congress and the antitrust enforcement agencies to take action that restores competition, improves innovation, and safeguards our democracy.”122 At the time of writing in 2022, there are several bills advancing in Congress seeking to impose tighter antitrust constraints on the larger tech companies, including the 2021 American Innovation and Choice Online Act.123 This bill would impose several constraints on large tech companies, including preventing them from misusing data to gain an unfair advantage over their rivals or manipulating search results to favor a search engine’s own products. The Executive branch is also finally deploying its existing powers to enforce existing antitrust laws, with the DOJ and the FTC challenging Google’s and Meta’s business practices via lawsuits brought in 2020.124 These lawsuits have been described as “the greatest threat yet to big tech.”125 A more robust approach toward antitrust enforcement against the tech companies has the full backing of President Biden. He appointed prominent tech critics Tim Wu, Lina Khan, and Jonathan Kanter to key antitrust positions in the White House, the FTC, and the DOJ, respectively. This suggests that the pressure is growing to rewrite the permissive antitrust doctrine either through legislative reform or through more robust enforcement of existing antitrust laws.

Lawmakers are also turning their sights on data privacy. Sensing the urgency to act, some individual states have gone ahead and enacted a GDPR-type state privacy law, not waiting for the federal government to act. Most prominently, California adopted the California Consumer Privacy Act in 2018, amending it with an even more rights-protecting California Privacy Rights Act in 2020.126 At the federal level, while President Obama’s proposed Privacy Bill of Rights went nowhere, it seems to have spurred other congressional proposals, including the Internet Bill of Rights and the CONSENT Act. The Internet Bill of Rights—proposed in 2018 by Representative Ro Khanna, whose California district is home to Apple, Intel, and Yahoo—builds on the Obama administration’s Internet Bill of Rights proposed in 2015.127 The CONSENT Act would enhance data privacy by, for example, requiring internet service providers to obtain opt-in consent from users to use, share, or sell users’ personal information.128 In introducing the bill, Senator Edward Markey emphasized that “the avalanche of privacy violations by Facebook and other online companies has reached a critical threshold, and we need legislation that makes consent the law of the land. Voluntary standards are not enough; we need rules on the books that all online companies abide by that protect Americans and ensure accountability.”129 President Biden also elevated privacy in his 2022 State of the Union address, calling for Congress to protect the privacy of American children. According to Biden, tech companies are conducting “a national experiment” on our children for profit, and set forth that “it’s time to strengthen privacy protections, ban targeted advertising to children, demand tech companies stop collecting personal data on our children.”130

It is possible that this backlash against tech companies—unfolding in the US but also around the world—will pose the biggest threat yet to the American market-driven regulatory model. The coming years will reveal whether the ongoing debate about the downsides of techno-libertarian ideals, and the proposed legislation that harnesses that sentiment, will usher in a new era of regulation in the US, radically shifting the ideological foundations of the digital economy. While others are optimistic, more skeptical voices maintain that the market-driven values are deeply entrenched in American institutions and in the American mindset, making it difficult to reverse the behavior of the largest tech companies that are the product of this unconstrained techno-optimism. Deeply entrenched pro-market views may still be shaping, for example, the views of the US judiciary, which might not yet be prepared for an “antitrust revolution.”131 It is also not certain that Congress will fundamentally overhaul Section 230, the law that sustains the current norms of free speech online. Reforming content moderation is genuinely difficult, and the threat of government censorship remains a danger that Americans are hard-wired to avoid. Thus far, any legislative reform has been limited to a few issues such as protecting children or limiting illegal sex trafficking where political compromise is relatively easy to reach—but even those laws have turned out to be weak or counterproductive, as the criticism over FOSTA illustrates.

Tech companies’ outsized influence over the political process in the US is also hindering attempts to reform digital regulation. The techno-libertarian distaste for regulation has been sustained over the years through the tech industry’s persistent lobbying efforts. In 2018, a former congressional aide explained that a privacy reform was hindered by the leverage tech companies wield in Washington, DC, commenting how “lobbyists outnumber consumer privacy advocates in Washington 20 to 1 or 30 to 1.”132 These tech companies’ significance to the US economic growth and innovation base is undeniable, making the political leaders more susceptible to their views. For example, Apple, Amazon, Google, and Meta combined spent more than $55 million on lobbying the federal government in 2021, up from $34 million in 2020.133 In 2021, Amazon alone spent a record-high $19 million,134 and Meta over $20 million.135 These companies were not only seeking to fend off antitrust regulation, but also to defend their other policies in the aftermath of high-profile public complaints or scandals. Amazon faced labor complaints after suppressing its workers’ unionization efforts,136 whereas Meta was left to defend its content moderation practices following the incident where Frances Haugen, a former Facebook product manager, leaked documents to Congress that raised questions about the company’s handling of hate speech and disinformation.137 These tech companies have advanced in their defense various narratives when lobbying Congress. For example, in 2022, they argued that more robust antitrust legislation would “give a free pass” to foreign companies, hurting US competitiveness.138

But the biggest impediment to legislative reform is the political dysfunction that has to date paralyzed any meaningful legislation in Congress. Even when the Democrats and Republicans agree that regulation is needed, they cannot agree on the content of that regulation. While Republicans are concerned that platforms are censoring conservative speech, Democrats worry about rampant hate speech and other harmful content that is littering the internet as platforms take advantage of their Section 230 liability shield. If Congress will not act, one question is whether the courts will cause the US to retreat from its market-driven regulatory model. The Supreme Court will soon have the opportunity to rule on the boundaries of Section 230 in a number of cases, including in one where litigants are challenging a Texas law known as HB20.139 This particular law prohibits online platforms from moderating content based on “the viewpoint represented in the user’s expression,” which reflects the perception among conservatives that tech companies hold a liberal ideological bias and that their content moderation practices ascribe to that bias. The courts will also rule in the near future on the anticompetitive practices of Google and Meta in two separate lawsuits bought by the DOJ and the FTC that are currently pending. These cases will test how entrenched the market-driven model is within the US judiciary.

Absent Congress or the courts rewriting the key principles underlying the market-driven regulatory model, there may be a way to reform the digital economy in a manner that constrains the power of the large tech companies yet does so while respecting some fundamental tenets of techno-libertarian thinking. Jack Balkin has argued that large online platforms should be conceived as “information fiduciaries,” which vests them with special responsibilities toward their customers.140 These fiduciary duties dictate that these companies owe a special duty of care toward the people whose data they collect and distribute, conditioning the Section 230 immunity to their acceptance of these duties. Danielle Citron and Benjamin Wittes have similarly argued for making the Section 230 liability shield conditional, available only for platforms that commit to restricting unlawful use of their service in situations that create serious harm to others.141 These compromise proposals would preserve the Section 230 immunity to some degree, thus extending a lifeline to the American market-driven model in today’s more critical political environment. Arguably, such modest reforms would inch the US model closer—even if only timidly so—to the European rights-driven regulatory model while avoiding the kind of radical reform that, some would argue, is destined to fail.

Regardless of the outcome of the emerging regulatory push, there is a fundamental tenet of the market-driven regulatory model that is not fading in the US political discourse. The US’s commitment to political freedom and individual liberty remains a guidepost that continues to define the US’s approach toward regulation of the digital economy—even as there is less certainty that the market-driven model has been enhancing democracy and freedom in the US. The criticism of authoritarian states’ efforts, including those by China, to deploy the internet as a tool for control and surveillance remains a shared concern among different factions that shape the US’s digital policy. Both Democrats and Republicans agree on the need to rein in the Chinese surveillance state and its exportation of digital authoritarian values across the world. China’s rising dominance has also become a battle cry in the US’s efforts to convince its allies, including European governments, that techno-democracies must unite to defeat the use of the internet as the tool for oppression, as opposed to freedom. Freedom therefore remains the defining value in the American regulatory model today even if its pursuit now takes place in a very different digital, economic, geopolitical, and cultural reality than the freedom agenda advocated by the internet pioneers of 1990s California.

How the American Regulatory Model Overlaps with the Chinese and European Models

Although the US regulatory approach is steeped in its historical commitment to the free market and free speech as key organizing principles of the digital economy, there are areas where the American regulatory model bears similarities to the European rights-driven model—or even the Chinese state-driven model. Despite its general aversion to regulation, several examples reveal that the US’s commitment to a market-driven model has never been absolute. A preference for markets among the US policymakers does not entail that markets always prevail. Embedded within the US regulatory framework is a significant concern about individual rights, a concern that incorporates elements of the European rights-driven model. Similarly, the US government has often played a prominent role as a facilitator of the digital economy, resembling at times the role that the Chinese government has assumed in funding big technology innovations. The US government’s national security objectives also dictate that the government and private tech companies collaborate closely on some domains of the digital economy, including cybersecurity and digital surveillance, qualifying any claim that marginalizes the role of the state in the digital economy.

The US and EU regulatory models share a commitment to free speech as a fundamental right that shapes their respective regulatory approaches toward the digital economy. Given the prominent role of Section 230 in shaping the US digital economy, the US model could also be described as rights-driven—even with its narrower focus on free speech as the principal fundamental right worth protecting. However, while the US approach can be viewed as more absolutist in its defense of free speech, the EU approach often balances free speech with other fundamental rights such as the right to privacy or human dignity, which leads the EU to at times ban harmful speech, such as hate speech. Also, while Europeans believe that defending free speech sometimes requires the government to step in and mandate platforms to moderate content in the name of civility, dignity, decency, or public safety, the American view tends to defer more to markets and self-regulation in finding the right balance in the marketplace of ideas. Thus, the US model implements its vision of individual rights more commonly by leaving it to the markets to realize those rights. In addition, while free speech is the most visible fundamental right embedded in the American regulatory model, it would be mistaken to assume that the US does not care about other rights, such as the right to privacy, even if there is no federal data privacy law akin to the GDPR. James Whitman has persuasively referred to “two western cultures of privacy,” a European variant focusing on dignity and an American variant focusing on liberty.142 Also, while there is no federal privacy law in the US, California and some other states have legislated on data privacy,143 illustrating that the American regulatory model embeds elements of the European rights-driven model, even if primarily at the state level.

The American market-driven regulatory model also typically downplays the role of the state in generating technological progress. However, even in the US, the government has still played a pivotal role in fostering many of the central innovations that underpin today’s digital economy, suggesting that it also incorporates elements of a state-driven regulatory model.144 The political motivation behind state involvement can be traced back to the Cold War, when, for decades, the US government invested heavily in its arms race and the space race against the Soviets. It also has roots in the US’s efforts to prevail in the economic competition against Japan in the 1980s. These geopolitical battles called for massive state investments in technology, leading the US to disburse large research grants to universities and offer lucrative military contracts to private tech companies. However, instead of picking winners or investing in a few state-owned companies, the US government implemented its state-driven investment model in a way that was more true to its market-driven instincts, channeling its public funding in a more decentralized fashion that encouraged private entrepreneurship as opposed to large monopolies.145

These state investments have been important in the broader development of the US digital economy, thus qualifying the market-driven regulatory model. Several path-breaking technologies have their origins in a US government agency called the Defense Advanced Research Project Agency (DARPA), which operates under the US Department of Defense. DARPA can be credited for funding many US innovations in their early development. For example, DARPA financed the ARPANET, which was the predecessor of the internet. Email was similarly developed as a result of DARPA-funded research projects at the Massachusetts Institute of Technology and Stanford University.146 Even the Apple iPhone is not a posterchild of private entrepreneurship but a beneficiary of DARPA funding.147 The iPhone’s touch-screen technology was developed by a company called FingerWorks, which was founded by researchers at the publicly funded University of Delaware, which benefitted from US government research grants.148 The iPhone’s personal assistant “Siri” that relies on voice-recognition technology was developed as a spinoff from a DARPA-backed artificial intelligence project.149 Further, Apple’s iMac benefited from the startup capital provided by the US government’s Small Business Administration.150 The US National Science Foundation further supported research that led to the development of Google’s search algorithm.151

More recently, the US government has again turned to industrial policy to boost the country’s technological development as it is facing technological and geopolitical rivalry from China. As will be discussed in Chapter 5, the US and China are now vying for leadership and self-sufficiency in key technologies, such as semiconductors. This rivalry has fueled a subsidy race, which in the US culminated in Congress passing the CHIPS and Science Act in 2022, which allocates over $50 billion for American semiconductor research and development.152 In addition to granting subsidies to shore up domestic manufacturing of key technologies, the US government is imposing extensive restrictions on technology exports and investments in an effort to limit China’s access to strategically important technologies. These measures, adopted as part of the US’s escalating technological rivalry with China, are quickly becoming the most visible aspect of US tech policy, moving the US further away from its traditional focus on promoting an open and global digital economy. These recent developments reveal how even in the US—which has been the most vocal champion of the private sector–led, free-market orthodoxy—the market-driven regulatory model has never existed in a pure form but has at different times incorporated elements of other leading regulatory models as well.

Government also plays an important role in shaping the US digital economy given the ways that digital economy intersects with national security, law enforcement, and other traditional public functions of the state. National security ranks high among the US government’s policy priorities, affecting the government’s regulatory approach in several other policy domains, including the digital economy. Cybersecurity and government surveillance are hence domains where the American market-driven model yields to a public-private partnership model, featuring a collaborative, even if uneven and sometimes contested, relationship between state and market actors. In a speech delivered in 2015, President Barack Obama remarked how “neither government, nor the private sector can defend the nation alone. It’s going to have to be a shared mission—government and industry working hand in hand, as partners.”153

Private companies and governments are both vulnerable to cyberattacks, making collaboration in preventing and responding to such attacks a joint endeavor. Kristen Eichensehr has argued that the US’s approach toward cybersecurity reflects a distinct public-private partnership model, where the private sector assumes a quasi-governmental role on key cybersecurity issues, while the federal government acts less like a traditional public regulator and more like a market participant.154 Cybercrime is growing both in frequency and sophistication, and there are several examples showing how vulnerable the US digital infrastructure, whether public or private, is to intrusion by hackers. For example, in 2020, thousands of US targets became victims in what became known as the “SolarWinds hack,” which was one of the largest cyberbreaches of the century.155 The incident was later attributed to Russian state-sponsored actors, who had deployed a malicious code through software company SolarWinds’ IT performance monitoring system called Orion. Among the US government departments affected were the Department of Commerce and Homeland Security as well as the US Treasury. Private companies that suffered from the attack included large and sophisticated players such as Microsoft, Deloitte, and Cisco. This incident illustrates how the interests of the government and private sector often align, both benefiting from more robust cybersecurity governance.

Surveillance operations provide another example of public-private collaboration in the domain of the digital economy. The US government conducts extensive digital surveillance, both domestically and internationally, as was infamously revealed by a former National Security Agency (NSA) contractor, Edward Snowden, who exposed the US government’s mass surveillance program to the world in 2013.156 These practices have become a major source of controversy between the US and the EU, as will be discussed in Chapter 6. The Snowden revelations also show that the NSA relies on partnerships with major US telecom and internet companies in conducting its surveillance operations, leveraging these private actors to gain access to high-capacity international fiber-optic cables and other key infrastructures. The NSA also ran a program called “Prism,” which relied on data collection from Google, Meta, Apple, Yahoo, and other US tech companies. This has led to criticism of the role of tech companies in sustaining the US government’s surveillance apparatus.157

However, tech companies have also restrained the US government’s surveillance operations, highlighting a difference in how the surveillance state operates in the US and China. Alan Rozenshtein—a law professor who formerly served in the US Department of Justice National Security Division—has argued that tech companies have both financial and ideological incentives to resist government surveillance.158 They often choose minimal compliance and aggressive litigation to resist government requests for user data. These companies also use product design such as end-to-end encryption or offshore data storage as a way to make surveillance harder, in addition to rallying public opinion against surveillance. In its 2022 Comprehensive Cyber Review, the US Department of Justice affirmed the claim that powerful tech companies have on several occasions resisted government requests for assistance.159 When the Obama administration sought US tech companies’ collaboration on cyber defense, the Chamber of Commerce and other business associations blocked the proposed cybersecurity bill, criticizing it for being too interventionist and hence “un-American” in that it would have mandated information sharing about cyber hacks or even joint defense strategies that are “antithetical to free-market capitalist ideals.”160 In another example, Apple engaged in a high-profile court fight with the FBI in 2016 when the company challenged a court order compelling it to help unlock the iPhone of one of the perpetrators involved in the 2015 terrorist attack in San Bernardino, California, that left fourteen people dead and twenty-two seriously injured.161 While condemning the terrorist attacks, Apple CEO Tim Cook published an open letter on the company’s website defending Apple’s decision not to unlock the phone and “hack our own users,” describing the FBI’s request as “undermin[ing] the very freedoms and liberty our government is meant to protect.”162 These are examples of tech companies’ practices that constrain, as opposed to simply enable, government’s surveillance programs.

Nevertheless, numerous other examples reveal how tech companies have occasionally been willing partners of the government’s national security and law enforcement efforts, further underscoring the inevitable place of the government in a market-driven regulatory model. In the post-9/11, national security–driven political climate, major telecommunications operators helped the government fight the war on terror by assisting in information collection.163 For example, they granted warrantless access to the NSA to monitor international telephone calls and correspondences. These companies also agreed to transfer vast amounts of telephone and other digital records, including purely domestic telephone calls and emails, to the NSA. More recently, as cybersecurity threats have become increasingly salient, tech companies are again collaborating more closely with the US government. In the wake of the Russian invasion of Ukraine in March 2022, the White House issued an executive order that requires US companies running critical infrastructure to report cyber hacks within seventy-two hours.164 The war in Ukraine has also thrown tech companies into the middle of the conflict, given that it is often the tech companies, not governments, that first observe various cybersecurity threats. For example, shortly before the Russian invasion began, Microsoft’s Threat Intelligence Center detected “wiper” malware that seemed to have been aimed at erasing data on Ukrainian government computers. Microsoft notified Ukraine’s cyber defense units and alerted the White House, which then asked the company to share the details of the code with European nations, which were potential targets of the cyberattack as well.165 In describing the company’s role in the conflict, Microsoft’s president Brad Smith noted that “we are a company and not a government or a country” yet acknowledged that the company’s role was “not a neutral one.” Instead, Microsoft was collaborating closely on cybersecurity with the Ukrainian, American, EU, and NATO governments.166 In the wake of the war, the US’s private-public collaboration on cybersecurity is reported to be intensifying. Tech company executives, armed with security clearances, are receiving NSA and US Cyber Command briefings, while the US government is relying on tech companies’ capabilities to help detect and deter those cyberattacks.167

These above examples qualify the American market-driven regulatory model by illustrating how even the US model incorporates elements of the rights-driven and state-driven regulatory approaches in its governance of the digital economy. The US model does include a strong focus on fundamental rights in its digital regulation—indeed, Section 230 is as much a story about free speech as a fundamental right as it is a story about the faith in markets to uphold that right. But the market-driven model also features a strong role for the government, whether underwriting risky early investments in technology or by joining forces with tech companies in advancing its cybersecurity or broader national security goals. Yet even when the government does play a role, the American regulatory model tends to remain true to some of its market-driven qualities, whether by allocating government funding in more market-driven ways or by vesting tech companies with a role not just to facilitate government surveillance but also to check and to limit that surveillance.

Criticism of the Market-Driven Model in the US and Abroad

The virtues of the American market-driven regulatory model are undeniable. The US government’s staunch support of free enterprise has contributed to a thriving, innovative tech industry that has generated tremendous wealth by producing products and services that are valued by consumers, many of whom are entranced with—or, some would argue, addicted to—the convenience they bring. Whether measured by their user numbers or stock price, the US tech companies are an unprecedented economic success story. At the same time, that success has come with a price. The American regulatory model has been blind to many market failures, which have been left to fester, unacknowledged or unaddressed. It is these failures that are now driving the recent and ongoing conversation about the future of the market-driven regulatory model.

Several academics and other political commentators have pointed out both fallacies and unrecognized downsides of the market-driven regulatory model. For example, lax antitrust laws have created a highly concentrated marketplace with a small number of firms exercising an unprecedented amount of economic, political, and cultural power. There is little competition left to keep the biggest tech behemoths in check, stripping consumers of choice and leaving them at the mercy of the business models of the leading platforms. Tim Wu is among those who have warned about the “curse of bigness,” arguing that excessive corporate power feeds inequality and weakens the democratic structures of society.168 While a free market and free internet were supposed to empower the individual, the critics of the American regulatory model argue that this market-driven ideology has instead empowered a few big technology companies while leaving large swaths of the society without the benefits of the internet revolution. This suggests that the emancipatory promise behind the Californian ideology has failed to materialize, raising a question whether a self-governing cyberspace can ultimately deliver individual freedom and societal progress, as the proponents of the market-driven model have argued.

Societal harms associated with unconstrained free speech, encouraged by Section 230, also illustrate the fallacies of unmitigated speech online. Section 230 shields platforms from liability even when those platforms enable and amplify truly outrageous content, calling into question the wisdom behind the law’s unyielding commitment to free speech and platform immunity. There are countless examples to illustrate how far reaching the courts have interpreted the Section 230 immunity to be. For example, in 2016 and 2017, a man with the name Oscar Juan Carlos Gutierrez deployed a gay dating platform called Grindr to send countless men to his ex-boyfriend Herrick, leading these men to expect sex and drugs as part of those encounters. Gutierrez accomplished this by creating fake profiles on Grindr, pretending to be Herrick. Over the course of ten months, more than 1,400 men—as many as twenty-three in a single day—arrived in person at Herrick’s home and workplace to demand sex.169 Despite fifty pleas to remove the posts and block Gutierrez from the platform, Grindr refused to help, which led Herrick to bring a lawsuit against Grindr. However, the complaint was dismissed and the Supreme Court refused to hear the case, given that Grindr had no obligation to remove the posts under Section 230.170 Another case, Doe v Backpage.com, reveals a similar hyperextension of Section 230.171 Backpage was a website hosting online advertising for illegal commercial sex in the United States—referred to as “world’s largest online brothel”—until California’s attorney general ordered the site to be shut down in 2018.172 In a lawsuit challenging Backpage’s practices, the United States Court of Appeals for the First Circuit ruled that Backpage is immune from liability connected to sex trafficking under Section 230 even though the site proactively helped sex traffickers to avoid getting caught. As the content was generated by users and only hosted by Backpage, Section 230 protected the company even though Backpage was aware of the illegal activity and had even consciously designed the site to evade detection by law enforcement.173 These examples reveal how Section 230 can enable and protect bad behavior, including egregious sexual harassment and sex trafficking, in the name of free speech and the benefits of an unregulated marketplace.

It is also increasingly doubtful whether the market-driven model is delivering on its promise to enhance democracy as hatred and disinformation are often replacing the civic debates that were supposed to thrive online. Instead of nurturing inclusive democracy, online engagement has often increased societal polarization. Cass Sunstein has warned about the perils of polarization resulting from online platforms delivering a highly “personalized experience” for each user.174 Social media has become a venue characterized by filter bubbles and “information cocoons” where citizens are no longer exposed to alternative viewpoints.175 This feeds social divisions and nurtures more extremist ideas. Deprived of shared conversations and experiences, a society cannot address social problems collectively. This undermines the potential for the internet to be a genuine public sphere where a conversation enhances understanding and paves the way for compromises.176

Social media not only feeds polarization, but also risks simply lowering the quality of information that citizens consume. Algorithms empowering social media are designed to reward virality over veracity, which inevitably deteriorates the quality of information and crowds out verified, factual information.177 Online content that is controversial or sensationalist elicits the most user engagement.178 This serves the internet platforms’ business interests as more user engagement means more advertising revenue, giving the platforms the incentive to amplify it. The digital public space is also increasingly compromised by rampant disinformation, in particular as disinformation gets disseminated more than truth online. A 2018 study examining news stories that were shared in Twitter from 2006 to 2017 reveals how false information spreads “farther, faster, and deeper” than truth, and how this effect is particularly pertinent in the case of political news.179 Finally, the traditional press is also today less capable of checking and balancing the divisive content that gets elevated in social media. It has lost its place to shape public discourse, further contributing to the decline of the quality of news that users are exposed to. These news outlets face a growing strain on their business model as advertising has increasingly moved online, reducing revenue streams that are needed to pay for investigative reporting, local news, and other high-quality journalism.180

Additional concerns relate to the role that the leading online platforms play in elections through moderating—or failing to moderate—the conversations that take place online and thus influence public opinion and voter behavior. Online platforms’ content-moderation decisions influence what kind of messaging voters are exposed to. This could manipulate the electorate if these platforms harbored a political bias, determining through their algorithms what kind of messages reach, or fail to reach, voters. Twitter and Facebook have both been accused of demoting speech that reflects conservative views while elevating liberal messages,181 even though recent research finds no evidence of such a liberal bias.182 But given their access to users’ personal data, these internet platforms could—at least in theory—deploy their power to “engineer elections.”183 They could selectively display information to influence voting behavior, drawing on their vast knowledge of the internet users’ political beliefs or affiliations. While this has not been shown to happen in practice, even the prospect that platforms could manipulate an election outcome this way is unsettling.

What online platforms have actually been shown to do, however, is further contribute to the polarization of the electorate through the algorithms behind political advertising. A recent study reveals that online platforms’ algorithms make it harder for political advertisers to reach voters who do not agree with them, thus contributing to the polarization discussed earlier.184 For example, Facebook delivers political advertisements disproportionately to the internet users that share the political leaning with the organization behind the ad while charging extra for having the ad reach someone across the political divide. Polarization, the researchers conclude, is hence part of Facebook’s business model. Perhaps the most potent charge today is that even if these platforms were not advancing an explicit political agenda, manipulating citizens, or tilting voter turnout toward their desired outcome, they are enabling election interference by failing to filter content that spreads disinformation or calls into question the integrity of elections, both before and after voting takes place. As long as these platforms tolerate disinformation, voters can be misled, causing them either to vote based on false information or refrain from voting if such disinformation undermines their faith in the integrity of the electoral process. There is no more vivid illustration of this than the January 6 insurrection at the US Capitol following a rampant social media–fueled disinformation campaign about a stolen election.

The unregulated digital economy is also rife with privacy scandals. This is exactly what happened in the infamous Cambridge Analytica scandal that involved the harvesting of Facebook data to build psychological profiles that were then used in political campaigns—without obtaining consent of those individuals whose data had been used.185 While the Cambridge Analytica scandal was rather extreme in its scope and impact, large online platforms have tremendous leeway to infringe user privacy and individual autonomy on a daily basis. These platforms engage in what Shoshana Zuboff has termed “surveillance capitalism,” extracting users’ data for commercial gain and compromising their “decisional privacy” in the process.186 This surveillance capitalism enables behavioral advertising and other forms of manipulation, which then subvert individual choice, liberty, and self-governance.187 This way, technology suppresses human autonomy and individual freedom and, with that, deprives individuals of the ability to exercise their agency and to participate in democracy.

A different example of the American market-driven digital model becoming the victim of its own success arises in the national security sphere. Jack Goldsmith and Stuart Russel have argued that many virtues of the US model—including its commitment to free speech, rule of law, and limited government regulation—have become vulnerabilities that malicious actors, in particular authoritarian foreign adversaries, can exploit.188 This, in part, explains why the US has been a frequent victim of cyber operations such as cyberespionage, cybertheft, information operations, ransomware attacks, and other so-called soft cyber operations. For example, the success of US tech companies also entails that the US is the most attractive target for cyber operations. There are simply more valuable trade secrets and intellectual property to steal, creating an asymmetric vulnerability for the US. Former NSA Director Keith Alexander has acknowledged this, describing how hundreds of billions of dollars of US business secrets have been stolen in the last decade as a result of various cyberespionage operations. Alexander refers to it as the “greatest transfers of wealth in history.”189 Thus, the US’s economic strength in technology has at times become a liability compared to other countries that have much less to lose from such espionage operations.

Several features of the US’s digital governance model also contribute to this asymmetric vulnerability compared to the US’s rivals, in particular authoritarian countries such as China.190 The US is a deeply digitally connected society, which exposes it to offensive cyber operations. The free and open nature of US society further adds to its relative weakness compared to closed and authoritarian societies that can better shield themselves from adverse cyber operations. For example, the US government does not control social media and news outlets, making it easier for adversaries to infiltrate those outlets with disinformation operations. Such operations can be deployed to manipulate elections or otherwise undermine democratic institutions—as happened, for example, in 2016 when Russian hackers stole emails from the Democratic National Committee in connection to Hillary Clinton’s presidential campaign and subsequently released those emails to the public in a major doxing operation. The US is also more constrained in responding to cyberattacks due to its commitment to the rule of law—both domestic and international—in ways that its authoritarian counterparts are not. Unlike China, the US government has limited access to private networks and communications in the US, which makes it harder to detect attacks and respond to them. Yet the US is also more vulnerable than the European governments and societies because of its stand against regulation. The US government’s hands-off approach toward regulation also means that the state imposes weak cybersecurity requirements on private actors. These companies do not face significant mandated security measures or information-sharing requirements, nor do they face liability for cybersecurity harms they generate or contribute to.

These various examples show that the US’s digital economy often falls short on its techno-libertarian promise to be the amplifier of liberal democracy and individual freedoms, questioning the long-held assumption that democracy and freedom will inevitably ensue as long as we leave technology companies alone. It also suggests that the US has for too long been focusing on the benefits of the market-driven regulatory model, unwilling to revisit it for fear of losing the benefits of the free market and a free society, while refusing to admit its drawbacks that are now cascading and fueling resentment against tech companies. The discontent with abuses of market power, repeated privacy violations, and repugnant speech online are shaking the US’s own faith in the regulatory model that it created and has championed for the past twenty-five years. Consequently, US regulators must now rethink their own commitment to the market-driven regulatory model. Its deficiencies are weakening the US’s position in its horizontal battle against the EU and China and explain why the market-driven model is quickly losing its domestic and global appeal, while also undermining the US government’s efforts to counter the growing attractiveness of the Chinese state-driven regulatory model.
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The Chinese State-Driven Regulatory Model

in stark contrast to the American market-driven regulatory model, the Chinese state-driven regulatory model seeks to harness technology in strengthening government control as opposed to protecting individual freedom. Although the American model helped generate world-changing technological innovations, China’s equal success in building tech companies has demonstrated that significant technological breakthroughs can also emerge under a state-driven regulatory model; its command-and-control system propelled the country’s tech industry into the leading global force it is today. As they have grown and matured into powerful national champions, these Chinese tech companies have contributed to China’s economic growth and geopolitical prominence in recent decades. This perceived success of the Chinese regulatory model has enhanced the model’s legitimacy in the eyes of Chinese citizens while also contributed to its growing appeal internationally. Foreign governments seeking a viable alternative regulatory path to the American market-driven approach are now increasingly turning to the Chinese state-driven approach for guidance on how to effectively manage their digital economies and control their digital societies.

While there are important similarities between the Chinese state-driven model and the American and the European regulatory models, the Chinese model departs from those other models in fundamental ways. Principally, the Chinese government seeks to leverage technology to fuel the country’s economic growth and development while maintaining social harmony and control over its citizens’ communications. In addition to its efforts to turn China into the world’s leading technological superpower, the government is focused on tightening the grip of the Chinese Communist Party (CCP) over the domestic digital economy by deploying technology as a tool for control, surveillance, and propaganda, entrenching digital authoritarianism deeply into Chinese society. These two factors—economic development and social stability—are central to the survival of the Chinese leadership.1 Economic development allows the CCP to maintain popular support and legitimacy by serving the material interests of the people. Social stability allows the CCP to preempt criticism and resistance to Party rule, which further protects its ability to hold onto power.2 Acutely aware of these policy imperatives, China’s government has geared its state-driven regulatory model toward attaining these broader political goals.

Chinese political leadership has articulated the country’s state-driven vision for the digital economy in several high-profile statements. In a prominent speech delivered at the 2015 World Internet Conference in Wuzhen, China, President Xi Jinping—the General Secretary of the CCP—underscored how digital governance in China is rooted in state sovereignty. In a clear rebuke of the US’s cyber hegemony and global influence over internet governance, President Xi called for each country to be able to independently choose its own “path of cyber development,”3 stressing countries’ sovereign right to set their internet policies and other digital regulations. In a 2018 speech, President Xi emphasized that “accelerating the development of a new generation of AI is an important strategic handhold for China to gain the initiative in global science and technology competition, and it is an important strategic resource driving our country’s leapfrog development in science and technology, its industrial optimization and upgrading, and a comprehensive leap ahead in productivity.”4 At the same time, President Xi has made it clear that this goal of reaching a cyber-superpower status cannot undermine political discipline.5 For instance, in 2010, China’s top information bureau—the State Council Information Office—published a white paper titled “The Internet in China,” which highlighted how the internet is “an issue that concerns national economic prosperity and development, state security and social harmony, state sovereignty and dignity, and the basic interests of the people.”6 It must be free of “information that contains content subverting state power, undermining national unity, infringing upon national honor and interests.”7 These statements reveal how China harnesses digital technologies to reinforce three key sources of Chinese leadership’s legitimacy: economic growth, social stability, and nationalism.8

The Chinese state-driven regulatory model has fostered a powerful tech industry. Despite the state-led economic policy—which is often viewed as antithetical to a dynamic and innovative marketplace—China is today rivaling the US in technological dominance, as shown in Chapter 5. Different metrics can be used to capture China’s technological prowess. Measured by market capitalization, China has eight of the twenty largest public internet companies—Tencent, Alibaba, Meituan, and JD among the top ten as of August 2022.9 When private internet companies are included, ByteDance also joins the top ten based on June 2022 data.10 In some domains of technology, including electronic payments, China has leapfrogged the US, leading the way with the development and market uptake of such technologies.11 Chinese cellphone maker Xiaomi briefly surpassed Apple and became the second largest smartphone maker globally in 2021.12 China also leads as a producer of telecom network equipment and commercial drones.13 TikTok’s popularity—as demonstrated by the company surpassing Facebook as the most visited social media website in 202114—has further shown that Chinese tech companies’ innovations extend into social media, a space traditionally dominated by US companies.

These companies did not emerge in a vacuum. The Chinese government has directly facilitated the growth of China’s tech sector, nurturing the industry with generous subsidies while also shielding it from foreign competition. Until recently, the industry also benefited from relatively more lax regulation as the government was adamant to let the industry flourish and innovate. Overall, the Chinese regulatory model rests on particularly close ties between the government and private tech companies, each helping the other reach their goals. In return for permissive regulation, these tech companies have often acted as the CCP’s surrogates in performing surveillance and control functions vis-à-vis their users. However, this symbiotic relationship between government and tech companies has recently morphed into a more confrontational phase. The government policy toward its tech industry shifted—suddenly and dramatically—in 2021, when the Chinese leadership began to emphasize the importance of economic fairness and redistribution alongside the pursuit of aggregate economic growth. Like the US, the Chinese government is increasingly assuming a view that the largest tech companies and their high-profile leaders have grown too powerful to be left unchecked. It has recently leveraged its antitrust laws to rein in companies such as Ant Group, Alibaba, and Tencent as part of an unprecedented regulatory assault on its domestic tech industry. This newest uptick in regulation may transform the existing bargain between the Chinese government and its tech companies, yet it leaves the core tenet of the Chinese regulatory model intact: the model serves the goals of the Chinese state by preserving the survival and legitimacy of the CCP.

This chapter looks closely at how China’s state-centric vision of the digital economy is focused on the dual goals of technological dominance and economic development on the one hand, and the maintenance of social stability through political control on the other. It shows how, in pursuit of these goals, the government has made concerted efforts to enhance China’s technological leadership and digital sovereignty, while also leveraging the internet as a tool for control, propaganda, and state surveillance. The chapter also examines the role of Chinese tech companies in the state’s censorship and surveillance operations and describes the experiences and responses of Chinese internet users whose digital lives are shaped by these operations. Although China’s state-driven regulatory model is designed to amplify the government’s autocratic goals, no regulatory model—including the Chinese one—is absolutist in its policy commitments. Instead, this chapter reveals how the Chinese model also incorporates elements of the European rights-driven and the American market-driven regulatory models. This chapter further highlights how the Chinese model has evolved in recent years, exploring the recent government crackdown on the tech industry in the name of “common prosperity”15 and analyzing the drivers and implications of this policy shift for digital governance in China. Finally, it brings into view some of the common criticisms levied at the state-driven regulatory model, both from inside China and from abroad.

China’s Push for Technological Supremacy and Reliance on Digital Protectionism

The Chinese state-driven regulatory model seeks to leverage digital technologies toward enhancing China’s economic growth and geopolitical prominence. To grow the country’s tech industry, the government initially opted for more permissive regulation at home, while imposing tight restrictions on foreign companies. The goal was to isolate domestic tech companies from foreign competition so that they could achieve sufficient scale in their home market, and at the same time exert political control over foreign firms. Today’s tense geopolitical environment, including the ongoing US–China tech war, has given the Chinese government an additional impetus to invest in the domestic tech industry and thereby enhance the country’s technological capabilities. The government is conscious that it cannot rely on international technology supply chains in accessing products such as semiconductors in an era where the US and several of its allies actively seek to decouple their domestic markets and technologies from those of China. Today’s geopolitical reality thus further pushes China toward greater technological self-sufficiency and digital protectionism.

The Pursuit of Technological Self-Sufficiency

The Chinese regulatory model has sought to facilitate the growth of China’s tech industry by enhancing the country’s technological capabilities while reducing its dependencies on foreign technologies. On many metrics, China has already succeeded in becoming a technological superpower. Chinese tech companies are market leaders in many domains of the digital economy: Alibaba, Baidu, Tencent, and JD.com lead as software developers while Huawei and Xiaomi are some of the world’s leading hardware companies. These and several other Chinese companies’ tremendous success is a tribute to both the companies’ innovation and to an enabling regulatory environment that has nurtured growth of these companies.

The government’s hands-off approach to the tech industry throughout the 2010s laid the groundwork for Chinese tech companies’ eventual success. Angela Zhang attributes this initial policy orientation to three factors.16 First, the Chinese government was adamant in supporting the growth of the country’s tech industry, in particular in the aftermath of the 2008 financial recession when the growth of the Chinese economy slowed down.17 The CCP staked its economic development strategy and, consequently, its legitimacy, on the adoption and promotion of new technologies as a way to revitalize the Chinese economy.18 But Chinese tech firms’ lobbying also contributed to this lax regulation.19 Unlike their US tech counterparts, Chinese tech companies do not lobby through contributing to election campaigns. Instead, they play an active role in politics. For example, Alibaba and Ant Group founder Jack Ma is a member of the CCP.20 Chinese tech entrepreneurs, including Tencent’s founder Pony Ma, also submit proposals to key government bodies such as the National People’s Congress or the Political Consultative Conference, even if those proposals may be viewed as political gestures rather than serious policy initiatives.21 The tech companies rely on their connections to the political elites, former government officials, or academics, who act as their intermediaries in lobbying for favorable regulatory policies.22 Finally, Zhang shows how bureaucratic inertia contributed to lax regulation. Chinese regulators are not as independent as their counterparts in the US and the EU. Instead, all government agencies and local governments depend on the support of the top leadership in Beijing.23 Conscious of the national policy agenda focused on fostering innovation, various lower-level regulatory authorities opted to follow the top leadership and tread cautiously, thus adopting a lax enforcement approach toward the country’s tech companies.24 Of course, even under this permissive approach, Chinese tech companies likely still engaged in some degree of preemptive self-regulation or self-censorship of behavior, always keenly aware of the government’s policy objectives and mindful not to contradict them. But overall, this accommodating approach toward China’s native tech companies in the early years of China’s digital development was notable and consequential. It became an integral part of the Chinese regulatory model and helped the country’s tech industry become a dominant player in the global digital economy.

In addition to passively refraining from regulating the tech industry with burdensome measures, the Chinese regulatory model has also evolved around a proactive industrial policy. The Chinese government has extended generous state subsidies and adopted other industrial policy measures to further accelerate the country’s technological development and to ensure China will become self-sufficient in all key technologies. The government’s goal with these policies is to make China a technological superpower that dominates all technologies that are key to the country’s economic, geopolitical, and military power, including artificial intelligence, quantum computing, and robotics. As part of this ambitious strategy, in 2015, the Chinese government launched a ten-year plan known as the “Made in China 2025” program, a state-led industrial policy effort aimed at ensuring that China becomes a globally dominant player in high-tech manufacturing.25 The program leverages China’s state-owned enterprises to invest in strategically important technologies, while also extending generous government subsidies—estimated to be in the range of hundreds of billions of dollars—to domestic firms developing these technologies. The program also encourages investments in foreign technologies through the acquisition of foreign companies and the negotiation of technology transfer agreements with companies that do business in China.26

The broader policy objectives of the Made in China 2025 program reflect the Chinese government’s efforts to diminish its dependency on foreign technologies and thus enhance the country’s “technological sovereignty.” This policy goal is reflected in the precise targets the program sets out.27 For example, China’s tech industry is currently dependent on foreign companies for most of its semiconductor needs, which presents a significant vulnerability given that semiconductors are critical components for almost all electronic products. In 2019, China accounted for 60 percent of the global demand for semiconductors but was responsible only for 13 percent of the global supply.28 Determined to address this vulnerability, the program sets a 70 percent self-sufficiency target in high-tech industries by 2025.29 This paves the way for an even more ambitious goal by 2049, which marks the 100th anniversary of the People’s Republic of China. By then, the Chinese government’s goal is to achieve a status of a “manufacturing powerhouse” featuring a “world-leading technology system and industrial system.”30 The deteriorating US–China political relationship and the accelerating tech war is further incentivizing China to pursue technological dominance and self-sufficiency, including to subsidize its strategic industries, as discussed in Chapter 5.

The Made in China 2025 program has been heavily criticized abroad for its protectionist goals and effects. The US government has accused China of stealing intellectual property and engaging in cyberespionage operations, in addition to discriminating against foreign investors and mandating technology transfers that force foreign companies to share their technologies with Chinese firms and other local entities.31 This foreign criticism has led the Chinese government to forgo references to the Made in China 2025 program in public while continuing to pursue its goals in practice.32 The Chinese leadership has also continued to set ambitious goals that reaffirm technological dominance as the central tenet of the country’s digital policy. In the government’s 2017 Next Generation of Artificial Intelligence Development Plan, China pronounced several goals, including its intention to become the world’s premier AI innovation center by 2030.33 For its part, the US has acknowledged the significant strides that China is making in its race against the US for technological supremacy. For example, a 2021 report by the US National Security Commission on AI warns that China will soon replace the US as the “AI superpower.”34 This warning echoes earlier comments by the Commission’s chair, former CEO and Executive Chairman of Google, Eric Schmidt, who warned back in 2017 that China was going to overtake the US in AI development if the US government did not act soon.35 The Chinese leadership also envisions China surpassing the US as the world’s largest economy by 2035, largely thanks to a massive investment in China’s technological leadership.36 These developments suggest that the Chinese state-driven regulatory model possesses the ambition and the strategy—and increasingly the capabilities—to meet its goals to reach technological superpower status.

The Pursuit of Digital Protectionism

Protectionism has been pervasive in China’s efforts to grow its tech sector, making digital protectionism or “techno-nationalism” a fundamental element of the Chinese state-driven regulatory model. The government has cultivated a large and protected home market where Chinese companies can develop and test their technologies, build scale, and benefit from extensive state subsidies—all while shielded from foreign competition.37 Although China has opened some sectors to foreign competition, foreign companies’ entry is difficult in the strategic industries that are of the greatest significance to China’s high tech–driven growth and development model. This type of restrictive industrial policy can be self-defeating elsewhere in that it often stifles the benefits of competition that sustain companies’ innovative zeal and productivity. However, Chinese companies may at least in the short run avoid such pitfalls as they operate in a sizable domestic market featuring more internet users than the US and EU markets combined. In this large and dynamic domestic market, protectionist policies often prevent foreign companies from challenging Chinese players’ market share. However, the protected Chinese companies still retain the incentive to innovate as they continue to face competition—from other Chinese players.

China has used various forms of market restrictions on foreign companies to boost its domestic tech industry. At times, these market restrictions consist of requiring foreign companies who wish to invest in China to form a joint venture with a local partner. These joint ventures often help Chinese companies secure valuable technology transfer agreements from foreign tech companies.38 Many innovative foreign tech companies consider these joint venture requirements with local companies costly, forcing them to give away their most important technological assets. Other types of restrictions consist of discriminatory procurement practices or burdensome domestic standards that can be hard for foreign companies to meet.39 For example, the US-based multinational tech company IBM was expected to buy supplies from Chinese vendors in the IT market.40 To retain its ability to operate in China, IBM was forced to trade technology for market access. The company ended up supplying software and hardware blueprints to local vendors, which allowed them to produce a version of the leading IBM Power8 processor and manufacture servers that compete with similar IBM products. IBM acknowledged that this “will create a new and vibrant ecosystem of Chinese companies producing homegrown computer systems for the local and international markets.”41 In addition to such technology transfer requirements, the Chinese government’s strict censorship rules and requirement to share user data with the Chinese government pose further market barriers.42 These restrictions contribute to the techno-nationalist foundations of the Chinese model and reveal a stark contrast with the American regulatory model, which has traditionally been associated with economic openness and a frictionless investment environment.

The Chinese government has blocked websites or apps that fail to abide by these government regulations, affecting also numerous US tech companies, as discussed in more detail in Chapter 4. For instance, Facebook was blocked in 2009, following riots in western China where the protesters had used Facebook for their communications. Instagram was blocked in 2014 in connection with pro-democracy protests in Hong Kong. Twitter was first blocked in June 2009 in the lead-up to the twentieth anniversary of the 1989 Tiananmen Square protests. YouTube was blocked multiple times before being permanently banned in 2009.43 And the list goes on: companies or websites such as Snap Inc., Google, Reddit, Tumblr, Pinterest, Slack, Twitch, Discord, Dropbox, Quora, A Medium Corporation, Wikipedia, Vimeo, Flickr, SoundCloud, DuckDuckGo, and Dailymotion have all been blocked since the late 2000s.44 Google shut down its China-specific search engine in 2010 following a censorship and hacking dispute between the company and the government.45 Facebook has explored ways to comply with Chinese censorship demands in order to reenter the Chinese market, which, in Facebook’s absence, is dominated by Weibo and WeChat. To date, these efforts have been unsuccessful.46 While these restrictions are mainly motivated by political control and censorship, as discussed below, they have also helped the Chinese government shield local tech companies from foreign competition. This has directly facilitated these companies’ efforts to grow and reach their current scale, unencumbered by foreign tech giants that dominate the industry elsewhere.

These various market restrictions imposed by the Chinese government—coupled with the government’s proactive industrial policy measures—have hindered foreign tech companies’ efforts to pursue growth opportunities in China and contributed to China becoming an increasingly prominent technological superpower. China’s success has accelerated the country’s technological, economic, and political rivalry with the US, while also challenging the American market-driven model as the most conducive model for fostering technological innovation and contributing to economic progress.

How China Harnesses Technology for Censorship and Surveillance

Political control lies at the heart of China’s state-driven regulatory model. In the name of social stability, the Chinese government deploys technology to engage in extensive surveillance of its citizens while also censoring the information that those citizens can access online. Under President Xi, China has assumed even tighter government control over online communications. The Chinese president has warned that the internet may foster “hidden negative energy” that can be detrimental to social stability,47 and decisively moved to purify the internet of such energy. The government’s fear is that its citizens are deploying various online platforms to question the political ideology underlying the communist system and to undermine the public order. As a result, the government has adopted a host of measures—both technological and legal—designed to censor the internet and thereby ensure the CCP’s control of the Chinese cyberspace. This is done in the name of national interest and national security, invoking values such as social stability, harmony, and morality. The Chinese government also deploys facial recognition and other digital technologies for the surveillance of Chinese citizens. This allows the state to dissuade dissent and reduce destabilizing behavior. Restricting online freedoms and deploying technology as a tool for social control contribute to the all-important goal of preserving the survival of the CCP.

These digital authoritarian practices represent a stark departure from the American market-driven regulatory model where the internet is seen as key to promoting individual liberty and advancing freedom in society. But it also represents a stark departure from the European rights-driven regulatory model where the government steps in with the goal of expanding, not curtailing, the digital rights and freedoms of its citizens vis-à-vis their government, not just vis-à-vis tech companies. This authoritarian control is the defining feature of the Chinese state-driven model, which causes the greatest fear and resentment in much of the democratic world. The fears relating to the curtailment of rights and freedoms also explain the efforts by the US, the EU, and their democratic allies to restrict China’s ability to export its regulatory model to other countries, as discussed in Chapter 8.

How Censorship and Propaganda Entrench State Control

Controlling citizens’ online communications and shaping those communications through government propaganda are essential elements in China’s broader censorship and surveillance regime. These tactics illustrate how the state-driven regulatory model elevates social harmony and party control above the rights of Chinese citizens. Although the methods of censorship have changed over time and digital communications in particular have become a key target of state control over the past few decades, China has a long history of restriction of information and control over citizens’ communications.48 Chinese rulers have, since imperial times, feared political dissent that could undermine their rule. Even if there have been periods of more open debate, this persistent fear of political dissent and regime instability have entrenched censorship and propaganda deep into the Chinese governance model.

This culture of suspicion and political control extended to the online space when China opened internet service to the general public in 1995. Soon thereafter, the Chinese government developed what is known as the Great Firewall. The Great Firewall consists of a set of technologies and legal rules aimed at restricting Chinese internet users’ access to certain harmful information. It deploys technologies that block access to selected websites, censoring content that the Chinese government finds undesirable. For example, Chinese internet users searching for terms such as “Tiananmen Square” will not be able to access any information on the People’s Liberation Army’s violent crackdown of the pro-democracy student protests that took place in Tiananmen Square in 1989. Similarly, any references to Tibetan independence or the political status of Taiwan that could endanger the unity and sovereignty of China are filtered out by the Chinese online censorship apparatus. In addition, many foreign sites like Amnesty International, the New York Times, Facebook, and Twitter remain entirely inaccessible to Chinese citizens trying to log in to the internet from China unless they use a virtual private network (VPN) that allows them to bypass the Great Firewall. However, even this channel to foreign information is more restricted today. China is increasingly taking measures to limit access to a VPN by, for example, ordering Apple to remove all VPNs from its Chinese app store, further restricting Chinese citizens’ access to unwanted information.49

These technological filters sustaining the Great Firewall have been complemented with a set of regulations that limit the content that websites and platforms can host, that remove anonymity of internet users, and that entrench a culture of self-censorship. For example, websites are required to check the identities of users when they register their accounts, discouraging the more liberal online engagement these users might pursue if their anonymity was protected.50 Internet users in China also have several reasons to exercise self-censorship. Under President Xi, the Chinese government has targeted individuals with a large social media following, as these individuals can exert significant influence over public opinion. In a 2013 government crackdown, some of these internet influencers were attacked in the Chinese media, required to “confess” their crimes to the press, or even detained for spreading rumors.51 These measures have been effective, leading to fewer social media posts and a shift to less sensitive topics on online platforms.

Since President Xi assumed power in 2013, the government has further tightened its reins over citizens’ online behavior and institutionalized its digital authoritarian vision through a series of legislative enactments. Some of the most prominent of these include the 2015 National Security Law,52 the 2016 Cybersecurity Law,53 and the 2021 Data Security Law.54 The National Security Law entrenches the government’s authoritarian control over Chinese society, both online and offline. It provides that “the state shall prevent, frustrate, and legally punish any conduct that betrays the country, splits the country, incites rebellion, subverts or incites the subversion of the people’s democratic dictatorship.”55 The Cybersecurity Law, which specifically targets online behavior, provides that “any individual or organization using the network” must abide by “public order and respect social morality.”56 They must also refrain from any online activity that “endangers national security, honor and interest, incites to subvert the state power or overthrow the socialist system, incites to split the country or undermine national unity.”57 The Data Security Law imposes obligations on mandatory data security reviews and further restricts data transfers overseas. It vests the state with the power to carry out national security reviews relating to data processing and mandates relevant parties to cooperate “where a public security organ or national security organ needs to obtain data for the sake of national security or for investigating crimes in accordance with the law.”58 These laws—together with several other legislative, regulatory, and administrative documents released since the publication of the 2010 white paper—ensure that, under China’s regulatory model, technology is first and foremost harnessed “in service of the state.”59

The Chinese government also exercises control over individual citizens’ online communications. Following a 2013 interpretation by the Supreme People’s Court and China’s highest prosecution agency, the Supreme People’s Procuratorate, individuals face penalties, including possible imprisonment, if they spread online defamatory rumors or lies that are seen over 5,000 times or shared over 500 times.60 The sharing of fabricated information online is also punished as “the crime of picking fights and troubles” in instances where such conduct causes “serious disorder.”61 These are not empty threats. The government has imprisoned numerous individuals over their social media activities, even internet users with very little actual influence over social media. In 2021, the Wall Street Journal reported that over fifty individuals were jailed in China over the past three years for using Twitter or other social media. This reflects the government’s escalating effort to strangle criticism that disrupts public order or undermines Party rule.62 Individuals have been jailed following social media posts that criticize the government or contain undesirable remarks about Hong Kong, Taiwan, or Xinjiang.63 For instance, Sun Jiandong, who only had twenty-seven Twitter followers when he was detained in 2019, had replied to a Chinese state media tweet by tweeting: “Glory to Hong Kong, shame on Communist bandits.”64 This and other controversial tweets by Mr. Sun generated 168 likes, retweets from ten users, and comments from ninety-five users. Mr. Sun—hardly a social media influencer by numbers—completed a thirteen-month prison sentence.

The Chinese leadership faces a delicate balancing act in its efforts to censor the internet, which has led it to pursue optimal, as opposed to absolute, censorship. The government wants to harness the benefits associated with a free internet yet remains aware of the risks associated with such openness.65 One benefit of maintaining a freer internet and media environment is that those channels can provide the government with valuable information that helps it govern the country more effectively. By allowing online communications to take place, Chinese leadership can better monitor the actions of lower-level and local government officials, in addition to learning and preempting various societal problems before they lead to wider resentment and popular unrest. This benefit was recognized in a 2016 research report published by the Central Party School, which argued that by monitoring internet users, authorities are able to “unearth hidden negative opinions, predict their development, intervene in advance, and effectively resolve public opinion problems to reduce the risk of societal safety incidents.”66 However, the government also acknowledges that an uncensored internet presents the “most potent media threat” to CCP rule, capable of fueling political opposition, and thus undermining government control.67 In seeking to balance these competing interests and find an “optimal” level of censorship, the Chinese government typically allows some sensitive information to spread online. However, when this type of information exceeds a certain limit or risks triggering political unrest, the censorship apparatus is deployed to block access to such content. Thus, the goal is to use the information acquired from digital citizens to govern more effectively while reducing the risk of collective action.68

The state-driven model can be effective in attaining its censorship goals even when the government falls short of exercising complete control over the information environment. Margaret Roberts has shown how the Chinese government deliberately relies on “porous censorship” as part of its overall strategy to control the internet in China.69 Whereas a strict censorship regime could cause a popular backlash among Chinese citizens, the government’s more selective censorship strategy can yield a similar result without triggering such resentment. Roberts’ research reveals how the Chinese leadership deploys a combination of fear, friction, and flooding in censoring the internet.70 First, the government utilizes threats of punishment associated with spreading or accessing prohibited information to instill a sense of fear and cultivate self-censorship. Next, friction refers to the government’s practice of increasing the costs of accessing prohibited information—such as slowing down websites or reordering search results—as a way of making such information less likely to spread. Finally, flooding refers to disseminating desirable information, such as government propaganda, that crowds out the undesirable information or distracts or confuses internet users. Government flooding thereby dilutes the ability of the undesirable information to influence public opinion. While under this porous censorship regime some individuals are still able to access objectionable information, the information will not reach the masses and is thus unlikely to spark any collective action that could destabilize the Chinese regime.

Recent experimental research by Yuyu Chen and David Y. Yang similarly shows that the prevailing political environment sustains a culture of censorship even if the regime was not strictly enforced.71 The researchers carried out a field experiment where they provided some Chinese university students with access to an uncensored internet and tracked these citizens’ behavior over eighteen months. One of their primary findings was that free access alone does not lead Chinese citizens to acquire politically sensitive information. Being accustomed to censorship, the demand for such information remains low, absent additional inducements. However, once offered some modest incentives to consume Western news, the subjects of the study began to acquire such politically sensitive information more persistently. Such a change in behavior also brought about a change in these students’ attitudes. For example, after consuming foreign content that is normally censored, the subjects of the study became more critical of the Chinese government and less optimistic about China’s economic growth or stock market. They also communicated some of their newly acquired knowledge to their peers but such information spillovers were ultimately limited. Thus, overall, the study suggests that the censorship regime in China is effective not only because of technical and legal restrictions that the government has implemented but also because of the broader political and cultural environment in which the demand for such information—absent some encouragement—is generally limited.

Propaganda is another important component of the state-driven regulatory model, and the Chinese government increasingly deploys the internet for this purpose. The COVID-19 pandemic serves as an example of an extensive propaganda campaign by the government to shape the narrative over the origins and management of the pandemic. The state-orchestrated social media commentary of the pandemic advances a narrative that casts China in a good light, both by suppressing news about the origins of the pandemic and by deflecting blame that China initially failed to notify its citizens and international health authorities about the outbreak of the virus. The propaganda messaging also highlights the Chinese leadership’s competence in handling the pandemic response while systematically posting about foreign leaders’ failures.72 These government posts have been amplified by thousands of social media accounts—many of them reportedly fake—specifically set up to like, retweet, and repost the government’s crafted narrative.73 A particularly egregious example features a spokesman for the Chinese Ministry of Foreign Affairs, Zhao Lijian, who accused the US of originating the pandemic: “CDC was caught on the spot. When did patient zero begin in US? How many people are infected? What are the names of the hospitals? It might be US army who brought the epidemic to Wuhan. Be transparent! Make public your data! US owe us an explanation!”74 The tweet received over 13,000 likes after it was posted in March 2020. Twitter applied a fact check tag to the post, urging the reader to “Get the facts about COVID-19.”75 Li Yang, another official of the Ministry of Foreign Affairs with over 30,000 Twitter followers at the time, posted in July 2021: “The US won the first place in the fight against the pandemic with more than 30 million COVID-19 infections and more than 600 thousand COVID-19 deaths!!!”76 These examples illustrate how Chinese government officials actively deploy social media to advance pro-government messages as part of their carefully orchestrated propaganda effort.

In addition to deploying elaborate technology to police online communications, the Chinese leadership has employed human monitors to censor harmful content and to carry out propaganda.77 These human censors—estimated to be as many as 100,000—manually review and delete undesirable posts.78 At the same time, a different group of internet commentators—known as the “50 Cent Army,” due to the fact that these commentators are reportedly paid ¥0.50 for every post they write—blanket the internet with ideologically suitable posts, thereby crowding out politically incorrect or otherwise harmful content. This is confirmed by a 2017 study by Gary King, Jennifer Pan, and Margaret E. Roberts, who analyzed over 43,000 leaked posts linked to the Chinese Internet Propaganda Office’s account. The researchers estimated that the Chinese government posts approximately 448 million fabricated social media entries annually.79 They also show that the government propaganda is less focused on directly rebutting controversial comments and more focused on distracting the public by changing the subject. These posts seek to feed positive information about the government, cheerleading the regime and the accomplishments of the Communist Party. This study garnered significant media attention, including in China, and even prompted the government-affiliated newspaper, the Global Times, to respond. In its editorial, the paper acknowledged the government’s engagement in “public opinion guidance,” explaining that such control was needed to prevent instability in the country.80 The paper also alleged that this practice had the backing of the Chinese citizens who, the paper claimed, recognized the “necessity” of such guidance.81 However, contrary to this government’s claim, when King and his coauthors analyzed Weibo posts discussing The Global Times article, only about 30 percent of those Chinese Weibo users appeared to support the articulated censorship policy.82

Chinese state-controlled media is frequently harnessed to amplify the government’s censorship and propaganda efforts. In 2016, President Xi spoke at the News and Public Opinion Work Conference, stressing how “the media run by the Party and government are the propaganda battlefields of the Party and government, and must be surnamed Party. All the work of the Party’s news and public opinion media must embody the Party’s will, reflect the Party’s standpoint, safeguard the authority of the Party Centre, safeguard Party unity, and must love the Party, uphold the Party and be [for] the sake of the Party.”83 The government owns or controls most of the leading media outlets, including Xinhua News, China Daily, and People’s Daily and exerts additional control through the accreditation of journalists and by issuing daily directives to guide these outlets’ news coverage.84 Chinese internet companies must also sign the “Public Pledge on Self-Regulation and Professional Ethics for China Internet Industry.”85 In signing the pledge, they commit to “[refrain] from producing, posting or disseminating pernicious information that may jeopardize state security and disrupt social stability, contravene laws and regulations and spread superstition and obscenity” and to “monitor the information publicized by users on websites according to law and remove the harmful information promptly.”86 This ensures that any online media coverage is tightly controlled by the CCP, assisting in propaganda and thus serving the political agenda of the state.

Although China has woven internet propaganda deeply into its regulatory model, it is not clear that this propaganda is always effective in pushing the government’s narrative. Chinese leaders can reinforce the chosen message by ordering multiple forms of media, including television, newspapers, and internet sites, to publish similar content. This uniformity across different information sources contributes to the effectiveness of propaganda.87 However, Chinese people are conscious of tight state control over mass media and increasingly suspicious about the lack of conflicting sources of information. As a result, they may question the credibility of media information, especially if they hear conflicting narratives from their friends and colleagues who may have first-hand knowledge about certain events or are able to access different sources of media.88 Chinese propaganda has also been distinctly unsuccessful in shaping the global narrative about China. For example, the government tried, but failed, to bury a scandal involving Peng Shuai, a Chinese tennis star who largely disappeared from public view in 2021 after accusing one of China’s former leaders of having sexually assaulted her and publishing her accusations on the Chinese social media platform Weibo.89 The government was able to swiftly delete the posting by Peng Shuai on Weibo, and took extensive measures to control the narrative of the scandal within China. However, it could not stem the international uproar about the incident, as Chinese state media’s messaging about the incident was never seen as credible abroad.90 Thus, while President Xi has aspired to shape a global narrative about China in a way that reflects the country’s rising status in the world, the Chinese government has struggled to create “a credible, lovable and respectable image of China” abroad.91

How Pervasive Digital Surveillance Enhances State Control

Digital technologies provide the Chinese government with powerful tools for monitoring its citizens, making political control a pervasive feature of the state-driven regulatory model. Artificial intelligence, including facial recognition, has in particular become a central tool for Chinese state surveillance. China is home to several leading AI surveillance companies, including Huawei, Hikvision, Dahua, and ZTE, which develop, among other things, smart city technologies; and SenseTime, Megvii, CloudWalk, and Yitu, which are leading AI startups developing facial recognition technologies.92 Many of these companies have helped the Chinese government build, sustain, and operate the present surveillance state. China has over one billion internet users transacting and communicating online,93 giving these companies access to a vast pool of data, which they can leverage toward intricate surveillance.94

The Chinese government justifies its surveillance efforts as necessary for citizens’ safety and efficient governance. For example, an oft-cited benefit is the technologies’ contribution to public order and crime reduction, which makes society “more harmonious and orderly.”95 Local officials also often tout the benefits of surveillance technologies, citing examples of how those technologies have reduced crime across the country. One such example comes from a village in Sichuan province, where—according to a local CCP secretary—common crimes, including petty thefts and occasional assaults, had dropped to zero within two years because of the surveillance cameras.96 Companies developing surveillance technologies are also eager to highlight the ways those technologies contribute to law enforcement. According to Sensetime, its facial recognition technology allowed the Guangzhou police to arrest 800 suspects and to solve over 100 crimes within a year.97 Surveillance technologies have also been prominently—even if controversially98—deployed during the pandemic, with color-based health codes and tracking systems controlling people’s movements and thus quickly reducing the spread of COVID-19.99

Chinese officials also point to surveillance technologies’ contribution to more efficient management of cities, including alleviating traffic congestion, optimizing energy use, or combating pollution.100 For example, these technologies reportedly helped reduce traffic jams by 15 percent in a district in Hangzhou.101 The Chinese government sees the benefits associated with these technologies as directly contributing to the country’s economic growth. Economic growth in China is tied to rapid urbanization, which has made the better management of cities a central issue for the government. Another economic benefit is the growth potential of the surveillance industry where Chinese companies can take advantage of the increased demand of those technologies,102 both at home and abroad.103

However, the critical voices dismiss such stated motives and maintain that the real goal is not safety and efficiency but installment of authoritarian control. With the help of sophisticated AI, the Chinese government is building a surveillance society with the means to exercise unprecedented social control over the entire population. In detailed reporting in The Atlantic, Ross Andersen offers a grim glance into the realities of the Chinese surveillance state, describing ways that the government is leveraging AI to “achieve an unprecedented political stranglehold on more than one billion people.”104 Hundreds of millions of surveillance cameras are already installed across China, with the goal to soon achieve “full video coverage of key public areas.”105 AI technologies allow the government to match the video footage to personal data collected elsewhere, identifying individuals in real time and predicting impending political resistance. The Chinese government has rolled out various overlapping surveillance programs, such as smart cities or “Sharp Eyes.”106 The goal of the Sharp Eyes initiative is to create an “omnipresent, fully integrated, always working and fully controllable” nationwide surveillance system.107 The high-tech surveillance state is constantly evolving, allowing the government to invade almost every aspect of its citizens’ lives. The next frontier is likely to be digital currency, with a pilot program already underway.108 Were Chinese citizens to switch to digital currency in large numbers, the Chinese government would gain an unprecedented ability to track their financial transactions.109

While China is also exporting its surveillance technologies, as discussed in Chapter 8, much of the surveillance technology today is deployed domestically. Indeed, eight out of the ten most surveilled cities in the world are in China.110 Out of the roughly 1,000 smart cities that are being built worldwide, around 500 can be found in China.111 While the government has emphasized the benevolent deployment of smart city technologies, such as smart traffic management or better management of power grids, little evidence supports the claim that those smart cities have to date significantly improved the lives of Chinese citizens. Instead, the smart city initiatives serve the governmental goal of installing an expansive surveillance system used to monitor and control the citizens. For the past decade, the Chinese government has spent more on smart cities and other technologies aimed at improving the country’s internal security than it has spent to guard against foreign security threats.112

This high-tech surveillance is taken furthest in Xinjiang, the western region of China that is home to the country’s Muslim Uyghur minority group. The Chinese government has blanketed Xinjiang with surveillance cameras, sensors, and other technologies designed to track every movement of its population, making Uyghurs “the most intensely surveilled population on Earth.”113 The government has required the Uyghurs to install mobile apps that allow more precise tracking of their online activity, revealing any religious or political activity of which the government disapproves. Chinese tech companies have been crucial partners in implementing Xinjiang’s surveillance regime. For example, the telecom giant Huawei is reported to have partnered with a facial recognition startup Megvii to develop and test an AI facial recognition system that can trigger an “Uighur alarm” every time the system recognizes a person that belongs to the targeted ethnic group.114 In addition to suppressing the dissenting voices in Xinjiang, this large-scale surveillance effort is believed to serve a broader goal: the Chinese government can use Xinjiang as a testing laboratory to perfect its surveillance technologies before their large-scale rollout elsewhere in China or in the rest of the world.

The Chinese authorities have also launched a controversial “social credit system,” which rates citizens for their trustworthiness.115 Some commentators describe this scheme as a highly invasive “Orwellian” surveillance system that aggregates information such as police, court, medical, and tax records, as well as political files and information on online activity.116 This information is then used to produce an individual score that can lead to various economic and societal rewards or punishments. For example, a high social credit score can help a person gain employment opportunities, better access to a loan, or faster processing of government documents, while a low credit score can prevent an individual from purchasing an airline ticket, owning a house, or studying at a university.117 The government is not hiding its intention that the social credit system is designed to come with consequences, noting how the system will “allow the trustworthy to roam everywhere under the heaven while making it hard for the discredited to take a single step.”118 However, the effectiveness of the social credit system, and its pervasiveness in ordering the lives of individuals in China, is debated. Some commentators suggest that its lofty goals in ordering Chinese society remain largely aspirational and its implementation is still fragmented.119 As a result, despite raising legitimate fears about the ever-encroaching surveillance state, it appears to grant less control to the state than what is often assumed.120

The Role of Tech Companies and Chinese Citizens

A close partnership between the state and private companies is central to the successful implementation of the Chinese regulatory model. To operate a large-scale censorship regime, the Chinese government needs the help of its tech companies, and employs both rewards and threats of punishment to secure their cooperation. These companies were initially rewarded with lax regulation to help them grow and flourish. They have also been shielded from foreign competition, with the government imposing extensive restrictions on foreign tech companies, as discussed earlier. Noncompliance with government demands would not only risk removing this type of favorable treatment but would also expose these companies to various sanctions, including shutting down their service as the ultimate remedy.121 This privatized censorship regime in the digital domain is not new, but rather an extension of the government’s prevailing censorship system more generally. Commercialized media, for example, can compete for profit in the marketplace but must moderate their content according to strict government requirements.

These obligations targeting online platforms are entrenched in various laws. For example, the 2011 Administrative Measures for Internet Information Services mandates Chinese internet companies to delete content that would be “detrimental to State honour and interests,” or content that counts as “disseminating rumours, disrupting social order and stability.”122 A 2019 regulation issued by the Cyberspace Administration of China (CAC) clarifies that online platforms are required to refrain from disseminating illegal content while “encouraged” to disseminate content that promotes socialist theories set out by President Xi Jinping.123 Another 2019 regulation aimed specifically at audio and video platforms—including Douyin, which is the Chinese version of TikTok—requires that these companies shall “insist on the correct political direction, guidance of public opinions and value orientation, carry forward the core socialist values, and promote the formation of positive cyber culture toward kindness.”124 They are also required to monitor that their users do not carry out prohibited activities, including those that “endanger national security, undermine social stability, [or] disrupt social order.”125 Laws such as these make abundantly clear that these companies’ ability to operate their business hinges on their submission to government demands for cooperation.

These laws are supplemented with continuing government direction and active monitoring. In a 2021 interview given under the pseudonym “Li An,” an employee at ByteDance—the creator of TikTok and its Chinese version Douyin—shed light on how ByteDance’s censorship machine works and how connected it is to the CAC.126 Li An, who helped develop content moderation tools for the company, recounted how the CAC would issue recurrent directives—at times over a hundred a day—to ByteDance’s Content Quality Center, which then ensured that these instructions were followed. The biggest fear for ByteDance was that it fails to delete politically sensitive content that triggers government scrutiny, which can be a “life-and-death matter” for the company without strong government relationships.127 Troubled by the role she was playing in the Chinese censorship machine, Li An described her role in erasing the nation’s “collective memories” of historical events, removing unwanted conversations, and amplifying narratives that the Chinese government approves. ByteDance’s close compliance with government demands is not surprising given that the Chinese government actively monitors compliance and enforces its regulations.128 In July 2021, it was revealed that the government had blocked new app registrations for the ByteDance-owned Jinri Toutiao, one of China’s biggest mobile news sites, since September 2020. While no reason was given for this halt on registrations, the company’s app had previously been taken off app stores, and Jinri Toutiao was summoned to meet with the regulators regarding the app’s “vulgar content.”129 The State Administration of Radio and Television regulators also ordered Neihan Duanzi, another popular ByteDance app specializing in jokes and comedy sketches, to be shut down in 2018.130

If the tech companies submit to the government’s demands, what has been the reaction of Chinese citizens to government censorship and surveillance? Chinese citizens are particularly active internet users. Recent analyses have shown that as of 2021, over one billion Chinese people were connected to the internet and they spent an average over four hours online every day.131 Some commentaries portray Chinese internet users as defiant in the face of government controls while others describe them as more submissive. For example, while the social credit system is strongly condemned abroad, many Chinese citizens find it socially acceptable.132 Its supporters believe that the social credit system can help address the trust deficit in China and gladly use the scoring in their own private lives, for example, to screen trustworthy dates on dating platforms. Others welcome scoring as it has allowed them to enjoy benefits such as discounted heating bills as a reward for their good behavior.133 Some citizens note how they like surveillance cameras because they make them feel safe.134 There are likely a myriad of reasons why Chinese citizens may generally be less alarmed by such a surveillance system—one being that they are accustomed to the government already maintaining a “dossier” of each citizen, tracking personal information, such as individuals’ political liabilities.135 In other words, the baseline expectation of privacy and freedom among Chinese citizens is lower.

At the same time, there are countless examples of Chinese citizens using the internet for resistance and activism, directly challenging public norms and authorities. Elizabeth Economy recounts several examples of Chinese citizens resorting to social media to call out local governments’ mismanagement of policy issues or advocate for reform. A 2015 incident involving women’s rights is illustrative. A group of five women’s rights activists, known as “Feminist Five,” protested against domestic violence and sexual harassment.136 Their protests involved wearing blood-stained wedding dresses designed to attract public attention to their advocacy. In March 2015, the police detained them and held them for over a month without filing any formal charges. Public outrage followed. Digital campaigns were launched and an online petition advocating their release was circulated. The government sought to silence the campaign by censoring key terms used to advocate the women’s release. Yet government censors could not stem the online activity calling for #FreeTheFive. Instead, the activity taking place online spilled into the streets of China and beyond, with people marching and calling for the release of the detained women. In the face of growing domestic and international pressure, the government relented and finally released the women. This is one of numerous stories showing how Chinese citizens are deploying the internet to raise awareness, to advocate for rights and reform, and to hold the government accountable. It may not translate into broader democratic reform in China but it has become a meaningful tool for issue-specific advocacy or social change locally.

In the years preceding Xi’s ascension to power in 2013, the Chinese censorship regime was less absolutist, tolerating some degree of dissenting voices online.137 Back then, Chinese citizens, eager to access foreign content, logged in using VPNs without the government restraining them. Activists were also able to advocate for social change without being immediately silenced by the government censorship machine. However, these voices have been dimming as President Xi has decisively restricted online engagement by the civil society. Many activists have lost their faith in the internet offering a vibrant political space capable of facilitating reform in the country.138 Voices for political reform have been silenced, and posts on important platforms such as Weibo have fallen dramatically. Others remain more optimistic, arguing that the internet remains an important tool for social change and human rights. They recount how Chinese netizens have always been resourceful, discovering new and creative ways to circumvent censorship rules. However, few can ignore the shift under President Xi that has further entrenched digital authoritarianism as not merely an endorsed ideology but as a strictly enforced practice that rigidly demarcates citizens’ online communications in China.139

How the Chinese Regulatory Model Overlaps with the American and European Models

The Chinese state-driven regulatory model has many features that are unique to its digital authoritarian governance regime. At the same time, the Chinese model embraces some elements of the European rights-driven and the American market-driven regulatory models as well. The government cannot survive only by limiting the rights of its citizens through censorship and surveillance—even if such restrictive policies were pursued in the name of protecting Chinese citizens from online harms or societal instability. The Chinese regulators are also genuinely concerned about the commercialization of internet users’ data privacy and seek to promote certain consumer protection rights traditionally associated with the European rights-driven regulatory model. For example, China’s new data privacy law, revised anti-monopoly law, and official guidance on the development of the platform economy all enhance the rights that Chinese internet users have vis-à-vis tech companies.

China’s new data privacy law, the Personal Information Protection Law (PIPL), emulates many provisions of the EU’s General Data Protection Regulation (GDPR), as discussed in Chapter 9. It states unambiguously that “the personal information of natural persons shall be protected by law. No organization or individual may infringe upon natural persons’ rights and interests relating to personal information.”140 In preparing the law, the government acknowledged the importance of data privacy in this era where companies and other entities “arbitrarily collect, unlawfully obtain, overexploit, and illegally trade personal information” to advance their commercial interests.141 The companies’ data handling is a central concern that penetrates other legislative initiatives as well. In their official guidance on the platform economy in 2022, the Chinese authorities reiterated their commitment to curtailing platform companies’ data abuses, including “trading of data on black markets” or deployment of big data toward price discrimination.142 In addition to citizens’ data privacy, the Chinese government is concerned with unfair business practices by dominant tech companies. In particular, Chinese legislators have curtailed practices such as price discrimination—often fueled by data and algorithms—that allow these companies to exploit consumers.143 Also, the PIPL bans companies from using personal information to facilitate “differential treatment to individuals in terms of trading price or other trading conditions.”144 The recent crackdown on the tech industry in the name of common prosperity has also sought to introduce greater fairness in the marketplace, distributing power away from tech companies, not only toward the state, but also toward internet users and digital consumers.

As expected, these rights-driven policies have certain limitations in the Chinese context. First, the Chinese government seeks to enhance the rights of Chinese internet users vis-à-vis tech companies but not vis-à-vis the state itself. For example, the PIPL provides for extensive data protection rights, yet contains a public security exception that allows the government to carry out digital surveillance, unconstrained by these rights protections.145 Second, while the Chinese government embraces a strong rights rhetoric in describing its digital policies, that rhetoric can at times be difficult to reconcile with the reality of rights’ implementation in practice. For example, various Chinese AI regulations and policy statements read like they could have been drafted by European legislators in Brussels. In 2019, the Chinese Ministry of Science and Technology published Governance Principles for a New Generation of Artificial Intelligence, which describes “enhancing the common well-being of humanity” as the overarching goal of AI development.146 According to these principles, AI should enhance fairness and justice and avoid bias, discrimination, and the infringement of data privacy. These lofty goals paint a very different reality from that exhibited by the several examples of the Chinese government’s deployment of facial recognition technologies discussed earlier in this chapter. Despite these important limitations, some resemblance with the European rights-driven regulatory model is both real and significant, including the Chinese regulatory model’s commitment to greater fairness and redistribution, as well as its preparedness to place limits on tech companies’ ability to exploit their users’ data for commercial gain.

The Chinese regulatory model also incorporates elements of the American market-driven model. The relatively hands-off approach toward the tech industry that the Chinese government embraced in the early years of the internet resembles a US-style, techno-libertarian approach where the government’s role is to step aside and let companies innovate, unencumbered by regulation. Chinese government policy, including its industrial strategy, played a trivial role in cultivating China’s tech success at that time. Instead, as Sebastian Mallaby has vividly described, the birth of China’s tech industry owes much to the financial model created by the US venture capital (VC) industry.147 Mallaby dispels any notion that the Chinese tech companies would have grown solely, or even predominantly, with the help of state subsidies. Instead, American investors were important early backers of most successful Chinese tech companies. Even Chinese VCs that provided capital to those firms were “quasi-American,” led by individuals who were largely educated in the US, had worked in US financial firms, and who embraced a US approach to venture investing.148 In shaping the early years of the Chinese tech industry, these US-linked VCs structured deals the “U.S. way,” using Silicon Valley lawyers to draft legal documents.149 US investors thus not only provided the capital but also imported Silicon Valley’s “equity culture” into China.150 US lawyers also came up with creative ways to ensure that Chinese tech firms were able to tap into US capital by incorporating the firms in the Cayman Islands, thus allowing them to accept foreign capital and to list in foreign stock exchanges. These legal workarounds opened Chinese tech startups to opportunities that were not permissible under Chinese law or envisioned by the Chinese state-driven regulatory model.

Specific examples of American capital behind China’s largest tech companies include Goldman Sachs, which invested $3.3 million into Alibaba back in 1999, helping Jack Ma start his company while enhancing Alibaba’s credibility in subsequent funding rounds151—even though the US bank exited from Alibaba prematurely, forgoing tremendous financial gains that ensued for other investors.152 As of October 2020, ByteDance’s largest outside investor was reportedly a US high-speed trading firm, Susquehanna, which had invested in the company in 2012.153 Qualcomm Ventures counts itself among the early investors of the phone maker Xiaomi.154 Tencent started in 1998 with the backing of a US-based VC fund called IDG, and Baidu benefited from another American VC fund, DFJ.155 American venture capital similarly contributed to the growth of JD.com,156 which also secured a $550 million investment from Google in 2018.157

The importance of US VC in growing China’s tech sector is hard to overstate even though over the years China’s own VC culture has matured away from the US. According to research conducted by Rhodium Group and the National Committee on US–China Relations, American VC has fueled the growth of most of the leading tech firms in China, including Alibaba, Baidu, and Tencent.158 Their research estimates that nearly a third of all Chinese tech companies that benefited from VC funding between 2000 and early 2019 raised money from American VCs, amounting to $47 billion (or 16 percent) of the total venture capital raised by Chinese startups over that period. In addition, the Chinese tech sector has benefited from VC raised from various other funds, through which various US limited partners have participated. This illustrates that the Chinese state-driven regulatory model rests on a solid capitalist foundation—akin to the American market-driven regulatory model—and that the initial fortunes of Chinese tech companies can be traced to investors in Silicon Valley and not to political leaders in Beijing.

The Government’s Recent Tech Crackdown

Since late 2020, the Chinese regulatory model has taken a turn toward even greater state control of the country’s tech industry. While governments around the globe are now inserting themselves more forcefully into the marketplace in an effort to rein in the outsized power of the tech industry, the Chinese government has shown particular resolve in this regard. This unfolding shift in China’s regulatory approach suggests that the Chinese government is now fundamentally reevaluating the bargain that it initially struck with its tech companies, determined to curtail the influence of large tech companies whose growth it has been nurturing all these years. Its wide-reaching regulatory crackdown of the tech sector started with the suspension of the fintech company Ant Group’s planned $37 billion initial public offering—the largest IPO in history—in November 2020,159 followed by a $2.8 billion antitrust fine for the e-commerce giant Alibaba in April 2021.160 Two days after fining Alibaba, Chinese regulators ordered Ant Group to restructure its operations and become a financial holding company subject to central bank supervision.161 Next in line was the ride-hailing service DiDi Chuxing, whose data practices triggered a government investigation just days after the company’s $4.4 billion IPO on the New York Stock Exchange.162 Citing cybersecurity risks that the company posed to its customers, Chinese regulators ordered DiDi’s app to be removed from app stores in July 2021—within a week following the IPO—sending the company’s stock price tumbling,163 and resulting in a record high $1.2 billion fine imposed on the company in July 2022.164 In July 2021, the government blocked the proposed $5.3 billion Tencent-backed merger between DouYu with Huya, China’s two leading streaming operators.165 Another antitrust action followed in October 2021, with a $530 million fine imposed on Meituan, the food delivery giant, for its monopolistic practices.166

In parallel with targeting specific companies with enforcement actions, the government enacted a flurry of legislative measures between February and August 2021 to further assert control over the tech industry. It first released new, stringent Anti-Monopoly Guidelines, sending a chill through global markets.167 Beijing also issued new rules restricting the collection of personal information by mobile internet apps.168 Next, the regulators unveiled rules affecting online live-streamed marketing, which is a major trend in Chinese e-commerce.169 Under these new measures, live streamers must provide their real names and tax information. As a major piece of legislation, China’s legislature, the Standing Committee of China’s National People’s Congress, issued a monumental Data Security Law, setting out stringent data security requirements across broad categories of data, which limits cross-border transfer of such data.170 This law was complemented by the revised Cybersecurity Review Measures, imposing further cybersecurity obligations for companies seeking to list abroad.171 Shortly thereafter, the government issued regulations to protect critical information infrastructure as an implementation measure of the 2016 Cybersecurity Law.172 That same month, the Standing Committee of China’s National People’s Congress issued another major piece of legislation, the PILP, which is China’s first comprehensive, national-level data protection law.173 The next target was the online gaming industry, with the government setting a three-hour limit of online gameplaying per week on minors and banning gaming companies from providing minors with online game services outside these hours.174

The amount of sweeping regulatory activity that took place within a short few months in 2021 was dizzying, especially when contrasted to the US Congress’ futile efforts to agree on any meaningful tech legislation, or compared to the years it takes for various EU institutions to prepare and debate legislation. While the crackdown has been wide-ranging, affecting many domains of the digital economy, certain sectors have emerged as primary targets. These include fintech, e-commerce, private education, and online gaming and entertainment. The target companies share two key features: first, they are mostly large firms, and second, they are almost exclusively software as opposed to hardware companies.175 Among the 238 tech firms listed on Hurun China 500 Most Valuable Private Companies 2020, a total of 62 have faced regulatory actions, such as fines, bans, restructuring, or regulatory mandates. Among the targeted firms, 93 percent were classified as platform companies. In addition, the targets were predominantly large tech companies. This is not surprising given the Chinese government’s emphasis on anti-monopoly actions and fair competition, a stance that targets large platform companies that are able to maintain a dominant market position due to the extensive network effects inherent in their business models.176

The government’s assault on the tech industry likely stems from multiple motivations. In part, the newfound regulatory scrutiny reflects Beijing’s growing attention to wealth redistribution and the pressing need to pursue “common prosperity” in the face of social divisions and inequalities found in Chinese society.177 In his August 2021 speech at the meeting of the CCP’s Central Committee for Financial and Economic Affairs, President Xi emphasized that “China must make resolute efforts to prevent polarization and promote common prosperity in order to safeguard social harmony and stability.”178 As part of this new policy orientation, the Chinese leadership is pushing wealthy tech entrepreneurs to share more of their wealth with the rest of society.179 The government is also responding to public outrage related to the business practices of large tech companies. In particular, Chinese people feel that they are manipulated by tech companies through algorithms or otherwise exploited by tech monopolies.180

However, alleviating public concerns about inequality or exploitative business practices is unlikely to be the sole motivation behind the recent regulatory onslaught. The Chinese government also wants to restore its own control over an industry that has grown so large that it threatens the power and influence of the state. While Chinese regulators initially encouraged growth of the country’s tech companies, they are now growing wary of the size and power of these tech behemoths. In particular, the government is concerned that these companies control a trove of data that the government itself would want to control in order to better manage the society.181 Therefore, by reining in the power of the private tech companies, the government is also looking to claw back control over data these companies collect. Relatedly, the government is looking to protect the traditional state-owned financial sector. Companies such as Alibaba have disrupted the conventional financial services industry, with Alibaba’s Ant dominating more than 50 percent of China’s mobile payments market.182 This suggests that a significant number of financial transactions are now moving onto a platform that is not state-owned and that falls outside financial regulation, posing a risk to Chinese consumers and undermining state control of a key industry.183

The crackdown may also be viewed as a response to regulatory developments elsewhere, including the measures the US government has taken as part of the US–China tech war. Chinese leadership is seeking to decouple some of the financial linkages between China’s private sector and Wall Street even while trying to avoid the costs associated with complete financial decoupling. Pursuant to the 2020 US Holding Foreign Companies Accountable Act, all foreign firms listed on US stock exchanges—including Chinese tech companies—need to comply with the audit review process overseen by the Public Company Accounting Oversight Board (PCAOB). China is reluctant to have its companies cooperate with US auditing regulations, which is why Chinese regulators’ enforcement action against DiDi may be viewed as “a pre-emptive strike” against the PCAOB and Congress.184

Finally, Chinese regulators’ focus on software as opposed to hardware companies suggests that the Chinese government is eager to steer its tech industry toward more strategically relevant sectors that can support the country’s long-term economic growth. The US–China tech war has made China conscious of its vulnerabilities and technological dependencies in the face of sanctions and supply chain disruptions. Therefore, China wants its economy to be leading innovations in so-called hard tech, such as manufacturing, semiconductors, new energy vehicles, and biotech, which requires a proactive shifting of resources away from less strategic industries such as online gaming and social media.185 This also explains why hardware companies such as the telecom giant Xiaomi, alongside emerging industries in fields such as electric vehicles, have largely been spared in the regulatory crackdown.186

Already to date, the repercussions of the Chinese government’s regulatory salvo have been severe. According to reporting from November 2021, the tech crackdown had “wiped out more than $1 trillion worldwide from the market value of Chinese companies.”187 DiDi alone lost $38 billion in market value from its peak on the day of its IPO to four weeks after its listing.188 Holding back the industry may further drag down the Chinese economy, which is already facing multiple challenges, including the aftermath of extensive COVID-19 lockdowns, the US–China trade war and related sanctions, and the debt crisis in real estate. The heavy-handed regulation of the tech sector is now further destabilizing the wider economy and endangering the prospects of the country’s future economic growth.189 How this recent turn in Chinese tech regulation will affect the country’s digital economy in the long term remains to be seen. Among the uncertain questions is whether the Chinese government is able to pursue its ambitions for global technological and economic leadership while simultaneously weakening the very companies that are the engine of the country’s technological progress and innovation. The Chinese government is already seemingly alarmed by the sharp sell-off of Chinese tech company stocks, large-scale layoffs of tech workers, and other market reactions to its harsh policy measures. As a result, the government has pledged to introduce policies that reassure investors and increase the transparency of its policymaking toward the tech industry.190 These promises suggest that its crackdown on the industry might be easing.191 However, significant uncertainty is likely to linger concerning the future of the Chinese state-driven regulatory model and what its next phase will look like in the coming years.

The wisdom behind the recent tech crackdown has been heavily debated. Foreign news commentary has described the aggressive regulatory measures as “a strategic mistake,” warning that the efforts to quash the most vibrant sector of the Chinese economy may compromise the country’s efforts to become a technological superpower and achieve economic parity with the West.192 Restricting Chinese tech companies’ foreign listings is also likely to be self-defeating, as it will raise the cost of capital for Chinese firms and increase the “China discount” in their valuations as investors are pricing in the regulatory risk associated with investing in these companies. This will ultimately also undermine China’s geopolitical aspirations to become a more important player in the global financial system.193 However, some foreign commentary is more favorable in that it emphasizes how the Chinese government harbors many of the same concerns as the regulators and legislators in the US and the EU, including harms relating to market dominance and data privacy.194 Without the need to adhere to the democratic process, the Chinese government simply faces fewer political hurdles to actually enact legislation or effectively enforce it. Within China, the official analysis has been largely positive, which is to be expected in a censored digital environment where unfavorable views on government policies, including the tech crackdown, would rarely be voiced in the public domain. For example, Chinese scholars emphasize the necessity of more stringent antitrust policy to address problems that have followed from the “barbaric growth” of the tech industry, including big tech companies bullying small companies or using algorithms to infringe consumer rights.195 New laws are thus needed to “purify” competition in the tech sector,196 and to ensure that platform companies face enough competition so as not to lose their drive to innovate.197

Chinese tech companies have responded to the government’s crackdown of the industry with acquiescence rather than defiance, which reveals a stark contrast to US tech companies challenging government regulations in the US and the EU. None of the affected Chinese tech companies have contested the measures taken against them. For instance, on the same day that Alibaba was fined the record $2.8 billion, the company made a public statement conveying that it “accept[ed] the penalty with sincerity and will ensure [its] compliance with determination.”198 A similar statement was posted by Meituan after the company was fined $530 million.199 Several tech executives have also stepped down, and several more have pledged to donate their shares or money to the government or government-backed public causes following the crackdown.200 For example, in March 2021, Colin Huang, founder of the e-commerce giant Pinduoduo, resigned as chairman and promised to channel $100 million from his foundation to support scientific research.201 In June 2021, Wang Xing, the founder of Meituan, donated over $2 billion worth of his company’s shares to his philanthropic foundation.202 In May 2021, Zhang Yiming announced he would step down as ByteDance’s CEO and made a $77 million donation toward education in his native Fujian Province in June.203 In August 2021, Tencent doubled the amount of money it sets aside for social responsibility programs to $15.4 billion.204 In September 2021, Alibaba followed, vowing to invest $15.5 billion into the country’s common prosperity initiatives.205

This new era of tech regulation in China may well reflect a new settlement between tech companies and the Chinese government, rewriting some of the principles underlying the existing regulatory philosophy. Today, tech companies are increasingly expected to contribute to a fairer Chinese society—as defined by the CCP—and ensure that they do not grow more powerful than the state itself. The Chinese regulatory model may be seen as moving somewhat closer to the European regulatory model that emphasizes fairness and redistribution, yet it does so by adhering to some distinctly Chinese characteristics. Thus, even with this unfolding shift, the core tenet of the Chinese state-driven regulatory model is not only maintained but reinforced: the Chinese government reigns over the digital economy and, still today, remains very much in charge.

Criticism of the State-Driven Regulatory Model

From an American or European perspective, there is much to criticize in the Chinese state-driven regulatory model. Anyone subscribing to values of liberal democracy and individual freedom is pained to witness how China deploys the internet as a tool to entrench autocracy as opposed to advance democracy. Digital authoritarianism infringes on individual rights and deprives Chinese citizens of key civil liberties. It contributes to the political oppression of minorities through the surveillance of these groups by the government and deprives Chinese society of the benefits of free speech and diverse voices.

Governments, private actors, and civil society organizations have strongly criticized China’s regulatory model. For example, the 2021 Final Report by the US National Security Commission on Artificial Intelligence describes China’s domestic use of AI as “a chilling precedent for anyone around the world who cherishes individual liberty.”206 In a US Senate Committee on Foreign Relations’ Democratic Staff report titled The New Big Brother—China and Digital Authoritarianism, Senator Robert Menendez described how China views new technologies “as a means of surveilling and controlling populations, stifling the free flow of information, ensuring the survival of their governments, and as tools for malign influence campaigns worldwide.”207 European political leadership shares these concerns. For example, in its 2020 Resolution on Forced Labour and the Situation of the Uyghurs in the Xinjiang Uyghur Autonomous Region, the European Parliament “strongly condemns the extensive use of digital surveillance technologies to monitor and control the population in Xinjiang.”208 Already back in 2008, European Commissioner Viviane Reding emphasized the importance of freedom of information: “We say, for instance, to the Chinese very clearly that their blocking of certain Internet content is absolutely unacceptable to us.”209

Of the US tech companies, Meta has been most vocal in its criticism of China’s internet policies. In a 2019 speech, Facebook’s Mark Zuckerberg criticized authoritarian regimes’ laws and regulations that undermine free speech and other human rights, singling out China as a country that is “building its own internet focused on very different values, and is now exporting their vision of the internet to other countries.”210 He also drew a contrast between Chinese-owned TikTok and WhatsApp, noting how the latter is being used in protests by activists who rely on the app’s strong encryption, whereas TikTok does not allow these protests to be mentioned. In 2021, the Freedom House, a US-based NGO researching and advocating for democracy, summarized its research on internet freedoms around the world by noting that “conditions for internet users in China remained profoundly oppressive, and confirmed the country’s status as the world’s worst abuser of internet freedom for the seventh consecutive year.”211

The Chinese government is quick to retort any such criticism. It points to the many examples of the societal ills that free speech online can generate, be it hate speech, unsettling rumors and disinformation, or even terrorist or violent content.212 The government defends the benefits of protecting its citizens from those ills and, with that, emphasizes its commitment to nurturing a more stable, safe, healthy, and harmonious society. Unsurprisingly, the Chinese leaders cherished the opportunity to portray the January 6, 2021, Capitol riots as revealing the ruinous state of democracy in the US, while providing an example of how uncensored speech online can destabilize societies. The Chinese state-controlled news outlet, The Global Times, reported on the Capitol riots, describing how the “bubbles of ‘democracy and freedom’ have burst” in the US.213 The reporting focused on Chinese internet users’ reactions to the incident, recounting how they saw the social media–fueled chaos in the US as “revenge” after the US had incited so much chaos around the world “under the pretext of ‘freedom and democracy.’ ”214

China frequently accuses the US of hypocrisy in these areas, alleging that the US—often falsely—blames China for practices the US itself engages in. In one such instance in June 2022, China’s Ministry of Foreign Affairs issued a “comprehensive, systematic, and elaborate response” to the US’s China policy, rebutting “falsehoods” in the US perceptions of China, and dismissing the US’s commitment to democracy and human rights as faulty, describing how “the human rights of the Chinese people are guaranteed like never before” while detailing rampant human rights violations in the US and by the US.215 According to the Chinese response, there are no human rights violations in Xinjiang. Allegations of a genocide in Xinjiang are a “lie of the century” and stem from disinformation transmitted by the US. The Chinese Ministry of Foreign Affairs also denied that the Chinese government spreads disinformation and accused the US instead of being the “biggest source of spreading disinformation.”216

Similarly, China has defended its surveillance practices by stressing how the US government itself engages in similar activity.217 It is well documented that the US National Security Agency (NSA) engages in extensive surveillance operations, often in collaboration with US tech companies.218 Even if the NSA targets foreign individuals, including terrorists or others posing a threat to US national security, it also collects extensive incidental data on its own citizens in the process. In a 2019 article in The Atlantic, Derek Thomson tells “A Tale of Two Surveillance States,” comparing surveillance practices in China and the US.219 After discussing the brutality of the Chinese oppression of the Uyghurs in Xinjiang, including the mass surveillance program that sustains it, Thomson unambiguously writes that “nothing in the United States compares.”220 Yet he continues: “The use of novel surveillance tools to monitor, terrify, and even oppress minority citizens is not a foreign concept,” revealing, for example, how minorities in low-income housing in the US are being surveilled by landlords in the name of providing a “safer environment for tenants.”221 While China is reported for having installed over 500 million surveillance cameras across the country by 2021, when adjusted to the population, the US has almost the same ratio of cameras to citizens installed. However, in China the cameras mainly monitor public spaces whereas in the US they are commonly deployed in private sector commercial spaces such as hotels, restaurants, and offices.222

Many Chinese companies producing surveillance technologies also seek to distance themselves from the ways their technologies are deployed in practice, denying that they should be held accountable for their complicit role in surveillance. For example, Huang Yongzhen, CEO of Watrix, recently defended his company’s gait-recognition software, which uses AI to identify people from a distance based on the way they walk. This technology has already been deployed by security services given its ability to recognize people whose faces are not visible to the camera. Yet Yongzhen did not anguish about privacy concerns, noting how “from our perspective, we just provide the technology,” even while he recognized that the technology may be used in ways that can make it a “double-edged sword.”223

Even while the Chinese leadership refutes the external criticism of its control and surveillance efforts, the state-driven regulatory model contains weaknesses and inconsistencies that may over time pose a challenge to the Chinese government. Political goals underlying the country’s internet policy may ultimately compromise its economic goals, even if the Chinese government may not presently acknowledge any such tensions. Several commentators point out that innovation and economic growth require the internet to be relatively free, while political control over online communications requires the curtailment of a free internet.224 Chinese scientists have expressed concern that blocking access to important sites such as Google Scholar impedes their access to important research and hinders collaboration with other researchers.225 For China to meet its goal to become a dominant cyberpower and a technological leader, it needs the free flow of information both within China and with the outside world.

Foreign governments’ discomfort with Chinese surveillance practices has also led to an international pushback, including the imposition of sanctions against Chinese firms. For example, the US recently imposed sanctions on Chinese AI companies including Megvii that was involved in creating the “Uyghur alarm” that was discussed earlier. The US government accused Megvii and other Chinese AI companies of committing “human rights violations and abuses in the implementation of China’s campaign of repression, mass arbitrary detention, and high-tech surveillance” targeting Uyghurs and other Muslim minorities.226 Hangzhou-based surveillance company Hikvision has also come under scrutiny in both the US and the EU due to its past claims that its facial recognition technology could distinguish between the majority Han Chinese and Uyghur ethnicities.227 The US House of Representatives banned Hikvision from government contracts in 2018, and the company was placed on the Entity List in 2019,228 which restricts American companies from doing business with them without a government license.229 Some European leaders are now also cautioning against the use of the company’s surveillance equipment in Europe after news surfaced that Hikvision landed a contract in July 2021 to supply several European airports with surveillance cameras, including Madrid-Barajas and Barcelona’s El Prat airports.230

Chinese censorship and surveillance practices are also complicating the efforts of Chinese tech companies to expand abroad. In 2020, US President Trump signed executive orders to ban WeChat and TikTok in the US within forty-five days on the grounds that these companies’ data collection allowed the CCP to access Americans’ personal information and to keep tabs on overseas Chinese citizens.231 These threats to ban Chinese tech companies, discussed in more detail in Chapter 4, illustrate the concrete political risks and economic costs these companies pay for the government’s insistence on its authoritarian control over the digital economy. In the wake of these measures against Chinese tech companies, some Chinese tech entrepreneurs have urged the government to ease internet controls in China.232 Angela Zhang has further argued that the Chinese government ought to open its home market more to foreign companies in order to alleviate the problems that Chinese tech firms face abroad.233 Tim Wu has argued, rather forcefully, for greater reciprocity in the treatment of tech companies: “If China refuses to follow the rules of the open internet, why continue to give it access to internet markets around the world?” According to Wu, the existing “unfair” asymmetry “ought no longer be tolerated.”234

Huawei has been one of the main targets of US sanctions. For example, under their respective executive orders, both Presidents Trump and Biden have restricted US persons’ investments in Chinese firms with ties to the Chinese military or firms that are producing surveillance technologies for the Chinese government.235 Huawei is one of the companies subject to this restriction, among other reasons, due to its alleged role in facilitating the Chinese government’s surveillance activities overseas.236 The US government views Huawei as an extension of the CCP, thus posing a threat to America’s cybersecurity and national security. Huawei is also accused of intellectual property theft237 and was investigated for a possible violation of US trade sanctions, including selling technology to Iran and North Korea.238 The US has also cajoled many of its allies to restrict Huawei’s operations on their market, as discussed in Chapter 5, further restricting the commercial opportunities available to the company and adding to the costs of Chinese digital authoritarianism that the Chinese tech companies have to bear. Huawei is certainly feeling the adverse impact of sanctions, having lost access to critical components and experiencing the “biggest-ever decline” in revenues after the US sanctions took effect.239 However, while some economic opportunities are closing for the Chinese tech companies caught in the middle of the US–China tech war, other opportunities are opening up. Several foreign governments readily welcome Chinese surveillance technologies, eager to replicate the Chinese government’s success in silencing its opposition and bolstering their own law enforcement capabilities, as discussed in Chapter 8. The growing global turn toward authoritarianism is likely to accelerate this trend, mitigating the costs that Chinese tech companies need to bear as a result of US-led sanctions.

While the Chinese state-driven regulatory model is often criticized in the West, its influence as a counterpoint to the American market-driven regulatory model is hard to deny. In many ways, China’s example has proven false many of the assumptions that underlie the US model. First, it has proven wrong the assumption that freedom is somehow inherent in the character of the internet. Instead, internet freedoms are subject to political choice by governments who are vested with the power to suppress those freedoms. Second, China has shown how restrictive policies can coexist with a culture of dynamic innovation. Contrary to a common view in democracies, a state-driven, authoritarian regulatory model can demonstrably sustain a dynamic culture of private entrepreneurship that is capable of fueling technological progress and economic growth. It is these apparent features that make it difficult for the West to counter the growing appeal of the Chinese regulatory model around the world, as will be discussed in Chapter 8.
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The European Rights-Driven Regulatory Model

within moments after completing his purchase of Twitter on October 27, 2022, Elon Musk tweeted “the bird is free,”1 in an apparent reference to closing the contested deal and thereby gaining the authority to reinstate his favored techno-libertarian free speech norms on the platform. The European Union did not hesitate to respond. Within hours, the European Commissioner Thierry Breton retorted to Musk on Twitter: “In Europe, the bird will fly by our rules.”2 This exchange between an American tech entrepreneur and a European regulator captures the core sentiment underlying the European regulatory model: tech companies need rules and those rules are established by governments. Furthermore, in the EU, those rules are drafted to specifically reflect European values that call for, for example, restricting online content on platforms such as Twitter, if such restrictions are needed to protect human dignity, data privacy, democratic discourse, or other core rights of European digital citizens.

Unlike the United States, whose market-driven regulatory model leaves tech companies in charge, or China, whose state-driven model is aimed at regulating its tech industry to preserve the political power of the state, the EU has pursued a third path by adopting its own human-centric and rights-driven approach to digital regulation. This approach focuses on enhancing the individual and collective rights of European citizens in a digital society and demonstrates the EU’s unwillingness to align itself with either the US or China. This distinctly European way of regulating the digital economy views governments as having a central role in both steering the digital economy and in using regulatory intervention to uphold the fundamental rights of individuals, preserve the democratic structures of society, and ensure a fair distribution of benefits in the digital economy.3

The EU has promulgated these values in various high-level political statements and declarations that further illustrate the core principles underlying the European regulatory model. The European Declaration on Digital Rights and Principles for the Digital Decade,4 jointly adopted by the European Parliament, Council, and Commission in December 2022, proclaims that “people [are] at the centre of the digital transformation,” and emphasizes the importance of “democratic functioning of the digital society and economy.” It also asserts how the digital transformation should “benefi[t] everyone and improv[e] the lives of all people living in the EU.” Technological solutions, according to the Declaration, should also “respect people’s rights, enable their exercise and promote solidarity and inclusion.” This political statement identifies democracy, fairness, and fundamental rights as key values guiding EU policymaking. These values, while not unique to the EU, are directly engrained in the EU’s regulatory instruments with the goal of ushering in a human-centric, democracy-enhancing, rights-preserving, and redistributive digital economy where technology is harnessed for human empowerment.

The European rights-driven model has important similarities and differences with both the American market-driven model and the Chinese state-driven model. For example, the US model is also motivated by safeguarding fundamental rights and democracy. However, in the US, the rights discourse more commonly centers on protecting free speech as the fundamental right implicated by the digital transformation whereas the EU is looking to balance the right to free speech with a host of other fundamental rights, including human dignity, nondiscrimination, and the right to data privacy. The US and the EU also differ in how they seek to advance democracy through digital regulation. To protect the democratic foundations of the internet, the US government is less prepared to intervene in platform autonomy for fear of curtailing free speech. American regulators, who often evince techno-libertarian instincts, fear overdoing the content moderation rather than underdoing it. Thus, while the EU at times restricts online speech in the name of democratic discourse, the US frequently invokes this very same principle to allow such speech to remain online. European regulators’ concern over fairness and redistribution is also in line with the EU’s commitment to the social market economy and the pursuit of more equal wealth distribution in general. Conversely, the US has traditionally been more comfortable with income inequality, seeking to preserve equality of opportunities as opposed to equality of outcomes.

The EU’s pro-regulation stance is not limited to the technology sector but reflects a broader view of how markets operate and what the optimal role of government is. Compared to the US, the state enjoys greater public trust in the EU and can therefore assume a more prominent role in regulating markets.5 In contrast, Americans tend to embrace a pro-business, free market–oriented version of capitalism. Under this view, government intervention should be limited to avoid curtailing the innovative zeal of tech companies. In terms of the influential literature on “varieties of capitalism,” most European countries exhibit features of a “coordinated market economy” as opposed to a “liberal market economy,” meaning they reserve a greater role for government regulation and nonmarket institutions.6

By insisting that its vision for the digital economy must be engrained in laws—which are written and enforced by democratic institutions—the EU rejects the techno-libertarian idea of a “lawless” internet, advancing instead a view that the digital transformation needs to be firmly anchored in the rule of law.7 This interventionist regulatory approach reflects the European view that governments play a key role in safeguarding competition in the digital marketplace. Whereas the American market-driven model frequently emphasizes how the government does not understand technology and should hence refrain from regulating it, the European rights-driven model is more concerned that technology companies do not understand how technology implicates constitutional democracy and fundamental rights, which their products and services are frequently undermining.8

The EU’s rights-driven regulatory agenda has strong backing from the European citizenry, and several large public opinion surveys have shown important support for more extensive digital regulation.9 This public support lends both political momentum and democratic legitimacy to the EU’s regulatory agenda. The political environment in the EU has similarly been conducive to extensive rule-making. European political elites are ideologically less divided than their US counterparts and are consequently more responsive to public demand for more stringent regulations. Parties across the ideological spectrum in Europe may differ in the extent of their support for regulation, but they share a fundamental commitment to a regulated market economy.10 The EU’s Digital Markets Act (DMA) illustrates this political consensus particularly well. The DMA is a major piece of digital regulation, which aims to enhance market competition by restricting certain business practices by “digital gatekeepers” that are deemed anticompetitive.11 The law was adopted in the European Parliament in 2022 with 588 votes in favor, 11 against, and 31 abstentions, with parties across the political spectrum lending resounding support.12 This degree of consensus stands in stark contrast to the highly partisan US Congress that remains deadlocked on most important policy issues, including digital regulation.

The European rights-driven regulatory model also has some similarities with the Chinese state-driven regulatory model. For example, both models acknowledge the central role of government as a steward of the digital economy. Yet the European model clearly departs from the Chinese model in its key objective: in the EU, the goal is to strengthen digital citizens’ rights vis-à-vis not only technology companies, but also the state.13 While the Chinese state-driven model views government intervention as necessary to preserve social harmony and entrench government control, the European rights-driven model justifies government intervention in the name of safeguarding individual rights and the political autonomy of its citizens. Of course, the Chinese government can also argue that it acts in its citizens’ best interests by, for instance, protecting them from harmful online content through a tight censorship regime. However, the European model is distinctly different in that it involves citizens and their elected representatives engaging in a democratic debate, which determines what citizens’ “best interests” are and what form the regulatory intervention should take.

In addition to notable differences in the objectives of digital regulation, there are significant differences in the actual size of the tech industries in the three jurisdictions. Unlike in China and the US, for example, large tech companies have not emerged out of Europe. Compared to the US tech behemoths—including Amazon, Apple, Google, Meta, and Microsoft—or the Chinese tech giants—including Alibaba, Baidu, Huawei, JD.com, Tencent, and Xiaomi—the EU has nurtured few leading tech companies. In 2021, Germany’s SAP, a leading enterprise software vendor, was the largest European tech company and the only European Fortune 500 tech company.14 With the exception of perhaps Spotify, few European companies are embraced (or even known) by global internet users, which raises questions of why the EU has not been able to replicate the US’s and China’s success on this front.

This dearth of European tech companies has at times been attributed to extensive digital regulation across the continent. Critics of the rights-driven regulatory model often assume that stringent regulation hinders innovation and therefore explains why the EU has fallen behind the US and China in nurturing a thriving tech industry.15 Whether extensive regulation has, indeed, dampened tech innovation in Europe can be debated, but the fact that the EU has engaged in wide-ranging regulatory activity in this domain is not in question. These digital regulations have had a significant impact on the daily operation of tech companies, including constraining the way they collect, process, or share data, design their products, or interact with internet users or other businesses in the marketplace. What these diverse regulations have in common is their focus on enhancing rights—be it the fundamental rights of internet users, the democratic rights of digital citizens, the social rights of platform workers, or various economic rights of smaller market actors. These regulations also reflect a deep-seated belief that markets will not, left to their own devices, yield optimal outcomes and that government intervention is needed to preserve and strengthen these rights.

The EU’s affinity with regulation is well known, in particular among the tech companies that are frequent targets of EU regulations. Yet many people do not have a strong understanding of what exactly is driving European digital regulation. One narrative, often invoked by US tech companies and US policymakers alike, is that of European regulatory protectionism. These critical voices portray EU tech regulation as specifically targeting US companies, motivated by envy-driven protectionist zeal designed to give European tech companies a helping hand so that they can better compete against their more successful US rivals.16 The US’s dominance of the tech sector has been described as a “source of resentment in Europe,”17 and the EU has been viewed as responding to such resentment by targeting US tech companies with the only tool the EU has at its disposal: regulation.

This argument focusing on digital protectionism, which will be addressed in detail in Chapter 6, is plausible yet overly simplistic. It is true that it is politically less costly for the EU to leverage regulation against leading tech companies when those companies are, in large part, foreign rather than European. It is also true that the EU has not been spared from a recent nativist shift in trade and technology policy around the world. Like the US and China, the EU has become more conscious of its need to build its technological capabilities and to reduce its dependencies in a more contested geopolitical environment. Such policy goals often veer governments toward greater techno-nationalism. But singling out protectionism as the key driver of the EU’s digital regulation either mischaracterizes the EU’s regulatory impulses or, at the very least, provides a highly incomplete account of the EU’s motivations. There are a host of other values beyond digital protectionism that are genuine drivers of European digital regulation, and consistent with the ethos of the broader European economic and political project. As this chapter explains, the EU’s digital agenda reflects its deep commitment to fundamental rights, democracy, fairness, and redistribution, as well as its respect for the rule of law.

Bringing into view how the European regulatory model has taken shape around this rights-driven agenda, this chapter outlines how the EU has ingrained these core values in its ambitious regulatory instruments. The focus is on EU-level regulation, even though there have also been significant legislative developments on the individual EU member state level, which have shaped the broader European approach toward the digital economy. The EU’s commitment to fundamental rights manifests, in particular, in its regulatory approach to data protection, artificial intelligence, and online content regulation—all policy areas that have become central pillars of the European regulatory model. The EU has also developed regulatory instruments to preserve and strengthen democracy in the digital age, including by curtailing online disinformation and promoting a free and pluralistic media. The EU has further woven a commitment to fairness and redistribution into its regulatory model, as exemplified by its regulation of market competition, digital taxation, and social protections extended to platform workers. This chapter also explains how the European rights-driven model relies on regulation as a tool to advance European market integration. This chapter ends with a critical examination of the European rights-driven regulatory model. It asks whether extensive regulation impedes technological progress, possibly explaining the EU’s struggles to keep up with American and Chinese technological leadership. Another concern is that while the EU has been successful in articulating its rights-driven vision of the digital economy and entrenching that vision in a number of regulations, it has been less successful in ushering in a digital economy that is, in practice, rights-preserving, democratic, and fair. In addition to these enforcement challenges, internal disagreements within the EU may be viewed as weakening the coherence, effectiveness, and legitimacy of the European rights-driven regulatory model.

Using Digital Regulation to Safeguard Fundamental Rights

Fundamental rights are deeply entrenched in the ethos of the EU, forming a value-based constitutional foundation for European integration and guiding the EU’s legislative activity as well as its engagement with the world in all policy areas. This political ethos also provides the basis of the European rights-driven regulatory model. According to Article 2 of the Treaty of the European Union: “The Union is founded on the values of respect for human dignity, freedom, democracy, equality, the rule of law and respect for human rights, including the rights of persons belonging to minorities.”18 The 2000 Charter of Fundamental Rights of the European Union (the EU Charter), which gained legally binding force in 2009, further enshrines fundamental rights embedded in the Treaties. This European “Bill of Rights”19 protects key rights implicated by the recent digital transformation of economies and societies, including the protection of privacy and personal data, the freedom of expression, and nondiscrimination principles.20

European political leaders frequently embrace fundamental rights as the cornerstone of the EU’s digital policy in their public statements. The Commission’s Executive Vice President, Margrethe Vestager, and the EU’s High Representative, Josep Borrell, recently wrote how “the 1948 Universal Declaration of Human Rights established the dignity of the individual, the right to privacy and to nondiscrimination, and the freedoms of speech and belief. It is our common duty to make sure that the digital revolution lives up to that promise.”21 This sentiment has been echoed by the President of the European Court of Justice (CJEU), Koen Lenaerts, who has described the EU Charter as having enabled the EU legal order to evolve into “a globally-renowned beacon of fundamental rights protection.”22 In discussing the CJEU’s decision to annul the EU’s Safe Harbor data transfer agreement with the US based on fundamental rights concerns, President Lenaerts noted how “the rule of law is not up for sale. It is a matter of upholding the requirements in the European Union, of the rule of law, of fundamental rights. If this is also affecting some dealings internationally, why would Europe not be proud to contribute its requiring standards of respect of fundamental rights to the world in general?”23

Digital transformation has altered the ways in which businesses operate and societies function, implicating a number of fundamental rights in the process. As the demand for data multiplies, so does the potential for its misuse—by public and private actors alike. As a result, the EU is seeking to limit both government surveillance and the exploitation of internet users’ personal data by technology companies. The EU is also looking to protect internet users from nondiscrimination, for instance by regulating the ways algorithms operate and AI systems are developed and deployed. EU regulators are further committed to safeguarding freedom of expression, which they see as under threat when internet platforms moderate content online, but at the same time recognize the need to balance that freedom against other fundamental rights such as human dignity, which can be undermined by illegal and harmful content online. Together, these specific issues—outlined below—drive the EU’s digital agenda today, placing the protection of fundamental rights at the center of the European regulatory model.

The Right to Privacy and Protection of Personal Data

The right to privacy, and the related right to the protection of personal data, are at the heart of the EU’s rights-based approach to digital regulation. Championing these rights as “fundamental” distinguishes the European regulatory model from the American market-driven and the Chinese state-driven regulatory models. The philosophy behind the EU’s fundamental rights approach to data privacy is to foster self-determination of individuals by granting them enhanced control over their personal data.24 In European rights discourse, the right to data privacy is also closely related to human dignity, which the EU Charter considers inviolable.25 Europeans’ concern about data privacy can be traced back to World War II and the atrocities committed by the Nazis, who systematically abused personal data to identify Jews and other minority groups the Nazi regime oppressed.26 The infringement of privacy rights continued under the postwar socialist dictatorship in East Germany, where the Ministry for State Security, known as Stasi, continued the surveillance of its citizens.27 These experiences have left Europeans suspicious of government data collection practices. These suspicions, combined with a mistrust that corporations would act in the public interest when handling user data, paved the way for a robust privacy rights regime in Germany, and later across Europe.

The rights to privacy and data protection have since been codified into European legal instruments, anchoring the EU’s regulatory model even more firmly into those fundamental rights. The 1950 European Convention of Human Rights—to which all EU member states are party—recognizes the right to privacy as a fundamental right.28 The EU Charter further guarantees individuals the right to privacy, including the right to the protection of their personal data.29 In addition to these constitutional protections, the EU sets out detailed privacy protections in the General Data Protection Regulation (GDPR) that entered into force in 2018.30 The GDPR is the EU’s ambitious data protection law that has become a global “gold standard” on how to protect individuals’ personal data from exploitation by governments or private companies alike. The GDPR calls for lawfulness, fairness, and transparency in processing personal data,31 in addition to limiting the quantity and purpose for which data can be collected.32 The Regulation also adds new obligations, such as the “right to be forgotten,” that gives the data subject the right to ask for erasure of certain data,33 and “privacy by design,” which requires manufacturers to design their products and services with GDPR obligations in mind.34 It mandates member states to establish independent data protection authorities that guarantee the enforcement of GDPR protections, in addition to establishing a European Data Protection Board.35 The GDPR also provides for heavy sanctions: noncompliance may result in fines of up to €20 million or up to 4 percent of a company’s total worldwide annual turnover of the preceding financial year, whichever is higher.36

The EU’s judiciary has played a key role in shaping the European rights-driven model, expanding the scope of European citizens’ data privacy rights in multiple landmark pro-privacy rulings, including in Google Spain—better known as the “right to be forgotten” case.37 The “right to be forgotten” refers to the internet users’ right to demand data on them to be permanently deleted. In this case, Mario Costeja González, a Spanish citizen, requested Google to remove from its search engine results that linked him to old newspaper articles detailing his financial troubles. According to Mr. González, the information, while accurate, was no longer relevant since all his debts were resolved. Google initially refused to delink the information. However, the CJEU ruled that Google was obliged to honor requests to make certain content, which is not adequate, relevant, or current, no longer searchable. The ruling has led to significant delisting of content, in part because of the asymmetrical incentives it imposes on search engines. While these companies retain the authority to decide whether to erase the requested information, any borderline case is likely to result in removal because a failure to do so can lead to heavy fines, whereas excessive delinking carries no penalty, incentivizing erasure.38 As evidence of its responsiveness to delinking requests, by August 2022, Google had removed about 49 percent of the 5.1 million URLs that it had been asked to delist since the May 2014 ruling, according to the company’s transparency report.39

While offering steadfast privacy protections, the GDPR acknowledges that “the right to the protection of personal data is not an absolute right; it must be considered in relation to its function in society and be balanced against other fundamental rights, in accordance with the principle of proportionality.”40 The CJEU has frequently been called on to weigh the right to data privacy against other pressing societal imperatives, such as national security and law enforcement, as discussed in more detail in Chapter 6 in the context of US–EU regulatory battles. Nevertheless, in carrying out its proportionality analysis, the CJEU has shown itself to be a staunch defender of data protection, actively shaping the EU’s digital governance in ways that elevate the right to data privacy even when that right conflicts with these other important societal imperatives.41 The court’s expansive approach to data protection rights leaves no doubt that data privacy is a pivotal right that goes to the heart of the European rights-driven regulatory model.

Protections Against Harmful Applications of Artificial Intelligence

A second area where fundamental rights concerns have shaped the EU’s regulatory model, and made it distinct from both the US and Chinese models, is artificial intelligence. AI is an area of the digital economy with significant implications for fundamental rights, prompting the EU to develop new regulatory instruments to ensure that those rights are protected. Increasingly, AI-driven algorithms are utilized in critical decisions across multiple sectors of society, including in screening candidates for education or employment, or in determining individuals’ eligibility for credit or public benefits. Despite its growing prevalence and touted promise as a tool for better decision-making, companies’ use of AI has frequently been controversial. For example, Amazon abandoned its AI-based recruiting tool after it was shown to discriminate against women. The reason for the gender bias was simple: the algorithm used in vetting job candidates was trained with the existing resumes submitted to the company over a ten-year period, most of which came from men.42 These built-in biases can have life-altering consequences. In one case involving the Netherlands, it was discovered in 2019 that the Dutch tax authorities had used a biased algorithm to help identify individuals who are likely to engage in childcare benefits fraud.43 The system relied on risk indicators that often singled out low-income families or families belonging to ethnic minorities as potential fraudsters. The reliance on algorithms in this case led to dire consequences, pushing families into poverty while sending thousands of children to foster care. The Dutch data protection agency fined the tax authorities, citing the violation of an affected individual’s data privacy.44 This and other similar scandals serve as a vivid reminder of the risks associated with relying on AI in governing societies.

Conscious of both the opportunities and risks that AI entails, the EU has moved to regulate this space by promoting the development and deployment of AI while seeking to mitigate the risks associated with it, including those implicating fundamental rights. In April 2021, the Commission unveiled a new proposal for a regulation laying down harmonized rules on AI.45 The AI Act seeks to promote ethical, trustworthy, and human-centric AI development, ensuring a high level of protection of fundamental rights. For example, it acknowledges that algorithmic decision-making may reproduce existing biases, which can lead to large-scale discrimination. Moreover, the requisite collection of personal data for training AI threatens citizens’ fundamental right to data privacy—a concern that is magnified when AI technologies, such as facial recognition, are deployed for mass surveillance of citizens. Thus, according to the proposed regulation, any AI must be free of harmful bias, respectful of citizens’ right to privacy, and otherwise consistent with fundamental rights embedded in the EU Charter and Treaties.

To ensure that its regulatory model will not hinder the development of new AI systems while protecting the fundamental rights implicated in using AI, the proposed AI Act takes a risk-based approach to regulation. It divides AI applications into four categories depending on the level of risk they pose—unacceptable risk, high risk, limited risk, and minimal risk—and adjusts the regulatory obligations accordingly. The category of “unacceptable risk” includes AI systems that manipulate human behavior and undermine their free will by using subliminal techniques. AI systems that deploy social scoring by governments—akin to China’s “social credit system” discussed in Chapter 2—are also prohibited, as is the government’s deployment of real-time facial recognition for law enforcement purposes. In these settings, AI is used for “manipulative, exploitative and social control practices,” contradicting the EU’s commitment to fundamental rights, including the right to nondiscrimination and data privacy.46 A real-time remote biometric identification of individuals for law enforcement purposes is considered particularly invasive of fundamental rights and freedoms, as it places large parts of the population under constant surveillance.47 AI involving “high-risk” applications is not prohibited but tightly regulated, with a set of risk managements obligations applying to developers, providers, users, distributors, and importers of AI systems.

The EU also maintains that AI technologies exist for the benefit of humans and must also be overseen by humans. The EU’s 2019 “The Ethics Guidelines for Trustworthy AI,”48 which paved the way for the proposed AI Act, emphasize the human-centric approach to AI, noting how “AI systems should not unjustifiably subordinate, coerce, deceive, manipulate, condition or herd humans.” The Commission’s 2020 White Paper similarly stresses the importance of a human-centric AI that improves the lives of individuals while respecting their rights and preserving their human dignity.49 This policy imperative, according to the EU, also necessitates that AI is overseen by natural persons who can override algorithms, when needed, and help ensure that risks to fundamental rights are mitigated.50

The EU’s proposed AI regulation is the first of its kind globally. It reflects the EU’s commitment to ethics, trust, fundamental rights, and dignity as key principles guiding AI development. While many tech companies have adopted various ethics codes to mitigate risks associated with AI,51 the European regulatory approach views these market-driven tools of self-regulation as ultimately insufficient. While such ethics codes can lead to better corporate practices, they cannot substitute or delay legally binding obligations that are generated through a democratic process to ensure that those obligations reflect the public interest more broadly.52 Thus, by pursuing binding rules on AI, the EU affirms the primacy of the rule of law and democracy as the foundation of its regulatory model, while empowering EU citizens to exercise a countervailing power to tech companies and their AI-powered business models.53

Moderating Online Content While Preserving Freedom of Expression

Another key area of focus within the EU’s effort to protect fundamental rights online relates to content moderation. Digital technologies have revolutionized the opportunities for communication, expanding individuals’ freedom of expression. However, this vast opportunity for online engagement has also increased the dissemination of harmful content online. The tools that democratic governments and digital platforms have for addressing this complex issue are imperfect. Both the governments and the platforms know that freedom of expression is under threat when the platforms are permitted to moderate content. Yet the absence of such moderation practices would allow hate speech, disinformation, terrorist propaganda, and other harmful content to run rampant online. The line-drawing between permissible and impermissible speech is therefore complicated, and the key question thus becomes who gets to draw that line.

Fundamental rights, including the freedom of expression and the protection of human dignity, are central to the EU’s efforts to regulate online speech. According to Article 11 of the EU Charter, “Everyone has the right to freedom of expression.” Notwithstanding its staunch commitment to free speech, the EU is prepared to curtail free speech in instances of harmful speech, including hate speech. Compared to the US, the EU takes a harder line on hate speech, which is not considered a valuable part of public discourse and hence worthy of protection in Europe—whether such speech takes place online or offline.54 Like its approach to data privacy, the EU’s firm stand against hate speech is best understood in light of Europe’s history of racist and xenophobic violence, including most prominently the incitement of hatred by the Nazis against the Jews. The burden of this history continues to define the European regulatory approach today, heightening its sense of a “duty of remembrance, vigilance and combat” against racist and xenophobic speech.55 Today, the rise of populist parties with anti-migrant views is contributing to an increase of incidents of hate speech within the EU, particularly on social media, strengthening the EU’s resolve to tackle this challenge with regulation.56

Until recently, the EU has relied on voluntary regulation of online hate speech. In 2016, the European Commission signed a nonbinding Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code) with four US technology companies: Facebook, Twitter, YouTube, and Microsoft.57 Additional companies have joined since, including Instagram and Snapchat in 2018 and TikTok in 2020.58 These signatories agree to “prohibit the promotion of incitement to violence and hateful conduct on their platforms,” and commit to reviewing any request to remove such content from their platform within 24 hours. Despite its voluntary nature, the Hate Speech Code has had a notable impact. Data from 2021 show that the signatories now remove, on average, 63 percent of all illegal hate speech that is notified to them.59

Another category of problematic content available online is terrorist propaganda. Such content presents a direct security challenge to the EU—a concern that has been magnified through recent terrorist attacks on European soil. The EU acknowledges that acts of terrorism amount to some of the most serious violations of individuals’ right to life, liberty, and security.60 However, efforts to combat the dissemination of terrorist content online touches many other fundamental rights as well, including the freedom of expression or nondiscrimination.61 Consequently, there is a fear that platforms may deploy discriminatory proxies to screen terrorist content without respecting the individual rights of internet users. In 2021, the EU adopted a binding Regulation on Preventing the Dissemination of Terrorist Content Online, which seeks to strike a balance between the fundamental rights of all affected parties.62 The Regulation mandates platforms to remove terrorist content within one hour following a removal order issued by an EU member state authority.63 To safeguard due process and alleviate concerns of restricting free speech, platforms and content providers retain the right to challenge any removal order.64

To complement these existing codes and regulations, the EU adopted the Digital Services Act (DSA) in 2022.65 The DSA adds legal force and considerable political momentum to the EU’s rights-driven regulatory agenda by establishing a comprehensive and legally binding transparency and accountability regime for online platforms regarding the content they host. The DSA lays out various due diligence obligations as well as procedural safeguards that platforms must abide by when moderating online content. Very large platforms, including US tech giants that have a disproportionate impact on internet users in the EU, face additional obligations under the DSA.66 For example, the DSA mandates them to carry out annual assessments identifying and mitigating systemic risks, and subjects them to an independent auditing regime. To promote algorithmic transparency, these large platforms must also share data with researchers and authorities on their content moderation decisions.

The DSA reflects the EU’s commitment to the freedom of expression. It refrains from introducing a general monitoring obligation on platforms, preserving their immunity as currently provided under the 2000 e-commerce Directive. Fundamental rights considerations explain the DSA’s regulatory restraint across a number of provisions. For example, in discussing the objectives of the DSA, the Commission refers to the liability shield as being “instrumental to the protection of fundamental rights online.”67 The DSA also underscores the importance of nondiscrimination as a core fundamental right affected online. In particular, the DSA acknowledges how user notices or content removal algorithms may reflect unconscious or conscious biases that disproportionally affect certain user groups, and prohibits such discriminatory practices.68 Very large platforms must additionally evaluate and report on systemic risks that may compromise fundamental rights.69 These provisions illustrate how the DSA, while seen as imposing considerable regulatory burdens on online platforms, is concerned with establishing a strong rights foundation for those content moderation decisions and processes at the same time.

Using Digital Regulation to Preserve and Strengthen Democracy

The Treaty of the European Union emphasizes “freedom” and “democracy” as the EU’s founding principles.70 Democracy is also a precondition for EU membership.71 However, in recent years, democracy has come under threat, in Europe and elsewhere. Freedom House, an American NGO that conducts research and advocacy on democracy and political freedom, documented a fifteenth consecutive year of decline in global freedom in 2021. According to its “Freedom in the World 2021” report, less than 20 percent of the world’s population now lives in what is categorized to be a “free” country.72 Such democratic decay has not spared Europe. While in the 1990s, two-thirds of European citizens were satisfied with the functioning of their countries’ democratic systems, today a majority feels dissatisfied.73 Voter turnout in many European countries has also declined, as has membership in political parties.74 At the same time, populist parties have gained ground, ascending into power in several EU member states. EU countries, such as Poland and Hungary, have experienced severe democratic backsliding as a result of these power shifts from the ideological center toward more authoritarian leaders, shaking faith in democracy as an inalienable foundation of the EU.

Against these broader economic, cultural, and political trends, there is a growing concern that technology may adversely affect democracy. For techno-optimists, technology can amplify individual freedoms and revitalize democracies.75 At its best, the internet can preserve and strengthen democracy by providing an inclusive platform for diverse voices to participate in society. Yet critical voices point to a myriad of ways for technology to undermine democracy. Online communication channels have not only cultivated civic engagement; they have also facilitated the spread of disinformation, undermining public debate and the legitimacy of democratic elections.76 Apart from producing freedom and enhancing democracy, online platforms have also sowed discord and deepened societal divisions.77 In light of this, the internet’s potential to amplify freedom and usher in a revitalized democracy has been, at best, only partially realized, and, at worst, proven to be a false promise.

Aware of these dangers, the EU has sought to harness the democracy-enhancing potential of technology while guarding itself against the dangers that digital technologies present. Reflecting its belief in the role of regulation to preserve democratic processes, the EU has adopted a number of regulatory instruments, including measures aimed at countering disinformation and strengthening free and pluralistic media, both of which the EU sees as crucial for sustaining democratic discourse. Through these efforts, the EU is elevating the preservation and strengthening of democracy as a central tenet of its rights-driven regulatory model.

Fighting Disinformation and Other Harmful Content Online

The European rights-driven regulatory agenda is anchored in the conviction that protecting citizens’ ability to express themselves freely online is essential for a democratic society. In the 2018 European Democracy Action Plan, the Commission emphasizes how democracy cannot thrive without “engaged, informed, and empowered citizens.”78 To meaningfully participate in democratic processes, citizens must be able to form their own opinions, including to make electoral choices in a public space that exposes them to a plurality of viewpoints that are expressed freely.79 According to the Commission, this requires both protecting the freedom of speech online and eliminating online disinformation that can undermine political processes.80 Without the freedom of expression, individuals’ political rights are compromised. At the same time, disinformation polarizes the public discourse and undermines citizens’ trust in democracy.81

Given the prevalence and severity of disinformation, as well as its manifested adverse effect on democracy, the EU is steadfast in its commitment to limit the dissemination of such information online. However, crafting a rights-preserving regulatory approach toward the removal of disinformation is complicated given the EU’s equally steadfast commitment to the freedom of expression online. The EU recognizes that freedom of expression is a fundamental right on which a democratic society is built. The European regulatory model thus reflects the belief that excessive content removal can lead to harmful censorship that is inconsistent with the EU’s commitment to democracy and individual freedom.82 Unlike hate speech or terrorist content, disinformation is not illegal, which makes it even harder to target through regulation. The EU regulation is therefore not mandating the removal of disinformation, but predominantly geared at alerting internet users of alternative information sources and educating them to more critically evaluate the information they encounter online.

As part of its regulatory efforts, the Commission developed a nonbinding Disinformation Code, which, in its updated 2022 version, has been signed by leading platforms including Google, Meta, Microsoft, TikTok, and Twitter.83 These companies voluntarily commit to measures, including increasing transparency in political advertising, closing fake accounts, facilitating fact-checking, demonetizing the dissemination of disinformation, and granting researchers access to the data to facilitate research on disinformation.84 While the voluntary Code has led to progress, disinformation remains prevalent online.85 Acknowledging this, the Commission announced in 2020 that it was time to move from self-regulation to binding regulation.86 This paved the way for the adoption of the DSA, which regulates illegal content such as hate speech, as discussed earlier, but also acknowledges how online disinformation can pose “systemic risks on society and democracy.”87

Under the DSA, platforms identified as “very large online platforms,” such as Google and Meta, are obliged to assess such systemic risks, and adopt “reasonable, proportionate and effective” measures to mitigate them.88 These platforms must also subject themselves to an independent auditing regime.89 To promote algorithmic transparency, they must further share data with researchers and authorities on their content moderation decisions.90 The DSA is backed by notable sanctions. Very large platforms infringing the DSA can be fined up to 6 percent of their global turnover.91 For example, if Meta were to be fined the maximum 6 percent under the DSA, it could cost the social network $7.1 billion, based on its 2021 revenue.92 By resorting to binding rules and heavy fines, the DSA underscores the EU’s view that government intervention is needed for preserving democracy in a digital society—an approach that stands in stark contrast to the US government, which has been reluctant to intervene for the fear that any such limits on free speech present ultimately an even greater threat for democracy.

The EU’s efforts to fight online disinformation through digital regulation are particularly relevant in its quest to protect the integrity of political elections. Politically motivated disinformation campaigns, including interference by foreign governments, present a serious threat to democracy.93 One particularly disturbing example of such election meddling is Russia’s disinformation campaign orchestrated to influence the outcome of the 2016 Brexit referendum,94 which further contributed to the EU’s resolve to address the problem with more robust regulation. A related concern for the EU is the manipulation of voter behavior, which can compromise citizens’ privacy, personal autonomy, and freedom to exercise free will in a political process.95 The infamous Cambridge Analytica scandal revealed how various actors can deploy psychometrics—often obtained without the target’s consent and hence infringing personal privacy—to engage in intricate micro-targeting of individuals aimed at influencing their electoral choices.96 As a result, citizens’ ability to partake in free and fair elections by exercising their full and autonomous political choice has become a central concern for the EU’s regulatory model.

In an attempt to curtail malicious actors’ ability to manipulate the electorate and undermine their political freedom, the Commission proposed a new regulation geared at enhancing transparency in political advertising and communication in 2021.97 The proposed rules mandate labeling of political advertisements, which reveal the identities of individuals or entities paying for various ads. The proposed regulation also restricts various targeting and amplification techniques in the context of political advertising. These measures illustrate the common belief among EU leaders—supported by the European public at large—that democracy cannot be sustained by relying on free speech and platforms’ self-regulation alone. Instead, the government must step in and help uphold citizens’ political rights in a democratic society.

Strengthening Free and Pluralistic Media

The EU has been particularly active in using digital regulation to protect the news media, a regulatory effort that the EU sees as necessary for defending democracy and, more broadly, advancing its rights-driven regulatory agenda. Large online platforms increasingly threaten the viability of traditional media, which plays an essential role in democracy. In its 2020 European Democracy Action Plan, the Commission describes a free and pluralistic media as “key to hold[ing] power to account and to help[ing] citizens make informed decisions.”98 The plan also holds that “by providing the public with reliable information, independent media play an important role in the fight against disinformation and the manipulation of democratic debate.”99 This view provides a policy rationale for the EU to leverage regulation with the goal of enhancing the role of traditional media companies, including their ability to compete with large digital platforms, in the new digital landscape.

A techno-optimist approach to digital regulation emphasizes how online platforms have democratized the production of news by enabling new voices to emerge in public debates. Individuals can now more easily disseminate information to mass audiences and hence directly contribute to the public debate.100 Under this approach, there is no need for a regulatory intervention as platforms, left to their own devices, act as information intermediaries capable of fostering media pluralism and public debate. However, it is not clear that the digital revolution has, in practice, contributed to media pluralism, given the extensive power a few large online platforms hold over the media industry. The EU has assumed a more skeptical view and stepped in with regulation to bolster traditional media in order to foster more informed public debate in a democratic society.

As part of its effort to promote a free and pluralistic media, the EU adopted a landmark Copyright Directive in 2019.101 This Directive seeks to rebalance the relationship between online platforms (that display news content) and the news industry (that generates news content). This rebalancing advances ideas of fairness and redistribution that are central tenets of the European rights-driven regulatory model and that are discussed later in this chapter.102 In addition to advancing this notion of fairness, the Directive highlights the relationship between a free and pluralist media and the state of democracy, noting how “a free and pluralist press is essential to ensur[ing] quality journalism and citizens’ access to information. It provides a fundamental contribution to public debate and the proper functioning of a democratic society.”103 In supporting journalists and press publications, the EU seeks to ensure its citizens will have access to reliable news and other journalistic content, which enhances public debate and, with that, strengthens democracy. By adopting the Directive, the EU also revealed its belief that the best route to ensure such access to news content is through government action, rather than through reliance on the markets and tech companies’ self-regulation.

The Copyright Directive takes direct aim at the sustainability of the press sector by seeking to ensure that journalists receive a fair share of the revenue generated by viewers accessing their news stories through online intermediaries.104 Under the Directive, search engines, social networks, and news aggregators are required to obtain a license from publishers before displaying content these publishers create. This bargaining process is expected to lead to revenue sharing between the platforms and the publishers. However, it is unclear whether the Copyright Directive will, in practice, support the news industry that remains dependent on traffic that these platforms offer.105 This was illustrated in 2014 when Spain passed a law that obliged news aggregators to compensate publishers of news content.106 Google responded by withdrawing Google News from the Spanish market, impairing the news publishers who were no longer able to benefit from the traffic Google generated for them.107 This incident underscores the power that online platforms hold over the news media, and raises the question of whether the Copyright Directive will accomplish its aim to bolster high-quality journalism in practice.

Media outlets are acutely aware that, if they were to exercise their right to demand for revenue sharing under the Copyright Directive, Google could replicate what it did in Spain. This has led several publishers to waive their right to collect fees and to allow Google to link their content free of charge. For example, some German publishers acknowledged that they were forced to do so given the “overwhelming market power of Google.”108 However, a recent licensing agreement Google reached with APIG, an organization representing the French news media, suggests that Google intends to comply with the Copyright Directive.109 Interestingly, however, Google agreed to negotiate individual licenses with the French publishers only after the French competition authority ruled that Google’s refusal to negotiate with them amounted to an abuse of its dominant position and hence a violation of French competition law.110 This, again, shows how the European regulatory model places its faith in government intervention to ensure that tech companies do not abuse their market power in ways that undermine news production and democratic institutions.

In addition to seeking to reduce the supply of disinformation, the EU has tried to wield its regulatory power to reduce demand for it. The EU has repeatedly emphasized the importance of promoting citizens’ digital literacy as a way to counter disinformation and to empower citizens to critically consume and evaluate media content they encounter.111 In this effort, the EU has adopted several soft law initiatives to advance digital literacy in Europe.112 But the EU has issued binding obligations as well. The revised Audiovisual Media Services Directive from 2018 obliges video-sharing platforms to provide effective media literacy measures and tools.113 A failure to comply with these obligations can lead to fines. This further illustrates how the EU’s efforts to protect democracy have evolved into a multifaceted regulatory agenda geared toward ensuring that tech companies’ actions enhance, and do not undermine, democracy as a foundation of a digital society.

Digital Regulation as an Instrument to Promote Fairness and Redistribution

Values relating to “social fairness” and “solidarity” are defining features of European economic policy. The EU’s commitment to fairness and redistribution is consistent with the European social market economy model, which seeks to combine a free-market capitalist economy with social progress and a welfare state. In a 2020 Report, the Commission notes how “economic growth can be deemed fair when it is inclusive, benefiting all income groups, particularly the poorest.”114 Consistent with this statement, the EU seeks to integrate specific ideas about solidarity and fairness into its policymaking. This reflects a view that societies perceived as more equal and fair are associated with higher levels of life satisfaction and better social outcomes, whereas rising inequalities cultivate a sense of discontent within the public.115 Various surveys among EU citizens further demonstrate that inequality at the bottom of the distribution elicits a particularly strong sense of injustice among Europeans—even more than inequality at the top of the distribution.116 This view of societal fairness, embraced by political leaders and the public alike, has been integral in shaping the European rights-driven regulatory model.

The EU model is geared at mitigating existing power asymmetries with the goal of cultivating a fairer digital economy. European leaders are conscious that digital transformation has led to an exceedingly concentrated economy where few powerful companies control economic wealth and political power, accentuating inequalities and widening the gap between winners and losers. EU regulations are therefore aimed at reducing this power imbalance as a way of distributing the gains from the digital economy more equally. The EU integrates fairness into its digital policy both as ex ante fairness—such as by creating contestable markets where all players, big and small, are given the opportunity to compete on a level playing field—and as ex post fairness, where gains from the digital transformation are distributed more evenly.

These commitments around greater fairness have led the EU to adopt policies that shift power away from platforms to workers, internet users, smaller businesses and other economic actors, and to the public at large. In recent years, the EU’s focus to fairness and redistribution has manifested itself, in particular, in three different areas of digital regulation, each discussed in detail below: first, the EU has deployed its antitrust laws to rein in the power of large tech companies, with the goal of empowering smaller firms and consumers; second, EU member states have led the quest toward a fairer digital tax regime in an effort to share gains from the digital economy with the general public; third, the EU has sought to improve the working conditions of platform workers, enhancing their social protections. Each of these three policy areas illustrates how the EU views government regulation as an essential tool for redistributing economic wealth and opportunities in a digital society.

Antitrust Law

Antitrust law offers an important policy tool for the EU in its efforts to promote a digital marketplace where all companies can compete fairly. Antitrust law, in Europe and elsewhere, is traditionally deployed to promote efficiency rather than fairness. The primary goal of EU antitrust law—or, using the European terminology, EU competition law—is the maximization of consumer welfare. Consequently, conventional thinking suggests that it cannot directly be leveraged to advance broader fairness considerations. However, Commissioner Margrethe Vestager, who is responsible for competition policy, has described how “competition policy contributes to shaping a fairer society, where all economic players—large and small—abide by the same rules.”117 In the competition law context, this entails creating a more equal playing field where even small rivals can contest powerful incumbents. In his 2016 State of the Union speech, the former Commission President Jean-Claude Juncker also emphasized how EU competition policy contributes toward “a fair playing field” and protects consumers against abuses by powerful companies. According to President Juncker, “The Commission watches over this fairness. This is the social side of competition law. And this is what Europe stands for.”118

Some of the recent Commission decisions illustrate how this concept of fairness informs EU antitrust enforcement action in practice, both reflecting and furthering the EU’s rights-driven regulatory model. In 2017, the Commission issued a decision against Google in a so-called Google Shopping case, finding that Google had given an unfair advantage to its own comparison-shopping service and hence engaged in self-preferencing and discrimination in breach of EU competition rules.119 In this case, Google was accused of unfairly displaying its rivals’ comparison-shopping services lower down in search results, which reduced traffic to these other sites and, according to the Commission, thereby denied these other companies the chance to compete and innovate. Google was ordered to grant equal treatment to its rivals. The EU’s General Court upheld the Commission’s decision in 2021,120 thus endorsing these fairness-driven nondiscrimination obligations for large online platforms as a cornerstone of EU competition law.

The EU’s adoption of the DMA in 2022 illustrates how antitrust regulation can be harnessed to advance the notion of fairness. There is a growing consensus that the EU’s existing enforcement toolkit that relies on ex post enforcement of antitrust law is insufficient. These investigations are time-consuming and often fail to unlock competition. Smaller rivals cannot survive in the marketplace for the decade that it can take for the Commission to collect evidence and to build a case against a dominant company. Partly in response to these concerns, the EU adopted a new ex ante regulation on competition—the DMA—in 2022.121 The DMA targets so-called digital gatekeepers, which are the largest online platforms that have the greatest ability to shape competitive conditions in the marketplace, thus bringing the large US tech giants under its fold. The DMA invokes the notion of fairness multiple times. In describing the goals of the legislation, the Commission emphasizes that “the DMA proposal is concerned with economic imbalances, unfair business practices by gatekeepers and their negative consequences, such as weakened contestability of platform markets.”122 By seeking to create “fairer and more equitable conditions for all players in the digital sector,”123 the DMA thus directly contributes to the EU’s fairness-driven digital policy.

Digital Taxation

The EU acknowledges that there is a limit to how much fairness and wealth redistribution can be accomplished through the enforcement of antitrust law alone. Taxation is commonly viewed as a more effective policy instrument than antitrust policy to transfer wealth in the economy, making it an essential policy tool for the European governments to promote fairness in the digital economy.124 Acknowledging this, nearly half of all EU member states have either announced, proposed, or enacted a domestic Digital Services Tax (DST).125 These DSTs reflect a belief that the country where digital companies create economic value—for instance, by offering digital services to users located in that country—should have taxing rights over that digital company. France was the first EU jurisdiction to enact a DST in 2019, imposing a 3 percent tax on digital services provided to French users.126 Digital services such as online advertising, online platforms, or online marketplaces fall under the law’s definition of digital services. The French DST applies to approximately thirty companies, including the large US tech firms, such as Amazon, Apple, Google, and Meta.127 In announcing the new law, the French Minister for the Economy and Finance Bruno Le Maire emphasized that with the DST, France is “merely re-establishing fiscal justice,” by creating “taxation for the 21st century that is fair and efficient.”128 European countries that have already implemented a DST include Austria, France, Hungary, Italy, Poland, Portugal, and Spain, in addition to the UK outside of the EU.129

The wide adoption of the DSTs at the EU member state level reflects an emerging European consensus that tax legislation offers an important policy instrument to promote a fair digital economy. In 2018, the Commission sought to implement a European-wide solution on digital taxation, incorporating this notion of fair digital taxation into the EU’s regulatory model while also seeking to prevent the emergence of multiple DSTs at the member state level.130 The Commission’s regulatory effort subsequently evolved into a 2020 proposal for a digital levy.131 The suggested levy consists of a 0.3 percent tax on goods and services sold online by companies with an annual turnover of €50 million or more in the EU.132 With this levy, the Commission is seeking to ensure that “digital companies contribute their fair share to society, since a prolonged unequal distribution of rights and responsibilities undermines the social contract.”133 Highlighting key differences in the two regulatory models, national DSTs and the Commission’s digital levy became a source of controversy in US–EU relations, bringing the parties to the brink of a trade war over the issue, and ultimately paving the way for a multilateral agreement within the OECD, as discussed in Chapter 6.134

While the developments discussed above are significant, to date the EU has had limited ability to shape the digital economy through taxation, as tax policy remains a competence of individual member states. But there are other related policies that intersect with taxation and that fall within the EU’s competences, thus providing the EU an avenue to advance its rights-driven agenda. For example, the EU has often resorted to another policy tool—state aid control—in challenging what it considers unfair corporate tax planning. State aid refers to a selective advantage, such as a tax benefit, which a member state government grants to a company, and which may provide the recipient with an unfair competitive advantage over its rivals. Such aid can be considered a violation of EU competition law as it can distort fair competition in the marketplace.

The EU state aid rules formed the basis for the recent, controversial ruling involving the Irish government and Apple.135 In 2016, the Commission ordered Ireland to reclaim €13 billion in unpaid tax revenue from Apple. According to the Commission, Apple had benefited from an “unfair advantage” over its competitors by paying a conspicuously low tax rate of 4 percent on nearly $200 billion in profits it earned outside the US over the past decade. To justify its low tax rate, Apple had relied on a 1991 tax ruling by Irish tax authorities, which the Commission found to violate EU state aid rules. As a result, the Commission ordered Ireland to claw back the unpaid taxes from Apple. In 2020, the EU’s General Court overturned the Commission decision.136 The Commission is now appealing that decision to the CJEU, signaling the Commission’s continuing resolve to assert its view of fairness over the tax treatment of large tech companies.137

Employment Protections for Platform Workers

The EU’s attention to fairness in the context of the digital economy is also reflected in its increasing concern about the working conditions of platform workers or “gig workers.”138 Platform work encompasses services such as food-delivery or ride-hailing services where workers perform services on demand while being connected to their customers via a platform. This type of work can enhance fairness by offering new opportunities for individuals to engage in the labor market under flexible conditions, thus benefiting workers, businesses, and customers alike.139 However, it can also undermine fairness, giving impetus for regulatory action. The EU institutions have expressed concern about the precarious nature of platform work, including insufficient social protections available for these workers.140 For example, Nicolas Schmit, Commissioner for Jobs and Social Rights, has stressed that online platforms must offer platform workers social protections to ensure that “the digital transition is fair and sustainable.”141 The European Parliament has also called for legislative action. In its 2020 Report, the Parliament called for the benefits of digitalization to be shared broadly and equitably while stressing how “workers in the digital sector must enjoy the same rights and working conditions as those in other sectors.”142

In December 2021, the Commission proposed a Directive aimed at improving working conditions for platform work.143 The proposed Directive, which is now pending before the Council of Ministers and the European Parliament, seeks to ensure that platform workers are classified as employees when the nature of their work calls for such a designation. By setting out the criteria that determine when the platform is considered an “employer,” the Directive is expected to lead to a significant reclassification of platform workers—such as Uber drivers—as employees.144 This would extend various labor and social rights to these workers that traditional employees are entitled to under the national laws of each EU member state. In practice, platform companies would be required to respect laws on minimum wage, collective bargaining, working time, unemployment, sickness benefits, and more.145 The Directive also calls for greater transparency in algorithmic management of platform workers, vesting workers with the right to contest automated decisions and mandating platforms to complement algorithms with human monitoring.146

This EU-level measure was, in part, motivated by the EU’s growing awareness of the inadequate employment protections available to platform workers. But the Commission was also spurred to action because of the growing legislative activity on platform work within individual member states—a development that often motivates Commission action, as it fears fragmentation of the single market with conflicting laws across member states. Some member states have already taken—or are considering—action, whether by introducing a rebuttable presumption of employment for platform workers (e.g., the Netherlands, Spain) or by placing the burden on the platform to show that an employment relationship does not exist (e.g., Germany).147 Some no longer draw a binary distinction between workers and self-employed individuals in their legislation but have introduced a third status for platform workers (e.g., Germany, France, Italy, Spain, and Portugal).148 The highest national courts across Europe—including in France, Spain, and the former EU member state UK—have also recognized platform workers as employees,149 with significant consequences for ride hailing companies, such as Uber, and food delivery services, such as Deliveroo. In Italy, Uber was put into “judiciary administration” in 2020 after the company’s executives were accused of “exploitation and modern slavery.”150 In the following year, the Tribunal of Milan lifted the restriction following commitments made by Uber.151 This spate of legislative activity and court rulings at the member state level further illustrate the European governments’ commitment to a redistributive, fairness-driven, and inclusive digital policy that is designed to “benefi[t] all income groups, particularly the poorest.”152

These efforts by the EU to pursue greater fairness through its proposed regulation of platform work—along with those efforts discussed above in the context of antitrust law and digital taxation—reflect the EU’s view that government intervention is needed to ensure that the digital economy benefits large segments of society. Realizing this policy objective requires the EU to deploy multiple and diverse regulatory instruments. If successful, their goal is to ensure that powerful platforms cannot harness their economic, political, and informational power simply to their own benefit; smaller businesses will have a fair chance to compete with them in the marketplace; public revenues grow through contributions of the digital giants; and platform workers’ core social rights are protected.

Regulating Digital Markets While Advancing European Integration

Since the early days of the EU, regulation has served the fundamental goal of European integration. Developing harmonized EU regulations is critical for the operation of the common European market. As a result, the EU’s regulatory agenda for the digital economy is also directly woven into that overarching governing objective: advancing European integration by creating a digital single market. A well-functioning digital single market calls for harmonized EU regulations as inconsistent regulatory standards hinder cross-border trade. For example, if each of the twenty-seven individual member states adopted a different national standard to safeguard personal data, the single market could not function efficiently, as companies would face a different regulatory environment in each country. Most EU regulations therefore advance a dual objective, one being the better functioning of the single market. For example, the GDPR seeks to enhance the fundamental right to privacy but also to facilitate data flows across member states. Similarly, the Copyright Directive seeks to introduce a fairer marketplace while also removing barriers from within the EU by creating a digital single market for copyrighted works online. The DSA was likewise motivated by the need to enhance transparency and accountability over tech companies’ content moderation decisions, but also to prevent fragmentation that was emerging as individual member states began adopting conflicting hate speech laws and enforcing them extraterritorially, thus undermining the functioning of the single European market.153 This dual objective has often allowed the EU to harness broad political support for its regulatory acts, offering pro-regulation and pro-trade coalitions alike a reason to advocate for common European rules.

The creation of a digital single market as a central policy goal also provides a sound legal basis for the EU’s regulatory action, allowing the EU to regulate in domains over which it otherwise has no powers to act. For example, the EU does not have the legal authority to regulate copyright matters, which remain within member state powers. However, in adopting the Copyright Directive, the EU relied on its existing powers to pursue harmonization measures that are necessary for the establishment and functioning of the internal market.154 The single market imperative provides a legal basis for many other EU tech regulations as well, including the AI Regulation, the DSA, and the DMA. Many of the EU’s far-reaching regulatory initiatives—however controversial—have thus benefited from being supported by a less controversial policy goal that has an uncontested legal basis: the completion of the digital single market and hence the advancement of the process of European integration. Digital transformation can also be viewed as providing European institutions with a unique constitutional opportunity to advance European integration.155 Digital policies affect numerous industries, implicating almost all aspects of today’s economy and society. By regulating this space, the EU can achieve extensive harmonization of EU member state laws, thereby advancing European integration in the process.

To a large extent, the Commission’s tendency to “govern through regulation” is also a result of the EU’s small budget. The EU’s budget amounts to only around 1 percent of its Gross National Income and consists primarily of transfers from member states.156 To put this figure in perspective, US federal government spending regularly exceeds 20 percent of GDP.157 These tight budgetary constraints restrict the Commission’s ability to pursue direct-expenditure programs, such as large-scale industrial policy, innovation policy, or job creation programs at the EU level. In contrast, there is no “regulatory budget” to limit the number of regulations and directives the Commission can promulgate.158 The Commission does not even need significant funds to enforce its regulations—it can leverage member state funds by often delegating the actual implementation and enforcement to them, as was done with the GDPR. Thus, the only way for the Commission to expand the EU’s influence without extensive financial resources is to engage in regulatory activity, as regulations do not depend on tax revenue available to EU institutions. Consequently, digital regulation offers EU institutions the best avenue to promote its policy agenda with respect to digital transformation and its impact on broader European integration more generally.

How the European Regulatory Model Overlaps with the American and Chinese Models

The discussion thus far has shown how the European rights-driven regulatory model reflects many political, historical, and ideological commitments that are distinctly European and thus set the EU model apart from both the US and Chinese models. However, alongside these differences exist many similarities as well. European regulators are no strangers to market-driven principles, and many of the EU’s digital regulations can be viewed as having a neoliberal undertone, hence resembling the American market-driven model. After all, the EU’s digital regulation seeks to integrate the common European market and hence foster free trade across member states. At the same time, the EU’s digital regulation also resembles some elements of the Chinese state-driven regulatory model. Especially more recently, the EU’s digital policies are geared at proactively building greater technological capabilities in the name of technological self-sufficiency or strategic autonomy, mimicking an industrial policy approach traditionally associated with the Chinese model.

To foster an integrated, European single market, the EU has relied on several market-driven policies geared at eradicating tariffs and other trade barriers, while restricting various member state regulations capable of hindering market integration. Given these commitments, the EU has been described as “the leading exponent of neo-liberal regulation in Europe.”159 The EU’s central goal with these policies has been to foster competition, especially across member state borders. Trade liberalization measures and antitrust law have contributed to this goal, as have various measures aimed at constraining member state governments from adopting regulations that distort the single market. Thus, even the regulations the EU has adopted across numerous policy domains have typically had a pro-competitive, market-creating character.

The EU’s focus on creating a digital single market has also given the EU’s digital regulations a neoliberal foundation. In particular, the early EU digital regulations, including the 1995 Data Protection Directive and the 2000 e-commerce Directive reflect “digital liberalism,” and elevate the market-driven ideals above strong rights protections.160 Those legislations had the flow of personal data across the EU and the creation of a European market for e-commerce as their primary motivation. Protection of fundamental rights and individual freedoms of the users of digital services were secondary considerations to the more prominent goal of advancing economic freedoms of the providers of those new services. For instance, the 2000 e-commerce Directive resembles Section 230 of the Communications Decency Act in the US, similarly shielding online platforms from liability with the goal of protecting internet service companies’ incentives to innovate and develop new business models. Similarly, the 1995 Data Protection Directive focuses more on free movement of data, relegating fundamental rights considerations to a more modest role than the one they acquire in the 2016 GDPR. Over the past decade, however, the EU’s digital policymaking has become more protective of rights, introducing more market-correcting policies alongside market-creating policies.161 This ideological shift can be traced to the growing dominance of platform companies, and the revelation of new economic and societal harms associated with that dominance. Other external events, such as the 2013 Snowden revelations, have also revealed the limits of the market-driven model, explaining the more recent shift toward rights-driven digital policies in the EU. Yet this new approach has not replaced the strengthening of the single market as a key raison d’être of the EU. For example, even the rights-driven DSA retains the online platforms’ liability shield that they benefited from under the 2000 e-commerce Directive. Thus, the EU’s enduring single market imperative checks and balances its rights-driven regulatory model, ensuring that it accommodates many market-driven features even today.

In recent years, however, the EU’s market-driven instinct has been complemented with a growing proclivity toward more state-driven economic policy, exhibiting some features of the Chinese regulatory model. The EU institutions are assuming an increasingly dirigiste role in steering the digital economy with the goal of asserting the EU’s “digital sovereignty,” which can be seen as a move toward a state-driven regulatory model. In today’s tense geopolitical environment, European political leadership is stressing the EU’s need to increase its technological self-sufficiency and boost its own strategic and industrial capabilities. In the digital economy domain, this entails bolstering the EU’s “technological sovereignty” or digital sovereignty, including assuming control of European data and digital infrastructure, as well as nurturing European tech champions. “We must have mastery and ownership of key technologies in Europe,” declared Ursula von der Leyen, President of the European Commission, in her inaugural speech at the European Parliament in November 2019.162 This is one of many recent statements by European leaders that emphasize the importance of Europe’s “strategic autonomy,” including its digital sovereignty. In its 2020 Communication, the Commission emphasizes “the integrity and resilience of our data-infrastructure, networks and communications” as a foundation of European technological sovereignty. Only by developing and deploying Europe’s own capacities can the EU reduce its dependency on others for the most crucial technologies. These capacities, according to the Commission, will also reinforce Europe’s ability to “define its own rules and values in the digital age.”163

The EU’s recent push for strategic autonomy and digital sovereignty remains a contested policy goal for its regulatory policies. Some associate these terms with a desirable goal to bolster European capabilities while others see them as an undesirable attempt to build a “fortress Europe” through protectionist measures. At its core, digital sovereignty emphasizes the need for the EU to retain—or to regain—the freedom to make its own choices in the digital age, to reduce its dependencies on large US tech companies, and to avoid being at the mercy of the US–China tech war. The EU fears that it has become too dependent on digital services provided by foreign companies, leaving European governments, businesses, and citizens vulnerable to decisions made by others. Europeans navigate the internet using a search engine powered by algorithms created by Google, engage in online conversations moderated by Facebook or Twitter, remain connected using iPhones built by Apple, and store their data in clouds managed by Amazon and Microsoft. The EU’s reliance on US technologies today exceeds its dependency on technologies emanating from China.164 Nonetheless, China’s rising influence in the digital realm adds to the European sense of vulnerability. Europeans are growing increasingly concerned that reliance on China’s Huawei as a provider for their 5G network technology exposes them to Chinese government surveillance, as Beijing may gain access to any data Huawei obtains while operating critical infrastructure in Europe. This—together with the pressure exerted by the US government—has led some European governments to reverse their earlier decisions to rely on Huawei as a 5G network provider.165

Europe’s concern over its supply-chain dependencies is well founded. Approximately 80 percent of the world’s semiconductors are manufactured in Asia today. By comparison, Europe used to be a leading producer of computer chips, contributing 44 percent to global production in the 1990s.166 That market share has dwindled to 10 percent today, leaving the EU dependent on the US for the general chip design capacity and Asia for chip manufacturing.167 According to Commissioner Thierry Breton, Europe was “naïve” to outsource much of its semiconductor capabilities abroad and now needs to “redress the balance.”168 Batteries are another sector where the US and the EU remain dependent on Asian producers. Currently, Chinese, Japanese, and Korean companies combined account for 90 percent of global production of battery cells.169 In addition, lithium—a key component for many types of batteries—is heavily concentrated in Asia, with only 3 percent of the global capacity residing in Europe.170 Similarly, 93 percent of the EU’s magnesium comes from China.171

The EU has pursued both a defensive and an offensive strategy to reduce its dependencies from foreign technologies, while developing greater digital capabilities on its own. The Huawei controversy has ignited a broader conversation in Europe about the need to protect strategic technology assets from foreign acquirers, resulting in a more careful screening of foreign direct investment in such technologies.172 The EU has also moved to combat unfair foreign subsidies, including the Chinese government’s practice of funding Chinese companies’ acquisitions of EU companies or their bids for government contracts in the EU.173 It has further strengthened its export control regime, restricting the outflow of dual-use technologies, including cybersurveillance tools, advanced computing, and AI,174 and adopted new laws aimed at enhancing Europe’s cyber resilience and cyber defenses.175 Recently, the EU has introduced actual sanctions in response to cyberattacks orchestrated by China, North Korea, and Russia.176

European governments are also resorting to new industrial policy measures, including the granting of government subsidies—a practice commonly associated with the Chinese state-driven regulatory model. Subsidy races are unfolding in cloud computing, batteries, and semiconductors where the EU, alongside the US, China, and several other governments, is looking to shore up its capabilities and to shed its dependency on foreign technologies. In 2021, the Commission announced that the EU’s goal was to produce 20 percent of world semiconductors by 2030. The EU has also set a target to gain a 30 percent market share in battery cell production by 2030.177 To accomplish this latter goal, the Commission launched a European Battery Alliance in October 2017, which is a large-scale industrial policy initiative that benefits from significant public funding that member states are leveraging to stimulate private investment.178 In its Coordinated AI Plan, the Commission further pledged to invest 1 billion euros per year on AI, while mobilizing additional investments from the private sector and member states, so as to reach investments of 20 billion euros per year within the next decade.179 The European Recovery and Resilience Facility (RRF), created in 2020 to facilitate Europe’s economic recovery postpandemic, provides another source of funding that can help boost European technological capabilities. The RRF makes nearly 700 billion euros in grants and loans available to the member state, with 20 percent of those funds earmarked for reforms and investments that foster digital transition across the EU.180

While most commentators likely agree that an EU with more capabilities and fewer strategic dependencies is a goal worth pursuing, it remains disputed how such a goal is to be achieved. The underlying debate raises hard questions of whether and how the EU can reconcile its commitment to economic openness and international cooperation with ensuring self-sufficiency around key technologies. Another question is whether an unintended consequence of the EU’s digital sovereignty agenda is that it may even lend legitimacy to more extreme variants of digital sovereignty that authoritarian governments, including most prominently China and Russia, are pursuing. As such, the digital sovereignty narrative can be invoked to justify many forms of government control over the internet, offering a blueprint for autocracies to engage in extensive surveillance of their citizens. For example, China deploys the notion of digital sovereignty to justify the extensive government control of the digital sphere that goes beyond protectionism and competitiveness concerns and severely limits individual freedoms. The more the EU—or the US and other Western governments—step in to actively shape the digital economy, the less convincing their criticism becomes when they ask China to loosen its reins over the Chinese digital economy.

Ultimately, the EU will likely undertake this quest for digital sovereignty mindful of its core values that have been discussed earlier in this chapter—fundamental rights, democracy, and fairness—which set limits to how the EU can go about achieving greater strategic autonomy. For example, it is not clear Europeans actually want a “European Google” if that requires submitting to the company’s “surveillance capitalism” in ways that compromises individuals’ fundamental rights to data privacy. Europeans are also not prepared to adopt the Chinese model of surveillance even if that model has given China an advantage in the tech race due to the amount of data its government and companies have harnessed. Thus, even in its newfound pursuit for digital sovereignty, the EU is expected to be committed to a digital order that is rooted in respect for fundamental rights, the defense of democracy, and the promotion of fairness. At the same time, how this rights-driven model evolves in today’s challenging geopolitical environment will be a crucial test of the model’s continuing appeal and resilience.

The Criticism of the European Regulatory Model

The European rights-driven regulatory model has been criticized on several fronts. Three of the most common lines of this criticism, which are discussed in more detail below, relate to compliance costs, enforcement deficits, and internal conflicts among the EU member states. First, the EU’s heavy-handed regulatory approach is often thought to increase the operating costs of companies and to deter innovation, casting a shadow over the EU’s technology sector and leaving the EU behind the US and China in the unfolding tech race. Second, EU regulation is often failing in its implementation, as manifested by the timid record of enforcing the GDPR or the failure to restore a competitive marketplace through antitrust enforcement to date. In addition, the EU’s efforts to regulate online content have been criticized as insufficient and contrary to its ideas of democracy and the rule of law in that they leave it for tech companies to draw lines between permitted and prohibited speech. Third, the European rights-driven model is undermined by contradictions across the EU member states, raising the question of whether there even is a single European model for digital regulation. In addition to these three lines of criticism, the EU model is also commonly criticized as protectionist, targeting, in particular, US tech companies—a form of criticism that is discussed in Chapter 6 when examining closely the US–EU regulatory battles.

Raising Costs and Impeding Innovation

There are few leading tech companies emanating from Europe today, which some critics view as a reflection of the EU’s overly stringent regulatory regime. A look at any key tech indicator reveals the extent to which the EU is currently lagging behind the technology prowess of the US or China.181 On The Forbes 2021 list of “The World’s Largest Technology Companies,” only two EU-based companies, SAP and Accenture, make it to the top twenty. At the same time, there are 13 US companies on that list.182 Other statistics portray an equally sobering picture. When focusing on the world’s top 100 unicorns, only 12 European companies made the list in September 2021, with seven of those hailing from the UK as opposed to the EU.183 European companies contribute less than 4 percent of the market capitalization of the world’s 70 largest platforms.184 These statistics paint a clear picture of the EU’s relative weakness in this space, and raise the question whether Europe’s relative lack of competitiveness can, indeed, be attributed to its alleged overregulation.

Several academics, tech entrepreneurs, and industry analysts trace EU tech companies’ relative lack of success to the level of tech regulation they face. Some scholars describe the EU’s regulatory approach toward platforms as “too blunt, with the risk of constraining value creation” while producing “stifling unintended consequences.”185 Andrew McAfee, cofounder of the MIT initiative on the Digital Economy, suggests that “more upstream governance translates to less downstream innovation” in the EU, and predicts that the “expensive and time-consuming requirements” in the EU’s proposed AI rules “will generate less tech innovation.”186 Jack Ma, the cofounder of Alibaba Group, has also suggested that the EU’s “tighter regulation could hamper its ability to innovate,” noting that China’s “lack of regulation around the internet in the early days allowed China’s mobile internet to flourish and for Alibaba to thrive.”187 One tech industry association representative points out that Spotify is one of the few successful European tech companies, and to change that, the EU ought to “rethink its approach to regulation.”188 A 2020 study, conducted by Oxera but commissioned by Amazon, strikes a similar tone, warning that the EU’s DMA “risk[s] reducing innovation overall.”189 These statements capture a common sentiment that assumes a direct link between the EU’s stringent tech regulations and its lackluster technological progress.

However, it is not clear that more regulation always means less innovation. Looking back, the digital economy was not heavily regulated in Europe before 2010 (when the Commission opened its first antitrust investigation into Google), or even before 2018 (when the GDPR entered into force). The EU’s 2000 e-commerce Directive—the predecessor to the DSA—closely resembles Section 230 of the US Communications Decency Act, shielding platforms from any general monitoring obligation.190 The only other notable EU tech regulation in force before 2010 was the 1995 Data Protection Directive, which was considerably less protective of fundamental rights than the EU’s 2016 GDPR. Thus, even though there was no substantial tech regulation in the EU during the years when companies such as Google and Facebook were founded—1998 and 2004, respectively—comparable companies were not founded in Europe. Similarly, European AI startups trail those hailing from the US and China even though there is currently no AI regulation in force in the EU. Furthermore, the main target of the EU’s digital regulation to date has been large US tech companies; however, few would suggest that the stringent EU regulations have discouraged those companies from innovating. There are different views on whether these regulations are protectionist and hence problematic, as explored in Chapter 6, but it is difficult to see how these regulations would supposedly have held back the technological progress and innovative potential of these companies.

The EU’s digital regulations can also generate economic benefits for companies. Common EU rules harmonize discordant regulations across member states. From this perspective, they often reduce companies’ operating costs by streamlining the regulatory environment while contributing to greater predictability and legal certainty. Regulation can enhance consumers and organizational customers’ confidence in tech firms’ conduct and their products. For example, Microsoft’s president, Brad Smith, recently called for regulation of facial recognition technology in the US.191 He stressed the importance of clear rules in this area of technology precisely because, if left unregulated, it can be used “for ill as well as good” and unsettle consumers. Amazon similarly called on governments to “weigh in” after discovering an embarrassing mistake in its facial recognition technology.192 Seen this way, stringent EU regulation can help firms obtain reputational gains and win over consumers. For example, in the global AI race, the EU competes by setting a higher standard for the AI’s trustworthiness and ethics. According to the Commission, this not only allows the EU to defend its normative vision and guard against risks associated with AI, but also makes it possible for the EU to capture a commercial advantage if consumers prefer AI applications that adhere to high regulatory standards and are hence easier to trust.193

While one can debate how large of a net cost EU regulations impose on companies, and whether and how those costs also dampen innovation, it seems less disputed that those costs have a distributional effect. The cost of compliance with EU regulations, such as the GDPR, is relatively high for small and-medium-sized enterprises, while the large multinationals arguably have the resources to meet almost any standard that the EU sets. Thus, if anything, the concern ought to be how high regulatory barriers in the EU have the potential to protect and further entrench the power of the largest tech companies.194 In the end, while big multinationals, such as Google or Meta, make the headlines, the real hidden cost of EU regulation is borne by small market players, which do not have the same capacity to engineer their products and services to meet the EU’s regulatory demands. The EU is increasingly aware of this, which explains why the DMA only targets the largest tech giants capable of acting as digital gatekeepers and the DSA imposes more regulatory demands on very large platforms and search engines that have the greatest potential to cause harm—but also more resources to preempt any harm from occurring.

Inadequate Enforcement of Digital Regulation

The European rights-driven regulatory model has not only been criticized for its excessive stringency, but paradoxically also for being too lenient—at least with respect to its implementation. The EU’s stringent digital regulations often fail to translate into effective enforcement, thus compromising the goals of the EU model in practice. Of course, this is not to say that the EU’s regulatory model has not had any impact. There is likely more competition, more data privacy, and less harmful speech online, thanks to existing EU regulations. Yet it is fair to concede the European rights-driven regulatory model was designed to do more.

As an example of weak implementation, the lackluster enforcement of the GDPR has often left individuals’ data vulnerable to exploitation. Particular criticism has been leveled against the Irish Data Protection Commission (DPC), which is in charge of enforcing the GDPR against large tech companies that have their European headquarters in Dublin, including Apple, Google, Meta, and Microsoft. The DPC has been overwhelmed by this task, bringing only a small number of cases under the GDPR, which to date have resulted in relatively modest fines.195 In September 2021, reports surfaced that 98 percent of the 164 significant complaints submitted to the Irish DPC were still unresolved at that time.196 The European Parliament has expressed concern over the Irish DPC’s ability to discharge its obligations under the GDPR.197 The Irish Parliament has similarly called for enhanced enforcement, noting how the current system “fails to adequately protect the fundamental rights of citizens.”198 Some other EU member states have enforced the GDPR more frequently, but even then, the average fines remain modest.199 Even the US government, which has not adopted a federal privacy law, seems to be outdoing Europeans on the enforcement front. In 2019, the US Federal Trade Commission (FTC) imposed a historic high $5 billion fine on Facebook, after the company was found to have deceived users about their ability to control the privacy of their personal information.200

There is notable evidence that companies around the world have changed their privacy practices in light of the GDPR.201 However, unless these companies observe effective enforcement, the GDPR’s deterrent effect may wane over the years. At the same time, it is not clear that even high fines will be sufficient to change all tech companies’ data privacy practices, raising the question on what “effective enforcement” would look like in practice. Even the FTC’s $5 billion fine on Meta seems modest when compared to the revenues or valuations of these companies. The day this landmark fine was imposed, Meta’s stock rose by 1.8 percent, adding $10 billion to its market value.202 This suggests that the largest tech companies may treat fines as the price of doing business, and as something they can easily offset by other gains—so long as they are not forced to fundamentally overhaul their business models that rely on the exploitation of user data.

The EU’s antitrust enforcement record suggests that high fines alone may not be sufficient to effectively discipline the tech giants. Even though the EU has fined Google over 8 billion euros across three antitrust cases in the past decade, critics note that these fines have hardly made a dent in Google’s market dominance.203 Despite high-profile cases resulting in high-profile fines, markets remain dominated by a few large tech behemoths, with few opportunities for rivals to effectively compete against them. In its November 2020 report, the European Court of Auditors criticized the EU’s antitrust investigations as being too slow and delayed, intervening only after competition has already been “wiped out.”204 The report acknowledged that the Commission has no legal tools to intervene before competition problems occur, and is forced to rely on the slow process of gathering evidence of consumer harm. The Commission itself has seized on this argument, stating that it needs new enforcement tools. This very concern motivated the EU to create the DMA, which was adopted in 2022 and which bestows the Commission with new powers to regulate the marketplace with strong ex ante competition rules. This regulation, together with the DSA, presents the EU with the opportunity to show that it is not merely capable of regulating on paper, but actually able to transform the digital marketplace toward its values.

The EU’s enforcement of its regulation targeting online content can also be seen as suffering from critical weaknesses. Some critics maintain that the EU errs too far on the side of protecting civility and dignity, leading to overly aggressive content removal.205 A different, yet particularly damning, criticism relates to how other countries perceive—and, at worst, misconstrue—these European regulations. Some critics have argued that by forcing the platforms to police the internet, the EU and its member states are providing a cover for authoritarian governments to restrict speech as well, thus legitimizing their censorship policies. When Germany adopted the NetzDG, its law mandating removal of hate speech and other unlawful content, several authoritarian governments followed suit, citing the German law as an example for the need to curtail speech online.206 For example, two weeks after the adoption of the NetzDG, Russia adopted its own copy-paste version of it, explicitly referring to the German law in the legislative process.207 Yet Russia has deployed the law to silence government critics, exploiting the vagueness of many provisions copied from the NetzDG.208 Some critics fear that the EU’s DSA could provide a similar tool for repressive governments to legitimize their internet censorship regimes, using the EU’s law as their cover.209

However, one can also make the opposite claim and assert that the EU has been too lenient in tolerating harmful content online. While such regulation has led tech companies to take down considerable amounts of hate speech, disinformation, and terrorist content in the name of dignity, safety, and democracy, this kind of speech remains rampant online. Major platforms such as Facebook, YouTube, and Twitter are overflowing with content that is harmful, dangerous, and often illegal. Few can dispute that these platforms have become go-to destinations for the spread of disinformation and the manipulation of public opinion on critical issues ranging from global pandemics to vaccines, and from migration to democratic elections. The role of social media in the January 6 Capitol attack vividly brought this reality home to Americans; however, one can argue that this is just the culmination of a trend that has been building for a long time—precisely because there has been too little, and not too much, content removal.

Drawing lines between permissible and impermissible speech is difficult and prone to errors in both directions. A critical question, therefore, becomes who should be vested with the responsibility to draw such difficult lines. Here, the European rights-driven regulatory model can be criticized as yielding in practice to the American market-driven model. While the EU has gradually developed content moderation rules, it relies on platforms themselves to implement those rules. It is the tech companies that retain the ultimate power to decide which content to disseminate, amplify, demote, label, and censor—replacing democratic governments as “custodians of the internet.”210 This increases, rather than curtails, platforms’ power.211

Of course, there is no regulatory model under which EU institutions could be left to screen the trove of content posted online every second of every day. In the absence of direct democratic oversight over the platforms’ content removal policies and practices, transparency and accountability therefore become key to enhancing the platforms’ public accountability.212 With the newly adopted DSA, the Commission requires platforms to disclose to users their detailed content moderation policies while also providing various safeguards, such as avenues for users to contest any removal decisions. Such transparency is designed to help ensure that the platforms are not engaging in overremoval of permissible content, while remaining responsive to legitimate removal requests. Whether the DSA will ultimately succeed in pushing platforms toward a more democratic, transparent, and accountable governance model will therefore be one of the biggest tests of the European rights-driven model, revealing whether the EU is capable of translating its stated values into actual market outcomes.

Internal Divisions Across the EU Undermining the Efficacy of EU Regulations

While all EU member states are thought to share certain common European values, clashes within the EU itself are also frequent, potentially undermining the coherence, effectiveness, and legitimacy of the European rights-driven regulatory model. While this chapter has focused on EU-level regulation and common values underlying it, it is well known that such regulation emanates from a contested political process that is characterized by notable intra-EU differences. Often, EU regulation is motivated by the desire to overcome such national differences, preventing legislative fragmentation that is inevitable if member states are left in charge to govern the digital economy on their own.

The sources of intra-EU differences are manifold. At times, they stem from notable disparities in the robustness of national technology ecosystems. Some member states are more digitally advanced while others have limited innovation capabilities on their own. The more advanced member states typically endorse a liberal approach on digital issues, such as the promotion of free flow of data or measures designed to enhance growth and competitiveness.213 For example, Belgium, Finland, Denmark, Estonia, Ireland, Luxembourg, Sweden, the Netherlands, and the former member state UK have coordinated policy positions as “digitally advanced EU countries (D9)” group,214 at times joined by the Czech Republic, Poland, Portugal, and Spain in what became known as a “D9+” group.215 In 2020, these D9+ countries, together with France and Latvia, signed a position paper on the forthcoming AI regulation, calling for a well-calibrated, proportionate, and innovation-friendly AI regulation geared at fostering economic growth and European competitiveness.216 The EU member states are also split in their support for digital sovereignty, with France leading the more dirigiste, industrial policy–oriented camp whereas the Northern European countries, in particular, emphasize the need to retain Europe’s commitment to economic openness—a split that has even led to clashes among the key European Commissioners in charge of digital regulation.217

Another dividing line stems from differences in national tax regimes, explaining why a consensus on DSTs was difficult to forge across the EU. Only a few member states, such as Ireland, Luxembourg, and the Netherlands, host large global tech companies, making them more conscious of retaining favorable regulatory environments for those companies that benefit their national economies. The local tax regime is, no doubt, an important reason why the European headquarters of Apple, Google, Microsoft, and Twitter are in Dublin; the headquarters of Cisco, Netflix, and Tesla in Amsterdam; and the headquarters of Amazon and PayPal in Luxembourg. These three countries, in addition to other low-tax jurisdictions, such as Cyprus, Hungary, and Malta, have traditionally opposed any attempt to curtail their ability to set their own tax rates and hence undermine their ability to attract international companies.218 Ultimately, these countries were brought onboard to the global OECD tax reform deal, even if initially reluctantly or in return for concessions.

Perhaps the hardest intra-EU conflicts are those that reflect a clash of fundamental values, as opposed to economic interests. For example, while all EU member states are committed to the fundamental right to data privacy, privacy cultures differ among them. Germany, in large part for historical reasons, tends to be more absolutist in its commitment to data privacy, whereas France, for example, has been more willing to make compromises on data privacy for reasons of public security. This is, in part, explained by repeated terrorist attacks, foreign election interference, industrial spying, and other threats France has endured.219 According to the French government, the CJEU’s pro-privacy rulings threaten member states’ exercise of their key sovereign functions to protect national security and public order.220 In 2020, the CJEU ruled that France’s surveillance laws violated fundamental rights and freedoms and were hence contrary to EU law.221 Rather defiantly, the French high administrative court issued a decision in 2021 that creatively interpreted the CJEU ruling in ways that allowed the French government to continue to indiscriminately and indefinitely retain data, effectively undermining the CJEU and the EU’s fundamental rights regime.222 Yet France is not alone in pressing the EU to rebalance its commitment to data protection with other fundamental public interests. A number of EU member states also joined together to challenge the strict pro-privacy approach before the CJEU in the Dwyer case, arguing that the EU’s strict stance on data privacy curtails national law enforcement authorities’ ability to fight crime.223

Recent revelations about the extensive use of spyware by Greek, Hungarian, Polish, and Spanish governments further expose intra-EU divisions in the privacy culture. These governments have allegedly carried out espionage operations by hacking phones of activists, journalists, and opposition politicians, prompting an investigation by the European parliament into surveillance practices that likely contravene EU law.224 These disturbing discoveries cast a shadow over the EU’s ostensibly inviolable commitment to a fundamental right to data privacy and thus compromise the core values underlying the EU’s rights-driven model. These scandals further expose the EU model to criticism about the hypocrisy and double standards when it comes to the EU’s demands for other governments, including China and the US, to curtail their surveillance practices in order to protect European citizens’ data.225

Perhaps the most troubling divisions relate to the EU’s commitment to democracy and the rule of law, including press freedoms and a pluralistic media. Poland and Hungary have taken extensive measures to curtail those freedoms, while the rule of law also remains a challenge in other member states, such as Bulgaria and Romania. In the digital realm, these divisions became palpable recently when the illiberal, conservative, and nationalist governments of Poland and Hungary wanted to curtail tech companies’ ability to “limit the visibility of Christian, conservative, rightwing opinions.”226 Resembling the views of many Republicans in the US Congress, the Polish and Hungarian governments accused the tech companies of liberal bias and engagement in censorship. The Polish government even proposed a law banning social media companies from deleting content that was not contrary to Polish law.227 This proposed law has raised concerns, especially as hate speech, in particular content that targets LGBTQ+ communities or Muslims and refugees, is prevalent in Poland.228 These Polish and Hungarian measures are a direct challenge to the European rights-driven regulatory model. While Hungary and Poland lack the power to veto most EU digital regulation, they can still undermine the European regulatory model, at home and around the world. Their overt illiberalism invites criticism of the EU’s hypocrisy and questions the EU’s moral legitimacy when it seeks to defend and export its vision of a digital society grounded in fundamental rights, democracy, and human dignity.229

However, in some other instances, intra-EU differences can also be the EU’s strength, and may help the European rights-driven model gain legitimacy and credibility. Inconsistencies and disagreements are an inevitable part of democratic lawmaking. Different member state positions check and balance one another, forcing the EU toward compromises, which often suppress more extreme policy positions—in any direction. For example, the EU’s strong commitment to data privacy accommodates more exceptions for national security because of the position France has articulated. The EU’s robust rights-driven AI Act is likely to be more innovation-friendly because of the pressures from the digitally advanced EU countries. What further balances EU regulation is the pursuit of dual goals, one being protective of rights and fairness, while the other being mindful of free trade. The end result is a more balanced regulatory model than what would have been absent such internal contradictions. In this respect, compared to the EU model, the American market-driven and the Chinese state-driven regulatory models may seem more unyielding in their ideological commitments. The EU’s digital regulations are, by design, drafted to work in twenty-seven different jurisdictions that each harbor political, economic, ideological, and cultural differences. The EU model’s ability to accommodate intra-EU conflicts also explains, in part, why the model resonates in many parts of the world, as will be shown in Chapter 9. These internal conflicts and contradictions have not managed to eradicate the core commitments underlying the European rights-driven regulatory model that give the European tech regulations their distinct character and that continue to set the EU apart from both the US and China. This European consensus—in all its diversity—has helped the EU carve its own path forward and avoid becoming a casualty in the US–China tech war, a topic that will be discussed in the next part of the book.
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Between Freedom and Control

Navigating Competing Regulatory Models

“privacy is a fundamental human right. It’s also one of our core values. Which is why we design our products and services to protect it,” declares Apple, prominently and unequivocally, on its website.1 A vocal advocate of data privacy and civil liberties, Apple frequently boasts of its unyielding commitment to data protection and human rights in the United States and Europe. However, the company’s practices do not always match its lofty rhetoric. A closer look at Apple’s business practices in China, for example, reveals that the company has systematically undermined those rights in return for permission to operate in the country.2 To accommodate authorities in Beijing, Apple has agreed to store the data belonging to its Chinese users locally in a datacenter in Guiyang, where the data is kept on Chinese servers and managed by Chinese state employees. Apple has also compromised on its encryption technology used to guarantee the confidentiality of the data the company obtains, bowing to the Chinese government’s demand to store the keys needed to unlock encryptions locally in China. There is genuine concern that these practices facilitate the Chinese government’s access to the emails, photos, contacts, locations, and other personal information of Chinese users. To avoid violating the US law that prohibits the handing over of data to the Chinese government, Apple has granted the ownership of its Chinese customers’ data to a Chinese state-owned company, Guizhou-Cloud Big Data.3 Under this arrangement, Apple itself cannot be accused of handing data to the Chinese authorities—as any such request is channeled through the company’s Chinese affiliate—allowing Apple to formally claim compliance with US law.4 Yet it is difficult to avoid the conclusion that Apple has knowingly risked the integrity of its Chinese customers’ data—its core values or its belief in privacy as a fundamental human right notwithstanding.

Apple’s data practices in China represent only one of many examples of the compromises US tech companies make to take advantage of one of most lucrative and dynamic consumer markets in the world, while trying to avoid violating US law in doing so. This is part of a broader challenge faced by tech companies that operate globally, navigating different demands of American, Chinese, and European regulatory models. When these models collide, they can fuel horizontal battles between governments, as shown in Chapters 5 and 6. But they also fuel vertical battles featuring tech companies on one side and governments on the other. These battles are particularly intricate when multiple governments simultaneously impose competing regulatory demands on these companies. In these instances, different vertical battles intersect, thrusting tech companies into the midst of conflicting regulatory regimes and presenting them with increasingly irresolvable regulatory dilemmas. At worst, these dilemmas force tech companies to choose which of the conflicting regulatory models they comply with—while knowing that their compliance with one regulatory model inevitably violates another.

This chapter turns to examine the role of these intersecting vertical battles in the broader evolution of the digital economy, showing how tech companies navigate different regulatory models as they seek to maintain access to various markets. Here, the focus is on instances where tech companies confront conflicting obligations and expectations under American and Chinese regulatory models. Those vertical battles are particularly controversial and consequential as tech companies straddle between the US’s demands for freedom and China’s demands for state control. As tech companies encounter these different regulatory environments, they are often required to acquiesce to rules that contradict their own values and commitments made to other governments. In the process, these companies risk triggering a backlash in another jurisdiction—such as what happens when, for example, US tech companies capitulate to the Chinese government’s demands to censor online content in China. These intersecting vertical conflicts also force tech companies to confront hard questions of what their own values are and how much those values can be compromised when operating in a market that embraces a different political or ideological vision for the digital economy. When navigating these battles over values, tech companies are often unable to appease all of their own customers and other key stakeholders, just as they are unable to satisfy all government regulators in different jurisdictions. Google, for example, discovered this when it decided to acquiesce to Chinese censorship rules in order to operate its search engine in China. Following this controversial decision, Google’s US-based customers, employees, and shareholders revolted at the idea that Google would compromise its liberal values and capitulate to Chinese government demands, which eventually led the company to withdraw its search engine business from China entirely. This incident illustrates how a clash of values operates at many levels, amplifying the vertical battles and further complicating the strategies for tech companies involved in those battles.

In addition to being highly controversial, these vertical battles are consequential, with the potential to remake the global digital economy. Tech companies’ inability to navigate mutually incompatible government rules is leading to a growing risk of technological and economic decoupling between China, the US, and the EU. Such decoupling occurs if tech companies conclude that they are no longer able to operate across the conflicting regulatory regimes and, consequently, must choose one over the other. This prospect of a broader decoupling is challenging the notion of a global internet and fragmenting the deeply connected digital economy. It is also undermining the remaining efforts at global cooperation and contributing to the existing forces that are driving deglobalization—thereby also aggravating the horizontal battles that are discussed in the following chapters. While it is unclear how far such decoupling will ultimately proceed given the costs associated with such a development, the decoupling of the tech economy remains one of the key challenges facing the global digital order in the coming years.

Vertical battles are not, of course, limited to clashes between the American and Chinese regulatory models. The American and European regulatory models also force tech companies to navigate differences between the two, as shown in Chapter 6. Those vertical conflicts, too, can be controversial. But they are different in that they are nested within a less contested US–EU horizontal conflict, which offers more pathways for mitigating or even resolving those vertical conflicts. In contrast, value conflicts are particularly stark for US tech companies who confront censorship obligations and other controversial demands of the state-driven regulatory model in China. This puts US tech companies on a direct collision course with the American market-driven regulatory model, including its underlying values centered around free speech and a free internet. Given the realities of the Chinese regulatory environment, US tech companies have few options but to either submit to the local laws, as companies like Apple have done or, alternatively, forgo the economic opportunities and abandon the Chinese market, as companies such as Google have largely chosen to do.

In contrast to the challenges faced by US tech companies doing business in China, Chinese tech companies have traditionally faced fewer obstacles when operating in the US, as the American market-driven regulatory model has embraced economic openness and welcomed foreign companies. However, since the onset of the US–China tech war, the US government is now exercising closer scrutiny over Chinese companies’ US operations, fearing that they pose a threat to its national security. This has complicated Chinese tech companies’ expansion in the US. The US government’s central fear is that companies such as TikTok—a Chinese-owned video-sharing app featuring user-generated content—are not independent of the Chinese government. The data that TikTok collects from American internet users may therefore be passed on to the Chinese government and deployed toward extortion or other ill-motivated ends. Another fear is that the Chinese government may infiltrate TikTok’s algorithms and thereby channel Communist Party propaganda to the company’s US-based users. As a result, Chinese social media and messaging apps, including TikTok and WeChat, have faced the threat of government bans in the US. These bans—while addressing valid concerns relating to data security—are highly contested. After all, banning Chinese companies from the US market undermines the very values of the American market-driven model, including economic openness and a free internet, and emboldens the Chinese state-driven model, under which the government meddles with the ownership and content of tech companies’ apps.

This chapter looks at several examples of these kinds of vertical conflicts between tech companies and governments, both to show their prominence in today’s global digital economy and to assess their ability to fragment that economy. To illustrate the profound dilemmas companies can face in these conflicts, this chapter explains what it has meant for US-based tech companies to navigate the demands of the Chinese state-driven regulatory model, whose censorship requirements pose both commercial and ethical considerations for them. It documents how US companies have repeatedly submitted to the local censorship rules in China while facing criticism over such acquiescence at home. On the other hand, the chapter also highlights the challenges Chinese tech companies have recently encountered when attempting to operate in the US, seeking to assuage national security concerns that both US and Chinese regulators have expressed over their US expansion. Finally, this chapter highlights many of the significant implications of these intersecting vertical conflicts, including the growing risk of a further decoupling of the global digital economy.

US Tech Companies’ Vertical Battle in China: Caught Between the Demands for Control and Freedom

Tech companies straddling the American market-driven model and the Chinese state-driven model tread a precarious terrain. The rift between the two warring technology powers, two conflicting sets of rules, and two opposing ideologies presents a challenge for private actors seeking to operate globally. For tech companies, complying with the demands of the Chinese government while adhering to the rules set by the US government—in addition to respecting the values and expectations of their US-based users, employees, and shareholders—can constitute a difficult, even impossible, balancing act. These companies are acutely aware that noncompliance with local rules comes with severe consequences: several US tech companies have either been banned from China or have withdrawn from the Chinese market after deciding that they are unwilling to submit to the government’s authoritarian demands.5 Others have stayed and are forced to make difficult compromises that subject them to criticism back home. Regardless of whether they leave or stay, these companies are compelled to confront the reality that today’s digital economy is far from free or global.

US Tech Companies’ Presence in China: A Brief Overview

Among US tech companies, Apple is by far the most heavily invested in the Chinese market. A 2021 New York Times investigation of Apple’s China ties concluded that “Chinese workers assemble nearly every iPhone, iPad and Mac. Apple brings in $55 billion a year from the region, far more than any other American company makes in China.”6 As of 2021, Apple’s sales in China contributed approximately 20 percent to the company’s global sales,7 and the Chinese App Store generated more revenue for the company than its US App Store in four of the past five years.8 This level of market penetration has required Apple to invest heavily in the Chinese technology ecosystem.9 For example, Apple moved its Chinese iCloud operations to Guizhou, China, in response to Beijing’s passage of a new cybersecurity law in 2017.10 It also contracted with the Chinese manufacturer Luxshare Precision Industry to assist in the production of the iPhone 13. In addition, Apple collaborates with Chinese software companies and trains Chinese technology workers, further contributing to local technological development. In return for Apple’s local investments, the Chinese government has offered its “necessary support and assistance,” including helping ensure that Apple’s services such as the App Store, Apple Pay, and iCloud are able to continue to grow in China.11

Other US tech companies have a significantly more limited presence in China. These include Google, whose search engine is blocked in mainland China, but as of 2022, still remains operational in Hong Kong. Before abandoning China in 2010, Google held a 30 percent share of the Chinese search engine market, trailing the leading Chinese search engine, Baidu.12 When it was still operational in China, Google-owned YouTube had been blocked multiple times, including in the aftermath of the 2008 riots in Tibet. YouTube has not been accessible to Chinese internet users since 2009.13 The Chinese government has also banned several other Google products, including Gmail, Google Maps, and Google Scholar.14 Even though many of the company’s flagship products are banned in China, some less prominent Google products are available. For example, Google’s file management app and translation app can still be downloaded in China.15 In March 2021, Google’s Android was reported to be the most popular operating system among Chinese smartphone users.16 Google’s parent company Alphabet and its subsidiaries, such as Alphabet’s driverless-car company Waymo, also continue to invest in Chinese partnerships and projects.17 Google backed the Chinese e-commerce giant JD.com with a $550 million investment in the company in 2018,18 and in 2017, Google announced that it would open a new AI research center in China.19 These continuing investments suggest that Google recognizes the importance of the Chinese market yet remains limited in its ability to fully take advantage of operating in the country.

Microsoft also operates in China, offering a range of products, but ultimately has a small market presence in the country. In 2021, China contributed only 2 percent to Microsoft’s global revenue.20 Microsoft’s Windows operating system remains dominant in China, but its Bing search engine—the only major foreign search engine available in China—accounts for less than 4 percent of the search market.21 Microsoft’s videoconferencing platform, Teams, also trails the Chinese tech giants, Tencent and Alibaba, with a similarly modest 4 percent market share.22 Microsoft’s cloud-computing service Azure is also a small player in China with a 2 percent market share, far behind local players Alibaba, Huawei, and Tencent, which are the three largest cloud-computing providers in the country.23 Microsoft’s Office 365 applications suite and Azure are both offered through a partnership with an internet data center services provider, 21Vianet Group—a strategic partnership backed by the Shanghai municipal government.24 Microsoft is looking to grow its cloud service operations in China with 21Vianet and announced the establishment of a new data center in Hebei, China, scheduled to begin operations in 2022.25 Yet Microsoft is at the same time retreating from other areas. In October 2021, Microsoft was forced to all but shut down its professional networking site LinkedIn in China after it became increasingly difficult to navigate China’s censorship regime.26 Before the withdrawal, China had been LinkedIn’s third-largest market after the US and India, serving over 50 million users.27

Meta’s Facebook is not accessible in China. The Chinese government first blocked Facebook in 2009 after protesters used the platform to communicate in the wake of riots in China’s Xinjiang region.28 In Facebook’s absence, the Chinese social media market is dominated by the large Chinese companies Weibo and WeChat. Facebook has explored ways to comply with Chinese censorship demands in order to regain entry to the Chinese market, but to date these efforts have been unsuccessful.29 Meta-owned Instagram and WhatsApp are similarly banned in China. Instagram was blocked in 2014 in the wake of pro-democracy protests in Hong Kong,30 and WhatsApp was blocked in 2017 in preparation for that year’s politically sensitive Communist Party congress.31 However, China remains an important advertising market for Facebook. The company has made a conscious effort to “becom[e] the best marketing platform for Chinese companies going abroad,” and this effort appears to be paying off: in 2020 alone, Facebook sold over $5 billion worth of advertising space to private and public Chinese entities.32

Amazon is another US tech company that maintains close economic ties in China without offering its e-commerce services there. Amazon closed its e-commerce operations in China in 2019 after concluding it could not compete with local companies Alibaba and Pinduoduo.33 But even today, many of the most popular products sold on Amazon’s US-based e-commerce site come from China.34 For example, in 2019, a third of the approximately 1,500 suppliers who made Amazon’s private-label products were Chinese.35 Being a marketplace for Chinese products has been at times challenging for Amazon. Following a 2021 crackdown on fake reviews and other banned practices, Amazon removed over 50,000 Chinese shops from its site.36 Beyond selling Chinese products on Amazon.com, the company’s other China-related activities include Amazon Web Services (AWS), which is one of the largest cloud service providers to Chinese companies globally,37 though in China, AWS still only makes up around 5 percent of the domestic market, in line with Microsoft Azure’s market share.38 In 2021, AWS announced that it was expanding its data centers in Beijing and Ningxia.39 Some years ago, China was Amazon-owned Kindle’s largest market, accounting for roughly 40 percent of the company’s global device sales in 2017, though more recent reporting suggests that Kindle is scaling down its operations in China.40 Yet even this limited presence of Amazon and other US tech giants in China has entailed several compromises, as discussed below.

Capitulate or Leave the Market: US Tech Companies’ Acquiescence to China’s Demands

Leading US tech giants all face a difficult choice with respect to operating their businesses in China, yet they have generally all made some efforts to acquiesce to the Chinese government’s demands. In some instances, through these capitulations, the US companies have chosen to maintain major business operations in China; in others, these companies have faced blowback in the US, leading them to abandon the Chinese market. The choice is particularly fraught as the Chinese market is fast-growing and highly profitable, making it distinctly attractive for any tech company looking to tap into China’s nearly one billion internet users.41 However, operating in China carries a hefty price, as foreign tech companies need to subscribe to local laws that are integral to the Chinese state-driven model but often in tension with the companies’ own core values or commitments back home. Most disturbingly, obeying the Chinese government’s censorship rules or relinquishing control over user data compromise these foreign companies’ commitment to free speech and data privacy. For US tech companies that espouse these principles elsewhere, adherence to local laws sets them on an inevitable collision course with their own governments, global customers, and even employees. Capitulating to authoritarian governments’ demands for surveillance and censorship can therefore become a liability for these companies back home. Thus, too often, the choice these companies face is to abandon the values they champion elsewhere in favor of pursuing profits in China or—when that strategy becomes untenable—abandon the Chinese market altogether.

Despite the risk of a backlash in their home countries, the leading US tech companies have all made efforts to adhere to China’s demands. To protect Apple’s massive investment in China, the company has been forced to make significant compromises on the principles it has championed elsewhere. In addition to acceding to heavy concessions on its data privacy commitments, as described earlier, Apple also proactively censors its Chinese App Store with the help of algorithms and employees who flag and block apps that do not have the approval of the Chinese political leadership.42 Such censored apps include foreign news services or gay dating services, as well as apps featuring sensitive topics, such as the Dalai Lama and the independence of Taiwan or Tibet, or apps that are used to organize pro-democracy protests. For example, as pro-democracy protests intensified in Hong Kong in 2019, Apple removed an app that helped the protesters track police activity.43 Apple’s app removal decisions in China are often difficult to reconcile with the company’s human rights rhetoric in the West. In 2021, Apple removed the Quran app in China.44 The app is used by millions of Muslims around the world but had to be removed according to Chinese censorship rules because it was “hosting illegal religious texts.”45 The removal of the Quran app stands in stark contrast to Apple’s vocal defense of the rights of Muslims in the US, including Apple CEO Tim Cook’s criticism of former president Trump’s 2017 decision to restrict the entry of individuals from several Muslim-majority countries to the US.46 In addition to having its App Store censored, Apple has also acceded to the Chinese government’s demands in operating Apple Maps.47 In 2015, China’s State Bureau of Surveying and Mapping ordered Apple Maps to make the contested Diaoyu Islands—or, as the Japanese call them, Senkaku Islands—look bigger on Apple Maps so that they seem more prominent to Chinese users. Apple was thereby thrust in the middle of a longstanding geopolitical dispute between China and Japan. And what did Apple get in return for complying? The Chinese government approved the Apple Watch for domestic sales.48

Google has also engaged in repeated efforts to appease the Chinese leadership but ultimately decided that it was untenable for the company to operate its search engine in China. Google first entered China in 2006 with a modified version of its search engine, which excluded from its search results any content censored by the government.49 Google conceded that it was troubled by its own acquiescence to the Chinese censorship regime but felt that it was ultimately the right thing to do. In a 2006 blogpost, the company noted that “filtering . . . search results clearly compromises [Google’s] mission. Failing to offer Google search at all to a fifth of the world’s population, however, does so far more severely.”50 Google’s decision to capitulate to Chinese censorship laws was not well received back home: the company’s executives were questioned before Congress, where the lawmakers compared them to “Nazi collaborators.”51 There was also a popular backlash, with protesters gathering outside the company’s California headquarters. Even investors were unsettled, causing the company’s stock price to fall.52

Google did not have a smooth ride in China, facing repeated cyberattacks in addition to troubling censorship demands. As a result, the company announced in 2010 that it was withdrawing from mainland China, citing its unwillingness to continue to censor its search results.53 Initially, Google tried to negotiate with the Chinese leadership, conveying its desire to operate an unfiltered search engine. After all, the Chinese government had been somewhat accommodating at first, allowing Google to display a notice acknowledging censorship every time an internet user searched for censored content using Google.cn.54 However, the Chinese government subsequently tightened its reins and rebuked Google’s demands for greater operating freedom. By 2010, the Chinese government had developed its own technology sector to the point that it no longer depended on Silicon Valley for talent or knowledge and felt no need to make compromises.55 As a result, Google shut down Google.cn and exited the Chinese market. The reversal of Google’s China policy was widely acclaimed in the US—the political left and right, business groups, and human rights advocacy groups all welcomed the company’s decision to finally prioritize human rights and free speech concerns over profits in China.56

However, the Chinese market remained tempting for Google. In August 2018, reports surfaced that Google was working on a search engine that would comply with China’s censorship laws.57 By that time, this effort—internally known as “Project Dragonfly”—had already proceeded to the stage of discussions between Chinese officials and Google CEO Sundar Pichai, with the new search engine apparently ready to be launched within six to nine months. After the news about Project Dragonfly broke, the backlash was fierce. Human rights activists decried Google’s effort, as did the company’s own employees. Some Google employees expressed their dismay on internal messaging platforms, and others declined to work on the project.58 Hundreds of Google employees also signed a letter, demanding more transparency regarding work that “raise[s] urgent moral and ethical issues.”59 Given that Project Dragonfly was developed in secret, some employees wanted to know whether they had unknowingly contributed to China’s censorship regime.60 Google’s own privacy team also raised alarms after finding out about the project not from internal sources but from the news media.61 Congress weighed in, with lawmakers from both parties accusing the company of aiding the Chinese government in its efforts to crack down on free speech and dissent.62 At first, Google’s leadership was evasive in responding to questioning by Congress on the company’s plans to reenter China.63 However, in July 2019, Google’s vice president of public policy, Karan Bhatia, confirmed at a congressional hearing that Project Dragonfly had been abandoned.64

Meta’s Facebook has also had to balance the lure of the Chinese market with the ultimately insurmountable challenges associated with operating in that market. The company has sought to reenter China numerous times after being blocked in 2009. In 2016, Facebook was reportedly developing software that would selectively suppress posts in ways that made the platform compatible with Chinese censorship rules.65 However, this effort faced both opposition from Facebook employees and concerns from company executives, who feared backlash among Facebook’s international userbase.66 While Facebook has not since resumed its social media platform in the country, in 2017 it launched a photo-sharing application, “Colorful Balloons,” in China—without publicly disclosing the app’s affiliation with Facebook.67 The app was released by a Chinese company called Youge Internet Technology, and users accessed it through the Chinese messaging app WeChat. Colorful Balloons provides Facebook with valuable intelligence on how Chinese users engage online, including how they share information with their friends.68 However, it is unclear if Facebook can ever leverage this information to reenter the Chinese market with its own social media platform.

Meta itself continues to insist that it is not entering the Chinese market due to a misalignment of values, with the company’s CEO Mark Zuckerberg noting in 2018 that Facebook “need[s] to figure out a solution that is in line with [its] principles and what [it] want[s] to do, and in line with the laws [in China], or else it’s not going to happen. Right now, there isn’t an intersection.”69 In recent years, Meta has become one of the most vocal China critics among the large US tech companies, pledging in 2019 not to build data centers in countries with “a track record of violating human rights like privacy or freedom of expression” and noting that the company “could never come to agreement on what it would take” for Facebook to operate in China.70 However, critics are quick to point out that the Chinese government makes extensive use of Facebook’s platform outside of China to spread its propaganda.71 It deploys Facebook to advance its policy positions and shape the global narrative about China. The government has also used Facebook to track down individuals who have voiced critical opinions about China abroad, including tracing those individuals’ connections to China. This suggests that Facebook may not be able to completely avoid the obvious “values misalignment” by choosing not to operate in China.

The examples of Apple, Google, and Facebook outlined above all point to the same pattern: acts of defiance by US tech companies are rare, and acquiescence to the Chinese government’s demands is common. Amazon is another company whose approach fits this pattern. Like Facebook, Amazon has a modest presence in China but has still been accused of submitting to demands from the Chinese government. The company has acknowledged that its core challenge in China is Beijing’s desire for “ideological control and propaganda.”72 To navigate this challenge, Amazon has pursued a policy of acquiescence coupled with some resistance. In 2018, Amazon reportedly tried to “win favor in Beijing” in an effort to grow its cloud computing and e-commerce business, a part of which involved securing a license to sell Kindle devices and e-books in the country.73 As a concession to the Chinese government, Amazon agreed to create a so-called China Books selling portal on the company’s US-based Amazon.com e-commerce site, featuring 90,000 publications for sale.74 While many titles were apolitical, some amplified government propaganda, featuring titles such as “Incredible Xinjiang: Stories of Passion and Heritage” or “Stories of Courage and Determination: Wuhan in Coronavirus Lockdown.” The deal can be described as a classic win-win collaboration: the China Books project helped Amazon resolve the licensing problems it had encountered when selling e-books in China and, at the same time, gave the Chinese government the kind of visibility it was seeking in the US. To fend off criticism of its collaboration with China’s propaganda apparatus on the China Books project, Amazon emphasized how the company, as a bookseller, ought to provide access to “diverse perspectives,” including books that “some may find objectionable.”75

Like most other US tech companies, Amazon has sought to navigate the Chinese regulatory environment by partnering with local companies and thus shielding itself from direct contact with the country’s censorship and propaganda apparatus. For the China Books project, Amazon partnered with a state-owned company, China International Book Trading Corp.76 To operate Amazon Web Services (AWS), Amazon handed off the content moderation task to a local company called Beijing Sinnet Technology, which dealt with the Chinese authorities’ compliance requests.77 For example, it was Beijing Sinnet Technology that instructed local AWS users to cease using circumvention software that had allowed them to bypass some of the content prohibited by Chinese censors.78 Amazon also pushed back on some censorship demands. In February 2018, for instance, China’s Ministry of Public Security threatened to retaliate against the company unless it blocked a US-based website for Guo Wengui, a Chinese dissident. Apparently, AWS initially refused, stressing that the Chinese government should not issue requests relating to data stored abroad. However, Amazon reportedly provided the Chinese authorities with Guo Wengui’s IP address as a sign of partial accommodation of the regulators’ demands. When Amazon was asked about this specific incident, it confirmed that the company had received the Chinese government’s request, but said it “did not provide any non-public information or any other customer information.”79 In another 2019 incident, Amazon was asked to remove any negative reviews of President Xi’s books on Amazon.cn, leaving only five-star reviews. Amazon complied, yet did so by disabling all reviews, ratings, and comments—not only negative ones—relating to that title.80 As with the other tech companies, for Amazon, the choice has been either to acquiesce to the Chinese state’s demands or leave the market.

Microsoft, the last of the big five US tech companies, has also encountered Chinese censorship demands, putting the company at odds with its core values. Despite evident ethical conflicts, Microsoft has acquiesced to China’s censorship demands in order to maintain access to its markets, both historically and more recently. In 2005, Microsoft agreed to the Chinese government’s request to shut down the MSN Spaces site of Chinese journalist Zhao Jing after he endorsed a boycott of Beijing News in one of his MSN blogs.81 MSN Spaces was Microsoft’s blogging platform and social network service that operated from 2004 to 2011. Microsoft’s Bing and LinkedIn have also had to navigate the Chinese government’s censorship rules. For example, if a Chinese user searches for the name “Dalai Lama” using the Bing search engine, the user will not be directed to the Wikipedia page of the spiritual leader and former head of state of Tibet, but to a state-controlled media site that accuses the Dalai Lama of inciting hatred and separatism.82 Microsoft’s professional networking site LinkedIn was also forced to censor content that was politically sensitive in order to operate in China.83 The company acknowledged that it was compromising on its commitment to free speech, yet justified this because of its “belief that the creation of economic opportunity can have a profound impact on the lives of Chinese individuals, much as it has elsewhere in the world.”84 Despite LinkedIn’s efforts to comply, in March 2021, the Chinese authorities reproached the company for “failing to control political content.”85 LinkedIn’s position became even more untenable as it was simultaneously being criticized by US lawmakers for “gross appeasement and an act of submission to Communist China.”86 In late 2021, LinkedIn announced that it was shutting down its professional networking service in China, citing “a significantly more challenging operating environment and greater compliance requirements,” and offering a new, considerably more limited app focused solely on job postings.87

As these examples of the decisions by Apple, Google, Facebook, Amazon, and Microsoft make clear, US tech companies repeatedly acquiesce to the Chinese government’s demands in an effort to operate in China’s large and dynamic tech market. The choice for these companies is simple: to capitulate or leave. Despite the companies’ past willingness to prioritize commercial considerations and capitulate, the pressure to leave is increasing with the growing anti-China sentiment in the US. When accused of submitting to authoritarian demands, US tech companies offer a predictable response and simply retort that they follow the local law. For example, Apple has defended its practices in China by emphasizing its commitment to offer the best possible user experience “without violating the rules [it is] obligated to follow.”88 Before pulling out of China, Microsoft’s LinkedIn justified its compliance with the Chinese government’s demands by issuing a statement: “We’re a global platform with an obligation to respect the laws that apply to us, including adhering to Chinese government regulations for our localized version of LinkedIn in China.”89 In response to the criticism of its China policies, Amazon gave a similar statement, stressing that the company “complies with all applicable laws and regulations . . . and China is no exception.”90

While most of the US tech companies’ struggles in China relate to Chinese authorities’ censorship demands, some US tech firms have been accused of assisting the Chinese surveillance state by providing relevant hardware or software to the Chinese authorities. For example, the US semiconductor companies Intel and Nvidia have supplied products to a Chinese supercomputing center in Urumqi, Xinjiang, that is accused of tracking minorities, thereby contributing to their repression in the region.91 The US companies have defended their conduct by arguing that they have limited ability to control where their products ultimately end up or how they are being used. In this particular instance concerning the Urumqi supercomputing center, Intel and Nvidia had not sold their semiconductors to the Chinese government, but to a Chinese company Sugon, which also supplies various ordinary Chinese companies with no relationship to the Chinese security services. A leading US software company Oracle has also faced accusations that its technologies are deployed by Chinese law enforcement authorities in criminal analysis and prediction.92 In 2021, Oracle was reported to have marketed its data analytics software to the Chinese police. The company’s leaked marketing materials explained how the Oracle technologies could assist the Chinese police to combine information from social media, DNA databases, and government records. When asked to comment on the marketing materials, the Oracle spokesperson referred to them as “aspirational business development ideas” as opposed to intended or targeted sales materials.93

This kind of criticism where US tech companies are accused of breaching US values—or even US law—to facilitate China’s authoritarian practices often places these companies in untenable positions. In 2021, Intel was scolded for sourcing products from Xinjiang, which is subject to US sanctions due to human rights violations in the region.94 Given the public pressure and Western sanctions—including the US Senate passing the Uyghur Forced Labor Prevention Act—Intel published a letter instructing its suppliers to discontinue sourcing supplies from the region. However, Intel’s letter caused an uproar in the Chinese state media and across social media platforms in the country, forcing Intel to issue an apology to its Chinese customers and the general public. Intel’s apology clarified that the company’s ban on Xinjiang supplies was aimed at compliance with US law without representing the company’s own position on controversies surrounding Xinjiang. Intel’s decision to issue an apology is not surprising given that the Chinese market accounts for one-quarter of its global revenue.95 Intel’s balancing act with respect to Xinjiang further illustrates the difficulty for any US tech company to navigate the demands of both Washington and Beijing—demands that are increasingly difficult to reconcile.

The conflict of values that US tech companies face when operating in China is particularly notable given the economic importance of the Chinese market and the geopolitical salience of US–China relationships. However, China is hardly the only country where US companies face this kind of conflict. There are other authoritarian countries that require American platforms to moderate content in ways that force them to engage in censorship and thus compromise their commitment to free speech. For example, Facebook has been accused of “bending to the will of Arab despots” in removing the accounts of hundreds of activists or deleting “hundreds of thousands” of their posts in the Middle East, even while claiming that it is giving “free expression maximum possible range” in the region.96 In 2020, Amnesty International accused Facebook and YouTube of complicity in “industrial-scale repression” in Vietnam, acceding to the Vietnamese government’s demand to censor posts critical of the government.97

In Russia, President Putin has tightened his grip over the Russian internet sphere, forcing US tech companies into increasingly troubling compromises. For example, Apple and Google agreed in 2021 to delete the Smart Voting app, which was used by the party of the opposition leader, Aleksei Navalny, to organize an election campaign against President Putin.98 After Russia’s invasion of Ukraine, US tech companies have found themselves caught in the middle of a high-stakes information war.99 To comply with the EU’s sanctions against Russia, US platforms such as Facebook, Microsoft, Netflix, Twitter, and YouTube blocked or limited access to Russian state-sponsored media to limit the reach of Russian propaganda about the war.100 In response, Russia has blocked certain platforms, including Facebook, Instagram, and Twitter, though hundreds of thousands of Russians still seek to use virtual private networks to circumvent the ban.101 Even if US tech companies no longer operate in Russia, they continue to face difficult content moderation decisions surrounding the war on a daily basis. While these markets pose an enduring challenge to US tech companies, abandoning a market like Russia is not nearly as costly as forgoing access to China and its one billion internet users. As a result, the decision of whether or not to abandon the Chinese market remains the most consequential one for most leading US tech companies.

When left with the choice of capitulating to the Chinese government or leaving the country, US tech companies feel there is no obvious answer as to what the right strategy is. In the early days of the internet, there might have been a stronger argument for submitting to China’s demands. Back then, the provision of even censored access to information may have been better than ceding the market to local companies that have few incentives to test the boundaries of the Chinese censorship regime. Engagement through presence was also seen as valuable, coupled with hopes that a change toward a free internet and free society in China was eventually forthcoming. However, there are few illusions left that these companies are making inroads toward bringing democracy to or changing human rights practices in China. If anything, the regulatory demands are tightening and the operating space for these companies is narrowing. The economic rewards for staying are also questionable given the Chinese government’s provision of subsidies to domestic companies, which makes it difficult for American tech companies to compete against local tech giants. Also, any concessions are even harder to justify today with growing anti-China sentiment back home, including in the US Congress. There are increasing pressures in the US for tech companies to decouple their business relations from China, and the companies have come to realize that the conflicting demands they face can, in the end, be impossible to reconcile.

In their battle against the Chinese government, few believe that US companies will prevail. Back home in the West, US tech companies may occasionally feel that they are more powerful than the national governments trying to regulate them—but it is doubtful that they can outmuscle the Chinese state. As one commentator recently concluded: “I know people in Silicon Valley are really smart, and they’re really successful because they can overcome any problem they face,” but “I don’t think they’ve ever faced a problem like the Chinese Communist Party.”102

Chinese Tech Companies’ Vertical Battles in the US: Caught Between American and Chinese National Security Concerns

The previous section illustrated difficult decisions US tech companies encounter when they operate in China and face the conflicting demands of the Chinese state-driven regulatory model and the American market-driven regulatory model. Traditionally, Chinese tech companies have not encountered similar challenges in the US. The American market-driven regulatory model has kept the US market open to all foreign, including Chinese, companies. The two sets of vertical battles have therefore been highly asymmetrical to date, with Beijing imposing restrictions on American companies operating in China, yet Washington historically declining to reciprocate with similar restrictions on Chinese companies operating in the US. However, the intensifying US–China tech war is now causing the US to reassess this existing asymmetry. The US government is increasingly retreating from its market-driven principles and allowing national security considerations to dominate its policymaking. This is complicating Chinese tech companies’ efforts to gain access to, and succeed in, the US market.

Chinese Tech Companies’ Presence in the US: A Brief Overview

Few Chinese tech companies have established a significant footprint in the US to date. Despite their rapid growth over the past decade, most Chinese companies have focused on their protected home market. The lack of US expansion, however, has not been due to US government restrictions—at least until recently. Despite the relative openness of the US market, only a few Chinese tech companies have gained traction in the US. TikTok has been the most successful Chinese tech company abroad to date, surpassing Facebook and Google in 2021 as the world’s most popular web domain.103 TikTok straddles the geopolitical divide: it is owned by its Chinese parent company ByteDance, which offers essentially the same short video app in China, known there as Douyin.104 The Chinese fast fashion e-commerce company Shein is another example of a globally successful Chinese tech company. By 2022, the Shein shopping app had been downloaded more times in the US than Amazon.105 The company comprised 28 percent of US fast fashion sales, ahead of popular brands such as H&M and Zara.106 Shein’s staggering growth over the past years has made it the biggest online fashion brand in the world. While the company is wildly successful abroad, interestingly, it is hardly known in China.

Shein and TikTok are rare examples of Chinese tech companies prospering in the US market. Most others have struggled to win market share in the US. Kuaishou, Douyin’s rival in China, tried to launch a US app called Zine, but admitted a failure after it could not put a dent in TikTok’s American market share.107 Similarly, bilibili, a Chinese video platform roughly comparable to YouTube, has not gained popularity in the US.108 Baidu and DiDi—which have clear US analogues in Google and Uber or Lyft, respectively—have likewise not been able to challenge the US incumbents in their home market.109 In the past, these Chinese companies’ struggles could have been explained by reasons such as the absence of a well-executed international expansion strategy, as the American regulatory model itself imposed few restrictions on them; going forward, however, their struggles may increasingly be attributed to US government measures as the US is moving away from its commitment to open markets and other principles that have defined its regulatory model to date.

Banning Chinese Apps in the US: TikTok and WeChat

Since the onset of the more active phase of the US–China tech war over the last few years, the US government has rapidly accelerated its regulatory shift toward a more stringent oversight of Chinese tech companies. For example, the Chinese communications technology giant Huawei—perhaps the most high-profile casualty of the US–China tech war—has endured crippling US export and investment restrictions since 2018. These restrictions have limited the company’s access to essential supplies from US tech companies while also closing it off from 5G infrastructure projects across the US, as discussed in Chapter 5. But the sanctions against Huawei can be seen as merely the beginning of a new era of a tightly managed digital economy. In some instances, conflicts between the Chinese and American regulatory models have become intractable, making them exceedingly difficult to resolve. Intractable conflicts can be defined as those where a company cannot comply with the laws of one government without violating those of another. Tech companies are thus caught between two sets of irreconcilable legal obligations, forced to do what they always try to avoid doing: choosing sides. This inability by companies to resolve the regulatory conflicts will have significant consequences, setting in motion the decoupling of the digital economy and thus contributing to the existing trend toward “deglobalization” as a defining force shaping international economic and political relations.

Following sanctions on Huawei and other Chinese hardware companies, Chinese social media companies—including the popular video-sharing app TikTok—have now also become a target of US government restrictions.110 This may not be surprising given that TikTok is the first large Chinese tech company that has managed to break into the US (and global) markets, challenging its US rivals and thus embodying China’s ascendant technological power. As of 2020, TikTok has been downloaded 165 million times in the US alone.111 Beyond those commercial considerations, TikTok’s prominence has raised national security concerns. The company has unparalleled access to the data of over 100 million American internet users,112 which gives it unprecedented influence over the American public. The US government fears that this influence will ultimately be wielded not just by TikTok but by the Chinese Communist Party (CCP). As a Chinese corporation, TikTok’s parent company ByteDance must obey Chinese law, including the Chinese government’s potential requests for the data that the company accumulates. For example, Republican Senator Josh Hawley has called TikTok “a surveillance apparatus for Beijing” and “a Trojan horse on people’s phones.”113 President Trump warned in 2020 that TikTok posed a national security threat as its data collection could facilitate corporate espionage or be used for blackmailing individuals.114 In essence, the US concern about TikTok is twofold. First, Chinese authorities may access American users’ personal data. Second, the Chinese leadership may influence TikTok’s content moderation policies, potentially exposing US users to the CCP’s propaganda. Thus, TikTok poses a concern both in terms of the information it collects and the information it disseminates—with either activity potentially serving the interests of Beijing.115

ByteDance has sought to alleviate these concerns by separating its Chinese and US businesses. The company operates TikTok in the US and a separate (yet near-identical) app called Douyin in China. TikTok’s management is based in the US, and the company insists that its content moderation decisions are made in the US. US-based users’ data is further stored in the US and in Singapore, not in China.116 However, it is not evident that such data localization prevents Beijing from requesting the data of American users and ultimately obtaining it.117 It remains unclear—either as a matter of law or in practice—how the company would handle such a request from Beijing for foreign data.118

These concerns prompted the US government to take exceptional measures against TikTok in 2020. In August 2020, President Trump announced that TikTok would be shut down in the US if it was not bought by a US company by September 15.119 Three days later, President Trump signed an executive order to ban TikTok in the US in forty-five days, alleging that TikTok’s data collection practices allowed the CCP to access Americans’ personal information, including those of overseas Chinese citizens.120 President Trump then followed with a separate executive order giving ByteDance ninety days to divest its American assets and destroy any data that TikTok had gathered in the United States.121 After a frantic search for a suitable buyer, a month later TikTok had reached a proposed deal under which Texas-headquartered Oracle would acquire the company.122

The executive order alone placed TikTok in a perilous position, imperiling its ability to continue to operate in the US. But what further deepened the company’s travails was the Chinese government’s reaction to the US measure. After the US government ordered the sale of the company to a US buyer, the Chinese government responded by extending its export control regime to “technology based on data analysis for personalized information recommendation services,” thus making the export of any such technology conditional on obtaining a government license.123 This definition likely covers TikTok since the company’s app relies on algorithms that deploy user data to generate personalized content for app users. As a result, the Chinese government’s amended export control regime risked making the sale required under US law an illegal action under Chinese law. This move by Beijing transformed the battle over the fate of TikTok into an intractable conflict where it is impossible for TikTok to comply with orders from both the US and Chinese governments. As a result, TikTok knew that it would likely need to pull out of the US market or find itself in violation of either US or Chinese law.

However, what came to TikTok’s rescue, at least temporarily, was the US courts. In parallel with negotiating the forced sale, TikTok filed a motion for a preliminary injunction before the US District Court for the District of Columbia (DDC) in September 2020.124 The District Court ruled in favor of TikTok later that month, reasoning that the ban would cause irreparable commercial harm to the company, while adding that the government’s action likely exceeded the bounds of its lawful authority.125 In December 2020, the court preliminarily blocked all provisions of the government’s request to ban TikTok in the US, ruling that President Trump’s emergency economic powers did not suffice to operate an arbitrary ban on a mobile app.126 After his election, President Biden revoked his predecessor’s order and requested a Commerce Department review of the security concerns posed by TikTok.127 As of August 2022, the review is still pending, which has frustrated some US lawmakers.128 The Biden administration’s slow progress on the issue led a group of House Republicans to write a letter to Commerce Secretary Gina Raimondo, expressing their concern that the administration was doing nothing to protect Americans’ data from being accessed by Chinese entities.129

The Trump administration’s attempt to force a sale of WeChat to a US company reveals similar dynamics. WeChat is a ubiquitous social media app used by Chinese citizens both within China and overseas.130 In the US, the app is particularly popular among Chinese Americans who use it to keep in touch with their family and friends in China.131 The Trump administration grew concerned about WeChat’s data collection practices, fearing that the CCP could access Americans’ personal information while also using WeChat to keep tabs on overseas Chinese citizens.132 As a result, in August 2020, President Trump signed an executive order to ban WeChat in the US within forty-five days.133 The following month, the US Department of Commerce announced a plan to ban WeChat transactions in the US by September 20, 2020.134 Like TikTok, WeChat also challenged the government order before US courts and won some notable victories. The District Court of the Northern District of California held that “certainly the government’s overarching national-security interest is significant. But on this record—while the government has established that China’s activities raise significant national security concerns—it has put in scant little evidence that its effective ban of WeChat for all U.S. users addresses those concerns.”135 The court also pointed out the availability of less restrictive alternatives to a complete ban, including barring WeChat from government devices, akin to what Australia had recently done.136 Consistent with his policy toward TikTok, President Biden revoked President Trump’s executive order in June 2021, yet ordered the Commerce Department to review the security concerns posed by WeChat.137

The TikTok and WeChat battles represent a significant shift in the US government’s policy toward Chinese tech companies. But those two regulatory battles are also remarkable in revealing how Chinese tech companies can successfully deploy the US legal system to defend themselves. A similar strategy is rarely available in China where courts are not independent from the CCP’s influence. As a result, tech companies, whether domestic or foreign, seldom challenge the Chinese government orders before courts. However, while these court victories in the US will likely embolden other Chinese tech companies to contest any subsequent government restrictions, the US legal system may not always safeguard those companies’ interests. As a result, Chinese tech companies will likely continue to face regulatory challenges in the US. For example, in the WeChat litigation, the Northern District of California acknowledged in principle that Chinese companies and technologies threatened US national security—in this particular case, however, the government had simply failed to marshal the requisite evidence to prevail.138 The WeChat case also reveals that even communications by ordinary citizens can be viewed by the court as related to “national security.”139 While the December 2020 court ruling helped TikTok secure a short-term victory, the DDC suggested in its opinion that alternative US government actions short of a complete ban can still be legal.140 For example, the government could still use the CFIUS process to require ByteDance to divest its stake in TikTok.141 And despite TikTok’s court victories, Republicans in Congress continue to pressure the company on data privacy concerns,142 with some members still calling for the app to completely sever its ties with its Chinese parent company.143

The battle that the US government has waged against TikTok is not without its critics, even among American commentators. In deliberating its next steps against the social media company, the US government thus needs to weigh both the growing resentment against China and TikTok’s operations on the one hand, and the criticism of any hardline strategy on the other. Some voices call for restraint and warn that, by banning Chinese tech companies, the US is deviating too far from the core principles underlying its own American market-driven regulatory model. At the same time, others urge the US government to maintain its heightened regulatory scrutiny and, if anything, escalate its regulatory measures toward Chinese tech companies. The proponents of a more assertive approach can also point to other governments’ growing efforts to restrict TikTok’s operations, suggesting that the US concerns are legitimate and extend beyond US–China strategic competition. For example, India recently banned TikTok and WeChat, together with over fifty other Chinese apps, arguing that they pose a national security threat to the country.144 The security threat posed by TikTok is also a source of contention in other Western countries. For example, the UK Parliament quickly shut down its new TikTok account after some members objected to the Chinese government’s access to user data.145 The EU will also likely apply its recently adopted Digital Services Act, discussed in Chapter 3, to require TikTok to reveal more information about how its algorithms moderate content.146 These mounting vertical battles that TikTok is now facing in different parts of the world may give the US additional impetus to press ahead with its own battle, while adding legitimacy to any measures the US takes against the company.

American political leadership and the general public are, no doubt, increasingly concerned about China’s growing global influence. This concern about Chinese governmental influence also directly extends to a concern about the role of Chinese companies operating in the US, not least because of the closely intertwined relationship between Chinese companies and the CCP. In addition to being distrustful of China, Americans have grown increasingly suspicious of tech companies’ digital surveillance practices. It is thus not surprising that the unease about the combination of the two concerns—a company that is both Chinese-owned and that is engaging in digital surveillance—is widespread, intensifying the US government’s resolve to press ahead with its battle against a company like TikTok. Some US tech companies have also actively pushed the narrative that Chinese companies are untrustworthy, with the goal of keeping these China-focused vertical battles alive. For example, Meta reportedly hired a consulting firm to run a nationwide public relations campaign against TikTok, with the goal of portraying the Chinese-owned company as “a danger to American children and society.”147 Meta’s Mark Zuckerberg also publicly criticized Chinese companies’ censorship practices in a 2019 Georgetown speech on free expression: “If another nation’s platforms set the rules, our discourse will be defined by a completely different set of values . . . We should also be proactive and write policy that helps the values of voice and expression triumph around the world.”148

It is expected that a company like Meta will urge the US government to go after TikTok—after all, TikTok arguably poses the gravest competitive threat to Meta’s own social media platforms. But several other prominent US voices with no such commercial incentives also support a tough line against companies such as TikTok. These include Professor Tim Wu—a former advisor to President Biden on antitrust and technology policy—who has argued that the “TikTok ban is overdue.”149 Wu’s argument revolves around reciprocity. While conceding that threats to ban Chinese apps can be seen as a “belligerent” departure from the US’s commitment to the open internet, Wu argues that such a departure is a justifiable, tit-for-tat reciprocity strategy toward a China that promotes “net nationalism” and blocks foreign content from its domestic markets. The Chinese government has closed off its own internet economy while Chinese tech companies have benefited from open markets in the US and elsewhere in the world. “The asymmetry,” according to Wu, “is unfair and ought no longer be tolerated.”150 Instead, “the privilege of full internet access—the open internet—should be extended only to companies from countries that respect that openness themselves.”151

The banning of TikTok in the name of reciprocity would, indeed, accomplish the goal of greater symmetry in US–China relations. But critics caution that this symmetry would come at a price. In banning Chinese apps, the US can be accused of playing Beijing’s game and giving up on the values underlying its own market-driven regulatory model, which cherishes freedom of commerce and the open internet. Consider the WeChat ban that the Trump administration announced. Chinese Americans have few alternatives to using WeChat to communicate with family and friends in China since US-based apps such as WhatsApp and Facebook Messenger are prohibited there.152 When the ban was announced, some US-based WeChat users indicated that they were planning to do what their Chinese friends had done for a long time: use a virtual private network (VPN) to “circumvent the new great firewall of America.”153 Similarly, by banning TikTok, the US can be seen as endorsing—even if unwittingly—the Chinese state-driven regulatory model that lets the government determine what internet users can and cannot see.154 With these bans, the US can be accused of contributing to the global trend of fragmenting the internet. Some commentators have adopted this view, arguing that “the United States, like China, no longer believes in [the] global internet” and pointing out how the US is now “promoting a fundamentally Chinese view of internet security.”155 In this way, the US government is faced with a quandary of whether it is “defending [its] values by undermining them.”156 Thus, the battle over TikTok’s future in the US is also likely to shape the broader global battle over the values that govern the digital economy. If the US—as the most vocal champion of an open and free internet—abandons those principles and realigns instead with Chinese state-driven policies for the sake of reciprocity, those American values around openness and freedom are unlikely to guide or inspire other governments’ digital policies going forward.

This realignment of the American regulatory model in order to force the sale of TikTok to a US company may be even more questionable if it fails to resolve the national security concerns motivating the sale. Storing TikTok’s data locally in the US would not necessarily ensure its security, as various incidents of Chinese cyberespionage targeting data located in the US reveal.157 An additional concern is that the forced sale of the company does little to mitigate the other security concern—namely, the manipulation of the content that Americans consume. This concern has less to do with who owns the company and more to do with who writes the algorithms that empower the app. It was not clear that Oracle—the winning bidder in TikTok’s forced sale—intended to replace TikTok’s Chinese engineers or assume control over the algorithms moderating the content. In contrast, Microsoft—a competing bidder for TikTok—had indicated that it was going to take over the source code and the algorithms immediately, and move the product development to the US.158 Furthermore, putting a US company in charge might also not protect the data from the Chinese government. Oracle has been accused of having forged close links with the Chinese government, as discussed earlier.159 The likely ineffectiveness of the TikTok divestment therefore raises the question of whether it is truly motivated by national security concerns or whether the decision is driven by commercial considerations—making the attempted ban resemble the economic protectionism typically associated with the Chinese state-driven regulatory model.

Whether the US bans Chinese tech companies like TikTok or WeChat from its market or not, it is evident that the ongoing struggle with China is fostering a shift in the American market-driven regulatory model. Some commentators have suggested that instead of emulating the Chinese state-driven model as a solution to its concerns about TikTok, the US could emulate the European rights-driven model and adopt its own version of the General Data Protection Regulation (GDPR). Under such a regime, the US would have a solid legal foundation to address broader concerns relating to data protection, which would be superior to its haphazard attempts to ban certain foreign apps.160 Such a comprehensive regulatory scheme would establish overarching rules for data collection, use, and storage, and formalize the process according to which individuals and public authorities can protect their privacy and security interests. Instead, the bans on individual apps may only distract the US from the task of developing comprehensive solutions to protect data privacy and national security—both of which are under threat and lacking effective policy solutions.161 An all-encompassing data privacy regime could also help the US in its dealings with the Chinese and Europeans alike: in addition to allowing the US to respond to the threat of Chinese tech companies’ data collection, it would also help resolve the regulatory battles over data privacy with the Europeans, as discussed in Chapter 6.

Restricting Chinese Listings in the US: DiDi Chuxing

TikTok is not the only Chinese tech company finding itself caught between irreconcilable demands of American and Chinese regulators. Such intractable conflicts now also threaten Chinese tech companies listed on US stock exchanges. The stock market has become an increasingly heated battlefield as of late, raising the risks of a financial decoupling of the US and China. The 2021 New York Stock Exchange (NYSE) listing of DiDi Chuxing, a Chinese ride-hailing company comparable to Uber or Lyft, illustrates this evolution well. In June 2021, DiDi rushed ahead to publicly list itself on the NYSE before it had received full clearance from Chinese regulators on their cybersecurity concerns.162 The backlash from regulators was swift: two days after the company’s IPO, the Cyberspace Administration of China (CAC) announced that it was initiating a cybersecurity review of DiDi, and DiDi’s app was soon taken off app stores in China.163 According to the CAC, the app violated laws on collecting and using personal information.164 DiDi was also banned from enlisting any new drivers.165 DiDi’s overseas listing raised particular red flags for Chinese regulators because, as a ride-hailing provider, the company had access to sensitive troves of location and map data. When the government initiated its probe, DiDi was reported as having 377 million annual active users, allowing it to amass data on over 25 million daily rides and thus granting the company access to the world’s largest repository of real-world traffic data.166 This data could be used to track rides to and from the Ministry of Public Security and other government departments, thus raising potential national security concerns.167 Given these concerns, the Chinese government sent inspection teams from at least seven cybersecurity-related agencies to the company’s offices for on-site review.168 While cybersecurity reviews in China typically last for sixty days, DiDi’s review finally wrapped up in July 2022, a full year after it was initiated.169 In the end, Chinese regulators issued a $1.2 billion fine against DiDi—the largest fine issued by the Chinese government in any data protection breach case.170

The effects of the CAC decision for DiDi and the company’s investors have been dire. The unanticipatedly harsh cybersecurity review sent the company’s newly listed stock into a tailspin, plummeting investor value while casting uncertainty over DiDi’s—and any other Chinese company’s—ability to remain listed on US stock exchanges. In February 2022, the company announced that it would be laying off 20 percent of its staff.171 By that time, DiDi shares had lost 70 percent of their value since their IPO price.172 In December 2021, DiDi announced that it was going to delist from the NYSE173 and offered US stockholders the option to transfer their shares over to the Hong Kong Stock Exchange, where the company now intends to list.174 DiDi is also facing at least two class action lawsuits from US stockholders, alleging that the company failed to accurately disclose its communications with the Chinese government.175

While DiDi’s fall from grace has been especially dramatic, the saga is part of an ongoing, heightened regulatory scrutiny of US-listed Chinese companies on both sides of the Pacific. Both the US and China are intensifying their scrutiny of Chinese companies but their respective measures pull these companies in different directions: the US is seeking greater disclosure from Chinese companies listed in the US while China is focused on limiting any such disclosure to foreign authorities. This heightened scrutiny may encourage a broader decoupling of global digital and financial markets, especially when companies cannot simultaneously comply with different regulators’ conflicting demands.

For its part, the US has been particularly concerned that American investors do not have the full picture of regulatory risks facing Chinese companies, exposing them to unanticipated losses such as those that materialized in the case of DiDi. The US Securities and Exchange Commission (SEC) and Nasdaq have already noted that Chinese companies may pose unique financial risks because of their lack of auditing transparency.176 At the end of 2020, the US Congress passed the Holding Foreign Companies Accountable Act, which increases US regulators’ rights to inspect audits of foreign public companies.177 The legislation prohibits trading of a company’s shares in the US if its auditors fail to comply with the auditing transparency requirements for three consecutive years.178 In December 2021, the SEC finalized a rule implementing the legislation, which forces Chinese companies listed on US stock exchanges to “disclose whether they are owned or controlled by a government entity, and provide evidence of their auditing inspections.”179

The new SEC rules also require Chinese companies to provide more information about the variable interest entity (VIE) structure that is common among US-listed Chinese companies. Indeed, 79 percent of the 241 Chinese companies listed in New York in 2021 rely on VIEs, including tech giants such as Alibaba, Pinduoduo, JD.com, NIO, and Baidu.180 The VIE structure is an arrangement that allows Chinese companies to evade restrictive Chinese laws on foreign ownership by creating a shell company, often in the Cayman Islands or another similar jurisdiction, which contracts with the China-based operating company. The VIE can then issue shares on a foreign stock exchange.181 In the wake of the developments surrounding DiDi’s IPO, SEC Chair Gary Gensler issued a letter saying he was worried that “average investors may not realize that they hold stock in a shell company rather than a China-based operating company.”182 The SEC has since laid out the type of disclosures it expects from Chinese companies operating under the VIE structure, given their increased complexity and potential financial risk.183

Meanwhile, China has pushed its companies to share less, not more, information with US regulators, setting the stage for a direct clash between the two regulatory regimes. First, China passed its Cybersecurity Law in 2017, which required companies that qualify as “critical information infrastructure operators” to store Chinese data locally and undergo a security assessment before being cleared to transfer any of that data overseas.184 After the DiDi incident, the CAC announced in July 2021 that it was further tightening regulatory requirements; the regulator mandated that Chinese tech companies possessing the personal data of at least one million Chinese users must submit to a cybersecurity review before proceeding with an IPO in a foreign market.185 The government further strengthened restrictions on data flows by adopting the Personal Information Protection Law (PIPL),186 which focuses on personal data, and the Data Security Law (DSL),187 which focuses on data processing.188 Both laws came into effect in fall 2021.189 The PIPL limits private companies’ collection of personal information and restricts cross-border transfers of such information.190 The DSL targets data that has a “potential impact on Chinese national security” and regulates the processing, storage, and transfer of such data.191 Under the DSL, such data cannot be transferred to foreign authorities absent the requisite government authorization. The cumulative effect of these regulations is to make it considerably more difficult for Chinese multinational companies to comply with foreign regulators’ requests for information.192

These competing rules enacted by the US and China have placed US-listed Chinese companies in an unenviable position. But they have also presented these Chinese companies’ American auditing firms with difficult regulatory dilemmas. One investor in the industry noted how a direct clash now exists between Chinese and American law: “It’s the Chinese regulators who are preventing the U.S. regulators from inspecting the audits . . . These companies are all audited by the Big Four accounting firms, but under Chinese law regulators are not allowing those audits to be sent to US regulators.”193 The large US auditors—Deloitte, EY, PwC, and KPMG—dominate the auditing market in China and are in charge of audits for around 140 Chinese companies listed in the US, even as these auditing companies must operate through local Chinese partnerships.194 These firms now face the risk of either running afoul of Chinese regulators who do not want them to share financial records with US regulators or US regulators who demand they do exactly that. This illustrates how even the auditing firms are now being caught in the middle of the China–US regulatory clash.

This clash can have wide-reaching implications. At worst, it may lead to the decoupling of the US and Chinese stock markets, with approximately 2 trillion dollars of Chinese company stock listed on US stock exchanges at stake.195 This is an unsettling prospect for many entities on both sides. Chinese companies like DiDi, ByteDance, and Ant Group could lose access to US capital markets.196 Some smaller Chinese tech companies can also be adversely affected. For example, audiobook and podcast platform Ximalaya recently cancelled its planned US IPO in favor of a Hong Kong listing because of the new, onerous regulatory requirements.197 Listing in New York has traditionally had advantages over a listing in Hong Kong: New York has deeper and more liquid financial markets and avoids Hong Kong’s cumbersome regulatory requirements, including high profitability thresholds.198 Foreign investors and other entities that stood to make money off of Chinese tech IPOs are also worse off in this new regulatory environment, including underwriters like Goldman Sachs199 and investors like Softbank, which had poured money into DiDi.200 Chinese tech companies that proceed with a US listing may also face a “China penalty” as investors and investment banks price in the legal and regulatory risks associated with such a listing.201 The SEC also stands to lose from this conflict, as the Chinese government has blocked its regulatory access to, and leverage over, some of the world’s biggest tech firms. While the winners of this regulatory battle are still unclear, some may include the emboldened Chinese agencies tasked with cybersecurity review powers, certain smaller Chinese tech companies, and China’s domestic stock exchanges. For example, Beijing recently opened its own stock exchange. A crackdown on foreign listings may bolster its ability to attract the best Chinese companies to list locally, increasing the prestige and credibility of the Chinese stock market while showing the world that China no longer needs Wall Street.202

However, even the Chinese government is sensitive to the costs involved in total stock market decoupling. As a result, the seemingly irresolvable US–China conflicts are also marked by pressures toward restraint. In December 2021, the China Securities Regulatory Commission (CSRC) released new rules on the VIE structure that continue to allow Chinese companies to list on stock exchanges overseas, albeit with greater government oversight of national security concerns,203 thus signaling a middle-of-the-road approach.204 For now, neither the US nor China have taken the most drastic moves toward decoupling as both the CSRC and SEC still permit Chinese listings in the US using the VIE structure. The Chinese government has also recently made significant concessions in an effort to avoid a mass delisting of Chinese companies from US stock exchanges. In April 2022, the CSRC revised its 2009 audit secrecy rules that prohibited Chinese companies listed overseas from sharing sensitive financial information with foreign entities.205 In July 2022, the Chinese authorities disclosed that they were considering a three-tier system whereby US-listed Chinese companies would be treated differently based on the sensitivity of the data they possess.206 Only companies that hold “secretive” data would face delisting whereas companies holding “non-sensitive data” or “sensitive data” would be allowed to comply with US auditing transparency requirements.207 For companies with sensitive data, however, compliance with Chinese laws might require changes to their data management practices, such as “outsourcing the information to a third party.”208

As a further sign that the US and China are both seeking to defuse existing tensions, Chinese and American regulators announced in August 2022 that they had reached a landmark agreement that would allow for the sharing of audits of Chinese companies listed on US stock exchanges.209 By giving US regulators the ability to inspect audits and investigate Chinese companies, the deal could prevent the delisting of the two hundred or so Chinese companies that issue stock in the US.210 However, SEC Chairman Gary Gensler struck a cautious tone in celebrating the announcement: “Make no mistake, though: The proof will be in the pudding. While important, this framework is merely a step in the process. This agreement will be meaningful only if the [US’s Public Company Accounting and Oversight Board] [PCAOB] actually can inspect and investigate completely audit firms in China.”211 In September 2022, inspectors from the PCAOB started vetting auditors’ work on Chinese companies, beginning with Alibaba and fast-food company Yum China.212

Despite these tentative signs of progress, the threat of further financial decoupling remains real in today’s tense geopolitical environment, where neither party can afford to be seen as capitulating to the demands of the other. The Chinese government remains adamant in calling for tighter control of personal data and greater recognition of the national security implications associated with data transfers. This suggests that the Chinese government will have a hard time accepting full disclosure of such data to US regulators. At the same time, the US government remains determined to prevent the exposure of American investors to unreasonable risks, undoubtedly keen to avoid a repeat of the now-infamous DiDi listing. The SEC thus has an incentive to demand greater disclosure of Chinese companies’ ownership structures, links to the CCP, and full audit records. The PCAOB has been clear that it “must have complete access to audit work papers of any firm it chooses to inspect or investigate—no loopholes and no exceptions.”213 This conflict is already playing out in the details of the new landmark deal. Despite both countries’ tentative commitments and incentives to cooperate in this new experiment in financial regulation, the countries already disagree on the role that Chinese regulators should play in the PCAOB’s inspection process.214 This suggests that, despite the costs involved, further decoupling of the US and Chinese financial markets remains possible, even probable. Under the most extreme scenario, such escalation could lead to a complete decoupling of the global stock market. Such a scenario—which may be unlikely, even if no longer impossible to imagine—would open a whole new era both in US–China relations and in deglobalization more generally, fragmenting the global economy in ways that were once unthinkable.

Will the Intersecting Vertical Battles Lead to Technological Decoupling?

The conflicts discussed in this chapter reveal the complex reality of today’s digital economy where global tech companies are caught between different regulatory models, confronting hard choices or, even worse, irreconcilable demands from different governments. It is rarely possible for global tech companies to pledge their commitment to free speech in the US, to government censorship in China, and to users’ data privacy in Europe, without being criticized for trading their values for profit or violating one country’s law in seeking compliance with that of another. Yet these conflicts are inevitable for any tech company that operates globally—after all, governments set the rules for their markets, not tech companies. Google learned firsthand that it cannot operate its search engine in China while insisting that it believes in free speech instead of censorship. DiDi also learned—as did its investors—that it cannot list itself on the US stock exchange while disclosing only the data that Beijing allows it to disclose. When these choices become too costly or difficult, the decoupling of the global digital economy follows: Facebook is blocked in China, Google abandons its Project Dragonfly, and DiDi delists from the New York Stock Exchange. Yet others hold on, illustrating the benefits of the global digital marketplace: American teenagers can still dance to the tunes of TikTok, at least for now, thanks in part to the US judiciary. Apple still thrives in China, insisting elsewhere that “privacy is a fundamental human right”215 while being prepared to look the other way in China. After all, Apple only “follows the law” in China—a law that is tied to one billion internet users and $55 billion in annual revenue.216

The intersecting vertical conflicts have several implications. First, they reveal the intricate balancing act US tech companies face in deciding whether and how to operate in China. These decisions entangle questions of commercial opportunities and profits with questions of national security, corporate values, and conflicting loyalties. How the US tech companies go about navigating these choices is closely scrutinized by political leaders, users, shareholders, and employees—and there are no choices that will leave all stakeholders satisfied. The Chinese state-driven model is also unyielding in that it leaves little space for US companies to exercise choice beyond total acquiescence or abandonment of the Chinese market. The way the leading US tech companies have gone about this choice in recent years suggests that they are willing to stay in China as long as the Chinese government allows them to stay, and as long as their core business activity—for example, freely searching for information online—is not in irreconcilable tension with the censorship requirement that lies at the heart of the Chinese state-driven regulatory model. In the face of such a complete conflict of values, staying in China would be even costlier for them than abandoning China.

The dynamics of the conflicts that Chinese tech companies face in the US display a different logic from those their American counterparts face in China. The American market-driven regulatory model presents few challenges to these companies. After all, the US model valorizes economic openness, which traditionally has meant welcoming Chinese companies to the US. Even as political attitudes in the US have recently hardened and geopolitical considerations have started to drive policy, Chinese tech companies have been able to challenge US government restrictions by turning to the American courts, invoking the US legal regime in their defense. In several instances, courts across the country have remained true to the American regulatory model, upholding the US’s longstanding commitment to commercial freedom and the rule of law. However, a critical question is whether the US government is now making a conscious decision to move away from this commitment to economic openness, either in the name of national security or greater fairness and reciprocity. Such a policy shift may successfully keep Chinese tech companies at bay, but it also risks reinforcing the trend that the US–China tech war has already set in motion—namely, the abandonment of key tenets of the US’s own market-driven regulatory model and, inadvertently, the bolstering of China’s state-driven regulatory model as the lodestar for the digital economy.

Therefore, the key question in the midst of these tensions becomes how far the decoupling of the digital economy will go. In addition to the risks facing the global stock market that were discussed earlier, the internet and the broader digital economy are now heading toward greater balkanization. Chapter 5 shows how the ongoing US–China tech war, including the export and investment restrictions, is already fragmenting the global tech ecosystem as the US and China are fighting a horizontal battle for technological supremacy. Additional decoupling will follow if and when tech companies themselves conclude that they no longer find it feasible to operate across the different regulatory regimes and consequently choose one over the other. As one dimension of such decoupling, some predict that the global internet will fragment into a “splinternet”—a term understood to mean a world of “parallel internets that would be run as distinct, private, and autonomous universes.”217 In practice, this would entail the division of the global internet into different realms that would be controlled by different governments or tech companies. In this balkanized digital world, companies and individuals would need to choose one system or face the costs and complexities of operating across two internet architectures and two sets of devices—using, for example, one phone to send a WeChat message and another to use Gmail.218

Some argue that such decoupling has already taken place and the internet is already splitting into two—an American internet and a Chinese one—or even three, as Europeans create and globalize their own standards as well. A 2022 report by the Council on Foreign Relations, an American foreign policy think tank, declared that “the era of the global internet is over,”219 capturing a sentiment shared by many. It is, indeed, already harder today for companies controlling sensitive technologies to operate in the US and China simultaneously. They may well need to choose their market, as many already have done, and abandon the idea of having a truly worldwide presence—sustained by what was once thought to be an inherently and inevitably global internet. What the past few years have shown is that the internet is not “inherently” or “inevitably” global. Its open and global character remains at the mercy of governments’ political decisions to continue to let the internet emerge and evolve in that direction. Meta CEO Mark Zuckerberg acknowledged this back in 2019 by noting how “China is building its own internet focused on very different values, and is now exporting their vision of the internet to other countries.”220 US government representatives in China have made similar observations, with one diplomat acknowledging in 2021 that China has sought to decouple its internet from that of the West for a decade already, with the goal of ultimately creating two digital ecosystems.221

It is possible to view China as being well on its way in creating a separate digital architecture that includes a sovereign digital authoritarian internet. It does not need Facebook, Amazon, Google, or Apple because it has WeChat, Alibaba, Baidu, Huawei, and Xiaomi. China is also not dependent on others in terms of its AI capabilities, developing its own self-driving cars, smart cities, smart medicine, and health applications—in addition to perfecting its already robust AI-powered regime of state surveillance. Beijing will be one step closer to a sovereign Chinese tech ecosystem once it has rolled out its own digital currency, internationalized it, and thereby created an alternative financial universe that is less reliant on the US dollar or the SWIFT international payment system. However, if decoupling global semiconductor supply chains is difficult, as discussed in Chapter 5, so is the idea of creating a complete splinternet. It is true that the Chinese Firewall has already built borders on the internet, creating a separate content universe defined by the censorship policies of the Chinese government. Similar content controls are imposed by countries such as Iran and North Korea and, increasingly, by Russia. Yet completely cutting a country off from the global internet is costly and difficult, as Russia is now experiencing as it seeks to detangle itself from the global internet infrastructure in the wake of its invasion of Ukraine. Compared to Russia, China is in a better position to operationalize a splinternet, as the Chinese government has built the entire internet infrastructure from the outset as a controlled space.222 China has also been willing to muster the considerable resources needed to create and maintain its “sovereign internet.”223 Yet it is not clear that even China will end up with a completely sovereign Chinese internet.

Even if content controls can partially fragment the internet, the fundamental technological infrastructure sustaining the internet is less likely to splinter. For example, the Internet Corporation for Assigned Names and Numbers (ICANN), which controls the domain name systems, recently declined Ukraine’s request to suspend Russia’s access to internet domain systems. In doing so, the regulatory body emphasized how the internet is a decentralized system that is designed so that no single authority has the ability to control or shut down the system.224 A genuine splinternet would require making internet protocols technically incompatible in such a way that, for example, the internet in China would no longer be interoperable with that in the US. However, some experts have expressed doubt as to whether such a separation could be maintained as technologists could soon find a way to bridge those protocols. Countries could also create a splinternet by setting up different governance bodies to manage different realms of the internet, even if those realms still use technically compatible protocols. For example, China could seek to manage its own IP addresses and domain name systems. However, even if China had the technical capability to create a splinternet in some form, it is unclear that it would be willing to pursue such a strategy given the costs and complexities involved.225

The coming years will reveal how far digital decoupling will go, and the particular manifestations it will take. Escalating geopolitical tensions, discussed next in Chapter 5, may further fragment the global digital economy as the leading digital jurisdictions continue to restrict the transfer of data, technology, and information across global networks. Tech companies continue to be thrust in the middle of such conflicts, increasingly being forced to choose sides when faced with irreconcilable regulatory demands by different governments. At the same time, tech companies persist in advocating for the benefits of an open and interconnected digital economy, showing their willingness to take political and economic risks in order to reap the benefits of a global digital marketplace. Governments know that a world dominated by widespread data localization, a balkanized internet, decoupled stock markets, and segregated digital citizens may deliver greater control and a sense of security—but they also know that achieving such control and security would be, at best, a Pyrrhic victory that would be extremely costly to implement and maintain. It would impoverish their economies, societies, and individuals. Perhaps most consequentially, if extreme decoupling occurs, it would compromise the important technological progress and economic prosperity that all digital regimes depend on, and eliminate the prospect of future détente and coexistence—however uneasy and contested—between the three leading digital empires.


5

The Battle for Technological Supremacy

The US–China Tech War

in today’s digital economy, few regulatory battles remain stagnant but instead evolve: some battles defuse over time as parties’ interests change or converge whereas others morph into more intractable and multifaceted conflicts. In battles involving the United States and China, the direction of this evolution has been clear in recent years: both sides are escalating their battle strategies and resolutely moving toward an increasingly unyielding conflict. Consequently, the individual vertical battles, discussed in Chapter 4, are now evolving into a broader horizontal conflict between these two digital empires. Those earlier vertical battles have already set in motion the process of gradual decoupling of the global digital economy—a process that is now being accelerated as the US and China are fighting over technological supremacy, with strong ideological undertones and potentially grave geopolitical consequences. This new battlefront goes beyond Facebook deciding whether to pull out of China or acquiesce to the Chinese Communist Party’s (CCP) demands for censorship; or the Chinese ride-hailing company DiDi choosing whether it will disclose sensitive data to the US regulators when doing so violates Chinese law. Tech companies themselves are still the main tools and casualties in this horizontal battle but the US government is no longer only fighting a few individual Chinese companies. Instead, the US is targeting the entire Chinese tech ecosystem, the Chinese state, and China’s future economic, technological, and geopolitical prowess—the same way the Chinese government is now fighting a defining battle not only against the leading US tech companies but against the US as its main rival in the intensifying great power contest. Given this escalation in the US–China conflict, what may have been characterized as a “battle” in the past has now evolved into a “war” between two tech superpowers. This superpower conflict, many would argue, is also the main theatre of war where the highest-stakes battles for the future of the global digital economy are being fought.

The US–China tech war is casting a lengthening shadow over the global digital economy. This unfolding rivalry between the two economic and geopolitical superpowers is unraveling global supply chains, battering tech companies, frightening financial markets, and unsettling international relations far beyond the bilateral US–China relationship. This new era of a great power contest has replaced the more optimistic era of globalization where China was seen as integrating into the global economy—in particular, in the years after it joined the World Trade Organization (WTO) in 2001. In the two decades that followed, exports fueled China’s record-high growth rates. Western companies were able to tap into China’s vast and dynamic consumer market, while Western consumers benefited from having access to cheap Chinese imports. However, China’s market opening was always incomplete, and foreign companies continued to face restrictions, including strict censorship requirements that were discussed in the previous chapter. But there was hope that, over time, China was moving toward greater economic integration with the rest of the world. That economic integration was viewed as an opportunity for closer political engagement with the West, which—under the most optimistic scenario—some observers believed would pave the way for the country’s political easing and opening. This optimism has since faded as China’s relationship with the US and its allies has deteriorated. International institutions, including the WTO, have struggled to integrate China’s state-driven economy into their structures, all of which were established before China’s accession. China’s increasingly prominent role in the global economy and its unwillingness to play by the prevailing rules of the international economic order has fueled resentment in the West. These tensions—which rest on fundamental disagreements—appear irreconcilable in the short term and will likely sustain continuing conflicts between the US and China.

Over the past few years, this already contentious US–China relationship has escalated, with the digital economy emerging as the primary battlefield. Since President Trump took office in 2017, the conflict between the two countries has evolved into a full-blown trade and technology war, leaving companies and other governments to navigate the uneasy terrain between them. The US and China both view technological supremacy as a key to economic and political dominance and regard each other as strategic rivals with whom they are locked in a geopolitical conflict. This dynamic has converted the digital economy into a zero-sum game between the two countries with little space for collaboration and compromise and hastened the decoupling of Chinese and US technology assets. It has also galvanized an increasingly techno-nationalist response in other jurisdictions, including in the European Union (EU), as trust in global technology supply chains has eroded and governments around the world are hastening their efforts to safeguard access to key technologies in the midst of growing US–China tensions.

The US and China maintain different narratives about the origins of the tech war. For the US, the trade and tech war is a long-overdue response to the Chinese government’s persistent pursuit of unfair economic policies, including systemic infringement of intellectual property rights, suppression of the value of Chinese currency, engagement in cybertheft and industrial espionage, subsidization of Chinese companies, preferential treatment for Chinese state-owned enterprises, as well as various market access restrictions targeting foreign companies seeking to operate in China.1 In addition to China’s market-distorting economic policies, the US government has referred to the Chinese government’s oppressive human rights practices, including its recent crackdown on democracy protests in Hong Kong and mass detention of Muslim Uyghurs in Xinjiang as justifications for trade sanctions.2 While these concerns have been brewing for over a decade, they began to dominate US policymaking after the election of President Trump in 2016. Under his presidency, the US initiated and escalated a trade war against China—a war that President Biden has continued. Several other governments, including the EU, share the US’s concerns about China’s market-distortive policies and suppression of human rights, but have traditionally preferred to address these trade disputes within the confines of the WTO.3 The US, however, largely lost its patience with the WTO under the Trump administration and turned to unilateral trade sanctions instead. This bilateral US–China trade war has now evolved into a broader trade and technology war, where technological assets are seen as key to economic and geopolitical rivalries. As a result, the technology sector became the prime target of export controls and various market access and investment restrictions on both sides.

While the US justifies the trade and tech war by citing China’s unfair economic policies, the Chinese leadership views the US’s restrictive measures as an attempt to contain China’s rise and preserve the US-dominated economic and political order.4 The US’s trade sanctions target China’s “Made in China 2025” industrial strategy, which seeks to make China a leading global power in high-tech manufacturing.5 For example, the US has imposed tariffs on industries such as aviation and electric vehicles, which are some of the key priorities indicated in China’s industrial strategy. According to the Chinese view, these tariffs and other US policies—including sanctions against the Chinese information and communications technology (ICT) giant Huawei, visa denials to Chinese scholars and students, and the demands for China to end its state subsidies to the tech industry—all suggest that the US’s trade and tech war is motivated by the American “intention to suppress Chinese high-tech enterprises.”6 The two sides may never agree on whether the unfolding tech war is driven by the US’s legitimate concerns about China’s illegitimate market behavior or the US’s illegitimate attempt to suppress China’s legitimate challenge to the American technological dominance. But the reality is that the tech war has now morphed into a multifront battle that is gradually decoupling US and Chinese technology assets from one another while severely destabilizing the foundations of the global digital economy.

Most commentators would agree that trade and tech wars are costly to fight and that, ultimately, there are no winners in this US–China conflict. To the dismay of the Americans, the only clear winner of the unfolding tech war might be China’s state-driven regulatory model, which is gaining prominence worldwide. The tech war is ushering in a strong state-led response in the US where the government is now emulating aspects of the Chinese regulatory model by restricting exports and shielding its technology industry from foreign investors. Like China, the US is also engaged in a relentless state-led capacity-building effort in order to gain new technological capabilities while reducing its foreign dependencies in the era of unraveling global supply chains. Other jurisdictions, including the EU, find themselves in the middle of this US–China rivalry, forced to navigate the costly conflict or even choose sides. To avoid being at the mercy of the warring rivals, the EU is now pursuing greater technological self-sufficiency—or, as the EU calls it, “strategic autonomy”7 or “digital sovereignty”8—in the tense geopolitical environment. The EU response shows how the US–China tech war is fueling broader distrust in digital trade and international cooperation. Inadvertently, the tech war is also therefore pushing the US and the EU to integrate aspects of China’s state-driven regulatory model, thus risking entrenchment of techno-nationalism as a global norm.

This chapter builds on the discussion in Chapter 4 to explain how the US and China have entered a new phase in their mutual conflict that moves them beyond individual vertical battles against selected tech companies. As the tensions have built up, the two leading tech powers are now embroiled in a broader horizontal battle for technological supremacy. In this tech war, the battlefield is the entire tech ecosystem, and the ultimate goal is economic and technological supremacy and, ultimately, geopolitical primacy. The chapter outlines key measures that the US has recently pursued against Chinese tech companies in this tech war—including limiting outflows of US technologies to China and restricting inflows of Chinese tech investments into the US. As part of its effort to further curtail Chinese firms’ export opportunities, the US has also been pressuring its allies to limit the presence of Chinese tech companies in their markets. This chapter brings these measures into view and discusses some of the consequences that are likely to materialize in both the short and long term. The chapter also outlines the Chinese government’s policies targeting US tech companies, including constraining US tech companies’ ability to operate in China and preventing the outflow of critical technology assets from China. As this chapter explains, both American and Chinese policy measures reveal a mix of an intense economic, technological, and political rivalry, but also an attempt to avoid a full-blown escalation of the conflict and hence a complete decoupling of the global digital order. This chapter points to several examples of how the existing, deep economic interdependencies push both the US and China toward a strategy of restraint even in the midst of a great power conflict. The chapter also examines another frontier of the tech war—the technological arms race unfolding in fields such as artificial intelligence (AI), revealing how the US and Chinese governments are stepping deeper into the planning and management of the digital economy. As this chapter demonstrates, this US–China tech war is already having significant consequences, including the partial decoupling of technology assets and growing digital protectionism everywhere. The escalating conflict is fueling grave uncertainty around the globe, accelerating the unraveling of complex global supply chains and exposing the seismic, spillover effects that this US–China tech war is having on the world’s digital order.

US Measures Against China: Countering Risks Associated with China’s Rising Technological Dominance

The US government has pursued several legislative and executive measures against Chinese tech companies, citing the need to protect its commercial, foreign policy, and national security interests. First, it has limited the outflows of technology to Chinese companies by restricting exports of critical technology assets. In practice, this means that US tech companies are prevented from supplying certain technologies or components to designated Chinese tech companies and other entities. Second, the US government has limited inflows of Chinese technologies to the US, such as by curtailing the ability of Chinese companies to build fifth-generation (5G) telecommunications network infrastructures in the US. The US government has also pursued the controversial strategy of human decoupling by restricting the entry and stay of Chinese scientists and students in the US. Finally, the US has recently imposed sanctions in response to Chinese hackers’ alleged involvement in major cyberespionage operations. These measures, taken together, have significantly limited Chinese tech companies’ capabilities and commercial opportunities while escalating US–China political tensions.

Limiting Exports of Critical Technologies

Limiting technology exports to China is one of the key US government strategies in the US–China tech war. Export controls are designed to restrict China’s access to strategic technology assets that have the potential to compromise the US’s economic or geopolitical interests. The US’s practice of deploying export controls to promote its foreign policy objectives and safeguard its national security interests is not new, but this policy tool has taken on new significance in the ongoing US–China tech war. In 2018, the US Congress strengthened the existing US export control regime, largely in response to growing efforts by Chinese entities to gain access to sensitive US technologies.9 It adopted the Export Control Reform Act of 2018 (ECRA), which authorizes the US government to restrict the exportation of critical items to China or other foreign countries on the grounds that such exports may undermine US national security or foreign policy interests.10 The Bureau of Industry and Security (BIS) of the Department of Commerce enforces these controls through the maintenance of a Commerce Control List and a licensing system, which sets licensing requirements for exports to specific destinations and end uses. For example, the BIS has had a longstanding policy to prevent exports of any national security–controlled items to China whenever those items “would make a direct and significant contribution to the [People’s Republic of China]’s military capability.”11

The ECRA marks a further escalation in the already heated trade and tech war between the US and China. In addition to vesting the BIS with permanent authority to implement and enforce the export control regime, the ECRA expands the US government’s ability to restrict the transfer of “emerging and foundational technologies” to entities abroad whenever those technologies are “essential to the national security of the United States.”12 While the list of such technologies has not yet been finalized, it is expected to include technologies such as artificial intelligence (AI) and machine learning technology, microprocessor technology, quantum computing, data analytics, brain-computer interfaces, additive manufacturing, and robotics.13 The Department of Commerce has been criticized for the delay in finalizing the list of affected technologies, which allows for the unfettered export of these technologies in the meantime—potentially undermining US national security interests.14 For example, while the existing Commerce Control List already mentions “surveillance hardware,” it is silent on facial and voice recognition technologies that are common forms of modern surveillance.15 Such technologies are deployed, for instance, by the Chinese government in Xinjiang as part of the mass surveillance and detention of the Uyghur minority.

In practice, the ECRA has affected only a small number of US tech exports, which may seem surprising given the considerable political appetite in the US to adopt a resolute enforcement regime that effectively limits China’s access to key technologies.16 Before gaining new powers in 2018, the BIS had removed the export licensing requirement for many technologies that had become more widely available, in part in response to growing pressure to let businesses take advantage of market opportunities in China. However, as concerns about China’s technological rise and geopolitical ambitions mounted, the 2018 reform presented an opportunity to revisit this lax enforcement policy. Yet the US government did not seize on that opportunity: it was reported in 2022 that US companies continue to sell sensitive technologies, such as semiconductors, AI, and aerospace components, to China.17 Critics decry this as a “significant policy failure,” suggesting that the US government is “improperly giving priority to U.S. commercial interests over national security.”18 Others are more understanding of the government’s policy of restraint, stressing how US export controls would be ineffective in the absence of American allies implementing similar controls. They argue that, absent such a coordinated approach, other foreign exporters would simply step in to fill the void left by the US, thus directly undermining the US’s sanctions regime.

Although the BIS has not taken full advantage of the authority given in the ECRA to ban or require licensing for entire technologies or end uses, the Bureau has frequently used a narrower export control instrument to block the transfer of certain technologies to China. This instrument, known as the Entity List, derives its authority from Export Administration Regulations (EAR) and targets specific recipients of technologies as opposed to technologies themselves. It allows the BIS to restrict exports aimed at certain entities, such as designated companies or research institutions that are involved in “activities contrary to US national security and/or foreign policy interests.”19 As of August 2022, the US government has targeted 260 Chinese tech companies using this more tailored Entity List instrument,20 including leading AI and facial recognition companies Dahua, Hikvision, Megvii, Sense Time, and CloudWalk, and the ICT giant Huawei.21 These restrictions have led to major constraints on US tech companies—Qualcomm, for example, is no longer permitted to supply 5G chips to Huawei, and Google’s Android operating system can no longer be installed on Huawei phones.22 Other entities, including Chinese universities, have also been placed on the Entity List, further expanding the reach of US export controls.23

Prior to the major escalation in US export controls in late 2022—a development that will be discussed later in this chapter—the US government’s single most potent export control measure was its May 2020 decision to ban Huawei’s access to semiconductors that are made using American technologies.24 The decision brought numerous non-US chipmakers into the US export control regime’s fold as the restrictions were extended to all foreign companies that use US chipmaking equipment or software tools.25 Semiconductors are critical components in Huawei’s smartphones and telecom equipment, and the US sanctions targeted the entire global supply chain that Huawei depends on. These sanctions, together with additional measures discussed below, have had a debilitating effect on the company.26 After losing access to US-linked semiconductors, Huawei’s smartphones and telecom network infrastructure businesses took a serious hit. In the fourth quarter of 2020, the company’s phone sales declined 41 percent, and its revenues fell by 29 percent from 2020 to 2021.27 These sanctions have forced Huawei to reinvent its business model and seek growth from new areas such as cloud services and smart cars, which are less dependent on access to foreign components.

Until 2021, the US export control regime was more narrowly focused on limiting China’s access to technologies that are intended for a “military-intelligence end use,” or destined for Chinese firms or entities that are “aiding [People’s Liberation Army] weapons development.”28 Yet US officials continue to face growing pressures to do more on this front. In October 2021, House Republicans sent a letter urging US Commerce Secretary Gina Raimondo to extend export controls further, citing the threat posed by China’s testing of a nuclear-capable hypersonic missile. The letter forcefully states: “It is likely that U.S. software and tools contributed to the creation of this weapons system, because of our country’s permissive export controls and licensing policies with China. If this is not the clarion call to overhaul export controls and our technology and research collaboration with the PRC and its Military-Civil Fusion strategy, liberal democracies may cede more ground to a genocidal, authoritarian regime.”29 The US government has also been looking for ways to leverage export controls to limit China’s human rights abuses. In June 2021, the US Senate passed the United States Innovation and Competition Act of 2021.30 One component of the bill—the Meeting the China Challenge Act of 2021—extends export controls to items “with critical capabilities that enable human rights abuses.”31 All of these measures limit Chinese commercial and government entities’ access to sensitive or strategically important tech assets, with the aim of curtailing China’s quest for technological dominance and its effort to entrench its digital authoritarian rule in China and abroad.

The US recently escalated this tit-for-tat export control war to the next level. In October 2022, the US government unveiled a drastic new set of export restrictions aimed at cutting off Chinese access to advanced semiconductor chips and chip production tools, which are necessary for powering supercomputing and AI capabilities.32 Additionally, the new rules published by BIS impose further licensing requirements on selling technology to twenty-eight Chinese firms already on the Entity List.33 The rules aim to address US national security concerns and to prevent China from utilizing advanced technologies to crack the US’s encrypted messaging or improve Chinese weapons systems.34 Crucially, these controls incorporate a “foreign direct product rule,” which extend those restrictions to companies operating anywhere in the world that manufacture chips with US technology and equipment, including major suppliers like the Taiwan Semiconductor Manufacturing Company.35

The new controls reflect the Biden administration’s view that past export restrictions such as the Entity List have not done enough to hamper China’s technological advances. In August 2022, it was reported that China’s top chipmaker, the Semiconductor Manufacturing International Corporation (SMIC), had successfully made a seven-nanometer semiconductor despite being on the US Entity List.36 This major breakthrough in China’s semiconductor technology caused alarm in the Biden administration, which had already been seeking to persuade allies to impose tougher restrictions on China.37 The new export controls therefore take a more drastic approach: they seek to utilize American-made technology as a “chokepoint” to prevent further Chinese technological advancement—starving China’s AI industry with a lack of US chips, for example, and cutting off China’s ability to build its own chips by withholding US chipmaking software.38 Instead of targeting a particular Chinese company or technology, these restrictions take aim at the entire Chinese tech industry—civilian and military. The new controls will undoubtedly hurt Chinese chip manufacturers and tech companies in the short run; a wide swath of companies will struggle to access American-made hardware used for AI algorithms, affecting numerous industries such as medical imaging and autonomous vehicles.39 However, as is the case with economic sanctions, US companies will be hurt too—Applied Materials and Lam Research, two major American chip equipment makers, each derived about a third of their sales from China prior to the new controls.40

It remains to be seen how effective the US will be in totally cutting off Chinese access to these technologies as the US could not persuade its allies to join the sanctions regime. News reports indicate that the US engaged in talks with the British, Dutch, Japanese, and other governments, seeking for those countries to also restrict exports to China.41 But some allies were afraid to join the effort because they risked hurting their economic relationships with China.42 In the past, China has sometimes pursued a “divide and conquer” strategy with the US and its allies—economically punishing those countries that go along with US measures while rewarding those that do not.43 While China’s reaction to the measures is still uncertain, it will likely involve seeking alternatives to American technology and building up its own domestic tech capabilities over the long term.44

In the short term, these controls will further push the decoupling of the US and Chinese tech ecosystems. Under the new restrictions, individuals who hold US passports can no longer work for Chinese chip companies, leading some top executives to step down.45 Apple is exploring using Chinese-made chips for Chinese iPhones and separating that supply chain from the one used for Western iPhones.46 Perhaps most importantly, the measures demonstrate consistent intent from the US—across political parties and successive administrations—to fully commit to halting China’s technological rise. From President Trump’s crackdown on Huawei to the CHIPS Act to the new export controls, the US has signaled it is no longer willing to play by the usual rules when it comes to China—it will instead view Chinese technological advancement as a matter of national security and through the lens of strategic competition for geopolitical primacy.

Limiting Investments in Critical Tech Assets or Infrastructures

In addition to limiting the outflow of strategic technologies from the US to China, the US has sought to restrict Chinese companies’ access to critical tech assets and infrastructures inside the US. The US government’s restrictions on Chinese companies’ involvement in building US 5G networks are an especially prominent example of this phenomenon. Today, the 5G market is a major battleground in the US and China’s broader fight for digital sovereignty. In the US, like elsewhere in the world, the 5G network forms a vital backbone to essential societal services and economic activities—ranging from electricity and transportation to banking and healthcare. As the world’s leading vendor of 5G technology, China’s Huawei has found itself in the crosshairs of the US–China tech war. The US government is concerned that any reliance on Huawei-built 5G networks in the US will expose data flowing through such networks to potential espionage by the Chinese government, given the company’s close ties to Beijing. Consequently, the US government has banned Huawei from 5G networks in the US, while cajoling its allies around the world to do the same. In May 2019, President Trump signed an executive order prohibiting the use of telecom equipment manufactured by foreign companies that are deemed to pose a national security risk—thereby implicitly, if not explicitly, taking aim at Huawei.47 The US State Department further described Huawei as “an arm of the Chinese Communist Party’s (CCP’s) surveillance state,” which justified “measures to protect U.S. national security, our citizens’ privacy, and the integrity of our 5G infrastructure from Beijing’s malign influence.”48 Members of the US Congress supported the Huawei ban, citing similar concerns. Senator Ben Sasse noted how “China’s main export is espionage, and the distinction between the Chinese Communist Party and Chinese ‘private-sector’ businesses like Huawei is imaginary.”49 Senator Tom Cotton struck a similar tone, warning that using Huawei for 5G networks “would be as if we had relied on adversarial nations in the cold war to build our submarines, or to build our tanks.”50

President Biden has doubled down on these Trump-era policies, further pushing Huawei and other Chinese digital infrastructure companies, including ZTE, away from the US market. In 2021, President Biden signed the Secure Equipment Act of 2021. The bipartisan bill requires the US Federal Communications Commission (FCC) to enact rules clarifying that it will no longer issue licenses for any telecom equipment that “poses an unacceptable risk to national security.”51 Consequently, Huawei equipment can no longer be inserted into US communications networks.52 Rather strikingly, the FCC is also undertaking a $1.9 billion “rip and replace” program to reimburse rural telecom carriers for their removal of Huawei and ZTE equipment from their networks.53 This illustrates the lengths to which the US government is willing to go to disable Huawei’s ability to retain any operations in the US. However, China is also willing to go far in defending Huawei. For example, when Canada detained Huawei executive Meng Wanzhou on fraud charges following a request from the US government, the Chinese government engaged in “hostage diplomacy” and detained two Canadian citizens in response.54 Yet China’s strong defense of Huawei only serves to deepen the US suspicion that the company’s and the Chinese government’s interests are deeply intertwined, thus escalating as opposed to alleviating the tensions around the company.

Notwithstanding its determination to oust Huawei from the US, the US government has been less successful in convincing the rest of the world of the dangers associated with using Chinese telecom technology.55 According to a March 2021 study conducted by the Council on Foreign Relations, a total of eight countries have banned Huawei from their 5G markets either completely or with some limited exceptions.56 These include traditional US allies, such as Australia, the United Kingdom (UK), Japan, and more recently, Canada.57 Some other countries—including France, Italy, India, Vietnam, and Spain—have chosen not to take an official stand against Huawei but have de facto excluded or limited its market presence. These countries have gradually phased out contracts with the company, delayed the approval of new Huawei contracts, or simply chosen alternative vendors. Yet several US allies continue to allow Huawei to build their networks, including NATO members Hungary, Iceland, and Turkey, and close US allies in the Middle East such as the United Arab Emirates and Saudi Arabia. India has been on the fence in its approach toward Huawei, choosing to exclude Huawei from its 5G trials in 2021 without officially banning the company.58 This comes as a surprise, as India has otherwise not hesitated in sanctioning Chinese tech companies. In June 2020, the country banned almost sixty Chinese apps—including TikTok and WeChat—due to concerns about China stealing user data and thereby infringing on India’s sovereignty and integrity.59

Governments’ hesitation to ban Huawei from their markets can, at least in part, be explained by the limited number of alternative suppliers of 5G technology. US companies have a trivial presence in the telecom equipment industry. In 2020, Huawei controlled 32 percent of the global telecom equipment market, while its closest competitors, the Swedish Eriksson and the Finnish Nokia, each held a 16 percent market share.60 However, Eriksson and Nokia struggle to compete with Huawei due to the better financing conditions Huawei can offer, thanks to the extensive state support the company benefits from. For example, the Export-Import Bank of China lent Pakistan $124.7 million and waived most of the interest on the loan in return for Pakistan choosing Huawei as its 5G supplier—which Pakistan did without even conducting a competitive bidding process for the project.61 The China Development Bank gave India’s second-largest mobile operator, Reliance Communications Ltd. (RCom), a $750 million loan, which allowed RCom to cheaply finance a digital cellular network equipment contract with Huawei when building a second mobile network.62 According to an investigation by the Wall Street Journal, Huawei has benefited from a total of $75 billion in state support over the years, which allows it to regularly underbid its rivals by up to 30 percent.63 Huawei itself cites its high R&D expenditures and resulting technological expertise—both of which, indeed, are considerable—as reasons for its ability to offer competitive prices. Yet experts maintain that Huawei’s prices would not even cover the company’s production costs absent government subsidies.64

Many developing countries also do not share the US’s data privacy and security concerns or, alternatively, are willing to overlook those concerns when faced with the opportunity to gain access to telecom and other digital infrastructures that they otherwise cannot afford. After all, these countries need a path toward digital development and they favor those goals over protecting fundamental data privacy. To illustrate how security concerns often play a secondary role, Malaysian former prime minister Mahathir Mohamad dismissed the US’s concerns about Huawei’s presence in the country by retorting, “What is there to spy on in Malaysia?”65 Given this view, it is perhaps not surprising that the Malaysian government signed a Memorandum of Understanding in 2017 with Huawei concerning public security and smart cities solutions.66 US allies have faced similar obstacles in trying to counter Chinese influence in their own regions. When Australia—with American and Japanese backing—tried to convince Papua New Guinea to forgo Huawei Marine’s offer to build fiber-optic cables in the country in favor of an alternative project built by Australia, Papua New Guinea proceeded with the Huawei contract despite these warnings.67

Limiting Huawei’s presence in the US has been one of the most prominent battles in the US–China tech war. But the US government’s efforts to limit Chinese companies’ presence in the US extend beyond Huawei. The US also scrutinizes Chinese investment in critical US technologies through the so-called CFIUS process, which screens foreign direct investment (FDI) on national security grounds.68 The interagency Committee on Foreign Investment in the United States, known as CFIUS, conducts the screening process and can request that the president prohibit an investment or order a divestiture of a completed transaction. CFIUS’s jurisdiction was expanded in August 2018 with the passing of the Foreign Investment Risk Review Modernization Act of 2018 (FIRRMA).69 Among other changes, FIRRMA broadens the coverage of the CFIUS review and introduces mandatory filing requirements for certain transactions involving critical technologies.70 It also vests CFIUS with jurisdiction to screen even noncontrolling investments in certain US businesses that involve critical technology, critical infrastructure, or sensitive personal data.71

These investment controls have recently targeted, predictably, Chinese companies and investors in particular. For example, a Chinese state-backed investment fund’s proposed acquisition of Xcerra Corporation, a US-based semiconductor testing equipment firm, could not secure CFIUS approval and was consequently abandoned in 2018.72 In May 2020, CFIUS review led to the unraveling of a joint venture between California-based Ekso Bionics and Chinese investors. The decision was motivated by concerns that the company’s robotic mechanical suits, designed for medical and other health and safety settings, could also have military applications.73 Chinese investors also seem to be retreating preemptively in anticipation of negative CFIUS reviews. Over the last few years, there has been a drop in Chinese investment in the US tech sector. Chinese investors were involved in only 17 CFIUS notices in 2020, which is a notable decline from 25 notices submitted in 2019 and 55 submitted in 2018.74 This suggests that the US government’s heightened scrutiny of Chinese tech investments is, indeed, having a chilling effect on Chinese investments in the US market—even if the US government has fallen short in persuading the rest of the world to do the same.

Human Decoupling as the New Frontier of the Tech War

US accusations of Chinese espionage have also had a notable human cost. In 2018, the Trump administration launched the “China Initiative,” which facilitated the prosecution of individuals who were thought to have engaged in “trade secret theft, hacking, and economic espionage.”75 In practice, this Initiative often targeted Chinese-born researchers at US universities.76 Massachusetts Institute of Technology professor Gang Chen, for example, was charged with “wire fraud, failing to report a foreign bank account and a false statement on a tax return.”77 While the charges were dismissed, Professor Chen said he remained hesitant to apply for US government research funds again because “in the end, you’re treated like a spy.”78 Professor Anming Hu, who researches nanotechnology at the University of Tennessee, was charged with six felonies but was acquitted after a judge found that the Department of Justice (DOJ) “offered little evidence of anything other than a paperwork misunderstanding.”79 The Initiative was not limited to only a few individual cases. In June 2020, the US Federal Bureau of Investigation disclosed that it had over 2,000 active investigations linked to the China Initiative pending.80 In February 2022, the Biden administration abandoned the Initiative, citing the potential for harmful bias against researchers “with racial, ethnic or familial ties to China,”81 as opposed to effectively catching spies conducting espionage operations at the behest of the Chinese government.82

However, the end of the China Initiative is far from the end of the human decoupling that is underway. In 2020, the Trump administration abruptly canceled visas for over 1,000 Chinese students and researchers because of their alleged ties to “China’s military fusion strategy” and out of fear that they could “[appropriate] sensitive research.”83 While the canceled visas represented a small fraction of the over 360,000 Chinese students who study in the US, the policy sends an unwelcoming message to Chinese students, who may be deterred from coming to the US to study if they know that their visas can be revoked at any time.84 Some Republican members of Congress have also demanded the reestablishment of the China Initiative. In March 2022, Senator Marco Rubio, joined by five other Republican senators, proposed to reinstate the Initiative, citing the CCP as “the single greatest threat to our national security” and arguing that “it was a foolish decision to divert resources from confronting this threat.”85 Some members of Congress want to go even further. Three Republican members of Congress introduced the Secure Campus Act in May 2020, which “would bar all citizens of mainland China from receiving student or research visas to the United States for graduate or postgraduate studies in STEM fields.”86 Another 2022 bill, sponsored by a Republican congresswoman, seeks to ban any official of the CCP or their family members from attending US universities.87

The wisdom of targeting Chinese students and researchers is highly questionable given how much these individuals have contributed to the US’s technological leadership. In STEM fields alone, 16 percent of US graduate students come from China, many of whom stay in the US and thus benefit the US innovation base upon graduation.88 In addition, almost 30 percent of all top-tier AI researchers in the US were educated in China.89 The crackdown on Chinese students and researchers can thus be self-defeating for the US if these individuals now decide to take their expertise back to China, rather than to stay and contribute to the American economy and society. For example, Steven Chu, a Nobel Prize–winning physicist, was one of nearly 2,000 academics who signed a letter protesting the China Initiative, emphasizing how much of the American “intellectual technological power” stems from immigrants.90 The letter noted that the openness of the US innovation ecosystem has always been the “hallmark of [the US’s] scientific endeavor,” and abandoning that principle may undermine the very strength on which the American technological advancement and innovation culture is built.91 Of course, some bad actors may abuse that openness, and some degree of IP theft may very well occur. However, as emphasized by Professor Rody Truex of Princeton University, this philosophy of openness “has propelled U.S. science ahead of the rest of the world,” and “if Americans cordon off our scientific communities in the name of security, we will be sacrificing our greatest advantage, and the core of who we are.”92

Using Sanctions to Deter Malicious Cyber Activity

The US government also increasingly views China as a cybersecurity threat, and it has developed a number of measures to try to combat this threat. The US has been a major victim of cyberespionage in recent years, including enduring a Russian cyberattack targeting the Democratic Party during Hillary Clinton’s 2016 presidential election campaign.93 The US has also been the first mover in implementing unilateral cyber sanctions—first against North Korea in 201594 and against Russia in 2021.95 In July 2021, the Biden administration turned up the heat on China, accusing the Chinese government of planning and carrying out cyberattacks worldwide.96 The US alleged that China was involved in a major cyberespionage operation from 2011 to 2018 that targeted dozens of companies, universities, and government entities in the US and elsewhere.97 In addition, the US accused China of infiltrating the Microsoft email systems widely used by companies, businesses, and governments around the world in a major espionage operation. To add to the gravity of the charge, US allies—including NATO, the EU, the UK, Australia, Canada, New Zealand, and Japan—joined the US in attributing the Microsoft hack to Chinese actors.98 While Europeans took a more careful line, accusing China of allowing its territory to be used by hackers, the US directed the blame in no uncertain terms at China’s Ministry of State Security, which is in charge of China’s intelligence operations. The hard line adopted by the US reflects its realization that, over the past decade, China has transformed from a relatively low-level cyber threat into a sophisticated digital adversary—one that deploys elite hackers who conduct operations under the direction of the Ministry of State Security.99

This recent row over cyber hacks has further elevated the tensions between the US and China. The US Secretary of State, Antony Blinken, has accused China of “[compromising] global network security” and collaborating with criminals.100 He has further characterized China’s actions as “a major threat” to economic and national security.101 China’s rebuttal has been equally fierce. Zhao Lijian, a spokesperson for China’s Ministry of Foreign Affairs, dismissed the accusations of the US and its allies, noting how the views expressed by a few countries do not represent the consensus of the international community.102 Liu Pengyu, the spokesperson for the Chinese Embassy in the US, called the US accusations “groundless attacks” while alleging that the US itself engages in “large-scale, organized and indiscriminate cyberintrusion,” as evidenced by the 2013 Snowden revelations, which exposed to the world the surveillance practices of the US National Security Agency (NSA).103 The NSA documents revealed that Huawei computer systems were among the US’s numerous surveillance targets, allowing China to paint the US as a perpetrator, as opposed to a mere target, of cyberespionage.104 The threat of cyberattacks is growing worldwide in today’s tense geopolitical environment—whether deployed by Russians as part of the Ukrainian war effort or by China in the midst of escalating tensions over Taiwan—suggesting that this particular frontier of the tech war may intensify in the years ahead.

The new American cybersecurity measures are designed to defend the country’s core economic and national security interests against Chinese espionage. When seen alongside its tightening export controls and investment restrictions, these policies reveal a concerted effort by the US government to restrict Chinese access to strategic technology and infrastructure. The US views China as a strategic competitor and a growing threat in economic, geopolitical, and—increasingly—military terms. Until recently, the economic opportunities associated with preserving US tech companies’ access to the Chinese market have instilled a sense of restraint in US policymakers, discouraging the government from pursuing a full decoupling of the two digital economies even in the midst of fighting the tech war. But the stifling export control restrictions imposed in 2022 suggest that the US government is now increasingly prepared to allow its foreign policy imperatives to dominate over those economic opportunities. With this shift toward greater government oversight, the US is also abandoning the core of the market-driven principles that have underpinned its regulatory approach toward the digital economy since the 1990s. The US government no longer views economic openness as justified in instances where Chinese inbound investment in critical technologies is seen as a national security threat. Additionally, the US is no longer willing to allow US tech companies to supply Chinese entities with strategic technologies that can enhance China’s technologies capabilities—particularly if those capabilities could one day be deployed against the US’s geopolitical interests. Thus, the tech war has the inadvertent effect of pushing the US closer to a Chinese-style state-driven regulatory model, where technology is increasingly seen as a strategic asset in need of government oversight and protection.

China’s Measures Against the US: Responding to US Sanctions and Striving for Technological Self-Sufficiency

Recent US measures against China have prompted the Chinese government to implement its own set of market restrictions targeting US tech companies. Some may view these measures as a direct response to specific US policies, but others likely see them as simply exemplifying a continued protectionist policy orientation inherent in China’s state-driven regulatory model. Regardless, few doubt that the US–China tech war has added to China’s existing resolve to shield its market from foreign players; it has also propelled the government to continue supporting the development of a powerful tech sector capable of enhancing China’s technological self-sufficiency. Thus, while the US–China tech war has led to a notable reorientation of digital regulation in the US, for the Chinese government, this new era has reinforced—rather than undermined—China’s preexisting tendency to harness the digital economy to serve the broader economic and geopolitical interests of the Chinese state.

China’s strategies in the US–China trade and tech war have been threefold. First, the Chinese government has responded to the US measures in kind by implementing its own export control restrictions. These include Export Control Law and Unreliable Entities List, which were adopted in 2020 to restrict the outflow of critical tech assets from China. At the same time, China has adopted various regulatory instruments designed to limit Chinese companies’ exposure to US sanctions, including the Blocking Rules and the Anti-Sanctions Law, both of which were promulgated in 2021. Second, China has also emulated the US’s CFIUS regime by creating a legal basis for screening incoming FDI on national security grounds, while also leveraging its antitrust laws to further restrict foreign acquisitions in the tech sector. Third, the tech war has reinforced the Chinese government’s resolve to pursue technological self-sufficiency so as to avoid supply chain dependencies that the US government can strategically exploit to the detriment of Chinese tech companies.105 Each of these Chinese responses to the tech war further strengthens the role of the Chinese state as the guardian of the digital economy—an approach motivated by the overarching goal to ensure that the Chinese tech sector serves the political goals of the Party and, ultimately, helps China achieve its economic and geopolitical ambitions.

Using Export Controls to Protect Chinese Tech Assets While Shielding Chinese Tech Companies From US Sanctions

Like the US, China has instituted a number of measures in recent years to exercise greater control over exports, limiting the outflows of certain strategic technologies and sensitive datasets. The Chinese government consolidated its previously diffuse export control review process into a single legislative framework under the Export Control Law (ECL), which entered into effect in 2020.106 The new law applies to “controlled items” such as military products, nuclear-related items, and dual-use technologies.107 China has also emulated the US government’s Entity List approach to export controls.108 After the Trump administration announced that it was adding Huawei to the US Entity List, China’s Ministry of Commerce (MOFCOM) announced its intention to create a similar list—known as the Unreliable Entities List (UEL)—in May 2019. The Chinese government issued the UEL in September 2020, shortly after the US government announced a ban on US transactions on the Chinese apps WeChat and TikTok—again indicating that the Chinese government was determined to respond in kind.109 The Chinese list targets foreign companies operating in China who “[endanger the] national sovereignty, security or development interests of China” or, in suspending normal transactions with Chinese business entities, “[violate] normal market transaction principles and [cause] serious damage to the legitimate rights and interests of the enterprise, other organization, or individual of China.”110 Penalties for entities placed on the UEL include losing the ability to invest, work, or engage in import or export activities in China.111

To date, China has yet to place any companies on the UEL.112 But the list has already had economic effects; the mere speculation that HSBC would be placed on the list led its shares to crash to a twenty-five-year low in the days after the list’s announcement.113 This happened after Chinese news reports had indicated that HSBC could be targeted because the bank had provided financial information on Meng Wanzhou, the Huawei executive who was detained on fraud charges in 2018.114 At the same time, China’s UEL may not have a powerful effect on US companies, as many large US tech companies are already banned in China. US companies are thus far less vulnerable to such a designation as compared to Huawei, whose business was heavily reliant on operating in the US and on sourcing inputs from US tech companies.115 China may also not ultimately be willing to designate many US companies as “unreliable,” as restricting transactions with those companies would cause direct harm to the Chinese companies that remain reliant on access to many US high-tech supplies.116

To complement the ECL and the UEL, the Chinese government adopted the Data Security Law (DSL) in June 2021.117 In practice, the DSL has been more impactful than the ECL and the Entity List. China views data security and national security as inseparable; China’s legislator, the National People’s Congress, described in a background document to the DSL how “data is a basic strategic resource of a nation. Without data security, there is no national security.”118 The DSL not only tightens government control over the data that private companies accumulate, but also limits the conditions under which such data can be transferred abroad. This suggests that the Chinese government is tightening its reins on cybersecurity and data security, likely in an effort to fend off foreign cyberespionage but also to set limits on how the country’s large private tech companies handle the data they accumulate. The Cybersecurity Law of 2016 had already imposed requirements on data localization, promulgating that “critical information infrastructure operators” are subject to data localization requirements, which requires companies to store personal information and important business data in China.119 The new DSL further entrenches data localization as the norm in China. The Chinese government has also shown its willingness to enforce its norms on data security, as evidenced by its recent interference with the US listing of a Chinese ride-hailing company DiDi Chuxing, discussed in Chapter 4. The conflict over DiDi’s data—and how much of it was handed over to US regulators—demonstrated the serious national security concerns the Chinese government now associates with formerly routine tech transactions and data practices.

In parallel to its efforts to limit exports of sensitive data or strategic technologies out of China, the Chinese government has also engaged in efforts to shield its own companies from US sanctions. In January 2021, MOFCOM promulgated the Rules on Counteracting Unjustified Extra-territorial Application of Foreign Legislation and Other Measures, commonly known as the “Blocking Rules.”120 These measures target any foreign law which “unjustifiably prohibits or restricts the citizens, legal persons or other organizations of China from engaging in normal economic, trade and related activities” with a third-party country and its businesses.121 Rather than aiming at primary sanctions—such as US companies obeying US sanctions against Chinese companies—these Blocking Rules seek to prevent non-US companies from following any secondary sanctions that they may be subjected to under US law.122 For example, if a South Korean semiconductor company refused to sell chips to a Chinese telecom company placed on the US Entity List, such refusal could be “blocked” by the Chinese law if the Chinese government found the US law “unjustified.” It would also provide a legal basis for the Chinese company to sue the Korean company for damages in China. In practice, the Blocking Rules would thus force the Korean company to choose between complying with US or Chinese laws. Blocking statutes are not unique to China, and even the EU has deployed them when faced with US secondary sanctions.123 However, a key difference is that the EU’s blocking statute lists the particular laws that are affected in an annex to its statute,124 while the Chinese Blocking Rules leave significant discretion to the Chinese government. Currently, no specific foreign laws have been identified as subject to the Blocking Rules,125 which, again, may be explained by the Chinese government being conscious of the costs associated with such countermeasures.126

To complement the Blocking Rules, the Chinese legislature also enacted the Anti-Foreign Sanctions Law (AFSL) in June 2021.127 The AFSL authorizes the use of countermeasures against individuals and entities that assist in creating or implementing anti-China sanctions. The AFSL measures could hence target foreign government officials, individuals, and companies alike.128 Countermeasures may include being denied entry to China, freezing of assets in China, and blocking of transactions with entities in China. The law also provides a statutory basis for China’s sanctions against individual US and European politicians, including the former US Secretary of State Mike Pompeo129 and the former US Speaker of the House of Representatives Nancy Pelosi, as well as her immediate family members.130 However, as with the Blocking Rules, it is unclear how willing China is to authorize such countermeasures due to the possibility of collateral damage on the Chinese economy. Therefore, it is likely that the Chinese government is hoping that the threat of these countermeasures alone would, in most instances, deter companies from complying with foreign sanctions.131

Limiting Foreign Investment and Operations in China

Similar to the US, China has also recently stepped up its screening of FDI on national security grounds. It has formalized this process with a new law on Measures for the Security Review of Foreign Investments (FISR Measures), which was adopted in December 2020 and entered into force in January 2021.132 The process introduced by the FISR Measures resembles that of the CFIUS review process in the US.133 The Chinese investment screening is conducted jointly by the National Development and Reform Commission (NDRC) and MOFCOM.134 The new law states that foreign investments are automatically subject to a review when the FDI involves “critical information technology and Internet products and services” or “key technologies.”135 Should national security concerns arise, the government may impose conditions on the investment to mitigate those concerns or even prohibit the investment altogether.136

Even before the adoption of FISR Measures, foreign investment in China was subject to uncertainty as the Chinese government has oscillated between encouraging foreign investment and seeking to impose limits on it. For example, the government publishes a Negative List,137 in which it designates industries for which foreign investment in China is restricted, but has also removed sectors from that list in recent years following concessions made in trade talks with the US.138 The government has also at times allowed foreign companies to invest in sectors that are normally tightly regulated. For example, the authorities recently allowed foreign companies to hold a 50 percent stake in joint ventures that provide virtual private networks (VPNs) to foreign businesses in Beijing, even though the average Chinese consumer is still banned from using VPNs to leap over the Great Firewall.139 In contrast, China has continued to ban foreign investment in the rare earth mineral sector, retaining domestic control over this critical resource.140 The US has complained about China’s rare earth investment restrictions for years, with a group of senators writing in 2011 that “the United States should not sit passively while China’s investment policies hamstring U.S. companies and undermine our national and economic security needs.”141 Despite foreign objections, China continues to list rare earth minerals as a sector prohibited for foreign investment in its 2021 Negative List.142 This example illustrates how unpredictability surrounding the Chinese government’s regulatory policies may create its own barrier to ongoing foreign investment in Chinese companies. These developments—asserting tighter control over FDI while at the same time agreeing to open up additional sectors for foreign investors—indicate that China’s approach toward foreign investment has followed two parallel trends: on the one hand, the government has sought to ease trade tensions and communicate that China remains open for foreign investment, while on the other, it keeps a tight rein on those investments.

Another important policy tool that the Chinese government uses to protect its strategic technologies is antitrust law. When the Chinese government wants to block a specific high-profile transaction, whether domestic or international, it often turns to its antitrust powers to do so. By blurring the line between an antitrust review and a national security review of foreign acquisitions, the Chinese government compounds foreign investors’ risks and uncertainty. For years, Chinese antitrust regulators faced accusations that they utilized merger review to further protectionist industrial policy objectives that favored domestic companies over foreign ones—a practice that can be viewed as consistent with its state-driven regulatory model.143 In 2008, China adopted its Anti-Monopoly Law, and in the years following this law’s adoption, Chinese regulators were seen as arbitrary, holding up mergers that had already been reviewed by the US and EU.144 But even today, the Chinese merger control regime remains unpredictable. For example, when the US private equity firm Blackstone sought to acquire Soho China, one of China’s biggest real estate firms, the State Administration for Market Regulation (SAMR) failed to grant timely approval, leading Blackstone to withdraw its takeover bid in 2021.145 While the reasons behind the failed merger approval remained unclear, SAMR’s inaction was expected to deter any other foreign buyer from attempting to acquire the company after Blackstone’s failure.146

In the tech sector, a failure to get Chinese antitrust approvals has doomed, or nearly doomed, some major deals, illustrating how China has been able to restrict tech investments even outside China. The Chinese regulators failed to approve Qualcomm’s proposed acquisition of a Dutch chipmaking company NXP, reviewing the deal for twenty months without reaching a decision until the deal expired in 2018.147 A US chipmaking equipment supplier, Applied Materials, similarly abandoned its attempt to acquire another chipmaking equipment company, Japanese Kokusai Electric, because it could not secure a timely approval of the deal from Chinese regulators in 2021. At that time, Chinese approval had been pending for almost nine months, a period during which antitrust authorities in Japan, the US, and Europe had approved the transaction.148 In other instances, Chinese approval was ultimately obtained—but at a cost. The SAMR eventually approved Cisco’s acquisition of a US-based optical networking manufacturer Acacia in January 2021, eighteen months after the deal was initially announced.149 The delay in securing Chinese antitrust approval almost led to the collapse of the deal, as Acacia announced it was going to terminate the agreement due to Cisco’s failure to secure a timely approval from Chinese authorities. Ultimately, Cisco’s acquisition was completed at an elevated purchase price.150 While the difficulty of securing Chinese antitrust approvals can affect deals with little nexus to China, they may, in particular, deter foreign investors from acquiring Chinese companies due to the heightened regulatory scrutiny associated with such deals. These examples illustrate how antitrust law can be an effective tool in the broader US–China tech war. Antitrust reviews allow the Chinese government to assert greater control over the country’s critical tech assets, shielding them from foreign ownership. This way, Beijing can ensure that those technologies continue to benefit China’s technological development and, ultimately, serve its national interests.

Even beyond facing unpredictable FDI screening and antitrust scrutiny, foreign investment in China is often limited because foreign firms know that the conditions for accessing and operating in the Chinese market are onerous, as discussed in Chapters 2 and 4. Many US tech companies, including Google, had already largely withdrawn from the Chinese market years prior to the recent conflicts. The business environment is also getting harder to navigate for those that have stayed—for example, Microsoft’s LinkedIn abandoned its professional networking service in China in 2021, leaving behind only a limited job posting feature.151 Many US tech companies have found Chinese government requirements too costly and risky and have chosen to forgo the Chinese market, while others, including Apple, have submitted to heavy concessions as the price for operating there. Regardless, it is indisputable that access to the Chinese market comes at a price, and that price has recently gone up with the more tightly controlled business environment created by the US–China tech war.

The Pursuit of Technological Self-Sufficiency in Response to Sanctions

Beyond adopting various measures designed to counter US sanctions, China’s overarching strategy has been to ensure that it achieves technological self-sufficiency and hence becomes less dependent on access to US and other foreign technologies going forward. While this strategy dates back to before the onset of the US–China tech war, the tech war has served as an additional “Sputnik moment” for China, further escalating China’s relentless pursuit of technological self-sufficiency so as to lessen the country’s dependence on US technologies and its companies’ vulnerabilities to US-imposed sanctions.152 This policy goal has culminated in the implementation of the “dual circulation” strategy. Dual circulation refers to an economic strategy aimed at retaining the benefits of the international trade and financial systems as long as possible while simultaneously preparing an internally resilient China for the day when China might be cut off from global markets.153 The idea of dual circulation was first publicly introduced by President Xi Jinping at a CCP conference in May 2020154 and has since appeared in China’s 14th Five-Year Plan and other implementing documents.155 The strategy was formulated in response to the shock of COVID-19 and the US–China trade war, two events that revealed how China may well lose access to critical foreign supplies and accentuated the need for China to build its own technological capabilities.156

A key tenet of the dual circulation strategy is the need to enhance China’s own technological capabilities and reduce its dependence on foreign technologies. President Xi Jinping and other Chinese leaders have emphasized the need to improve the country’s “indigenous innovation” and to gain control over “chokepoint technologies.”157 In addition to shoring up domestic supply, the dual circulation strategy aims to cultivate domestic demand and thereby reduce China’s reliance on access to foreign consumers.158 However, in parallel with those efforts to make the domestic market a more robust source of supply and demand, the dual circulation strategy seeks to maintain China’s connections to the outside world through programs like the Belt and Road Initiative—the Chinese government’s foreign policy initiative aimed at fostering Chinese companies’ infrastructure investments abroad.159 Thus, the dual circulation strategy envisions China becoming a fully integrated and self-reliant domestic market that is not dependent on other countries, while continuing to benefit from access to some export markets, including those along the Belt and Road.160

As part of the Chinese government’s drive toward technological self-sufficiency, the government is also nudging Chinese firms to invest in “deep tech.” Here, the Chinese leadership draws a distinction between “nice to have” and “need to have” technologies.161 Consumer internet companies such as social media, e-commerce, and ride-sharing belong to the first category. Semiconductors, electric vehicle batteries, and telecom equipment belong to the second category and are thus seen as central to China’s technological ambitions. This also explains why consumer internet companies have been the target of the recent regulatory crackdown whereas investments in deep tech continue to benefit from strong state backing. Shanghai-based technology analyst Dan Wang has further argued that US sanctions have provided a major impetus for China’s quest for technological self-sufficiency.162 When faced with costly sanctions and loss of access to US technologies, China is responding by cultivating domestic alternatives. Thus, by imposing trade sanctions, “the U.S. government has inadvertently done more than any party directive to incentivize private investment in China’s domestic technology ecosystem”163—thereby potentially strengthening China’s relative position in the ongoing tech race.

An Arms Race to Bolster Technological Self-Sufficiency

The US–China rivalry and the resulting mutual distrust are pushing both technology powers toward greater technological self-sufficiency in an effort to shed any dependencies that have become, or will likely become, vulnerabilities in the tech war. In parallel with decoupling their respective tech ecosystems from one another, both countries are racing to build their capabilities in critical industries such as AI, semiconductors, cloud computing, and batteries. This battle to dominate these new frontiers of technological development is elevating the role of the state in the digital economy, with both the US and Chinese governments vying to grant heavy state subsidies to support technologies viewed as key toward technological supremacy. While the US government has had a nontrivial role in funding American digital innovations in the past, as discussed earlier in Chapter 1, the practical effect of this ongoing subsidy race is that it is reinforcing the Chinese regulatory approach under which the state plays a dominant role in directing the digital economy.

AI is one of the primary battlefields in the ongoing tech race. The Washington, DC–based think tank Brookings declared in a 2020 paper that “whoever leads in artificial intelligence in 2030 will rule the world until 2100.”164 The significance of AI is supported by various studies predicting how AI will affect the global economy. While projections regarding the gains from AI innovations differ somewhat, the McKinsey Global Institute predicts that by 2030, AI could add $13 trillion to the global economy, delivering an additional 1.2 percent of annual GDP growth.165 The World Bank similarly predicts “significant gains in overall productivity and economic growth” globally from AI-related products and improved supply chains. It relies on a 2019 Deloitte study, which estimates that the global AI market will be worth $6.4 trillion by 2025, and a 2017 PwC study, which estimates that global GDP will have grown 14 percent by 2030 due to AI adoption.166 To put these numbers in context, the PwC study notes how “AI could contribute up to $15.7 trillion to the global economy in 2030, more than the current output of China and India combined.”167 Given these projections, it is therefore not surprising that the global tech race is particularly intense in AI, with every major player eager to claim its share of that projected growth.

Both China and the US are determined to win the AI race. In 2017, the Chinese government released a Plan for Development of the New Generation of Artificial Intelligence (“2017 AI Development Plan”)168 that articulated a goal of making China “the front-runner and global innovation center in AI” by 2030.169 China’s State Council announced that AI development should exist “everywhere and at every moment.”170 The US has responded with equal resolve to maintain its AI leadership—a goal that has gained unremitting urgency with the rise in China’s AI capabilities. In 2019, President Trump issued an executive order stating that the US policy is to “sustain and enhance the scientific, technological, and economic leadership position of the United States in AI” and instructing government agencies to develop plans and policies geared at maximizing the US’s strength in AI.171 The US National Security Commission on AI, appointed by President Trump in 2018 and led by ex-Google CEO Eric Schmidt, set a similar tone in its 2021 report to the US Congress.172 The Final Report spans over 700 pages, and delivers a stark warning that China will soon replace the US as the world’s AI superpower. Mentioning China 699 times,173 the report emphasizes the importance of the US maintaining its technological advantage over China and urges the US government to double its annual AI R&D spending to $32 billion by 2026.174

The US is aware that China engages in the AI race from a unique position of strength. Chinese AI companies are able to harness an unparalleled amount of data generated by the country’s vast consumer market, which is both digitally connected and subject to extensive online surveillance.175 China also benefits from its fiercely effective culture of copying, which may not generate AI breakthroughs but gives China a leg up in refining new commercial applications from existing AI technologies.176 The Chinese private sector’s AI development also benefits from extensive government support.177 Riding on these enabling features of the Chinese AI environment, the big Chinese tech companies are already today leading in AI developments, with Baidu excelling in automated driving, Alibaba in AI cities, and Tencent in smart medicine and health. And more is expected: China’s 2017 AI Development Plan highlights several industries that China will “forcefully develop,” ranging from smart robots and vehicles to virtual and augmented reality.178

The AI race is consequential because of the economic stakes involved. But the stakes are also high for political and ideological reasons. China is known for developing AI applications to pursue authoritarian surveillance, thus compromising individual rights and freedoms. In 2021, White House National Security Advisor Jake Sullivan emphasized this tendency, stating that “the US and its allies must continue to lead in AI . . . and other emerging tech to ensure that these technologies are safe, secure, and beneficial to free societies.”179 Yet a third reason the US cares deeply about the AI race is the contributions that AI can make to military power. Both the US and China are keenly aware of this, further intensifying the AI arms race. China’s 2017 AI Development Plan calls for strengthening military-civilian integration in the AI domain so that AI can support “command and decision-making, military deduction, defense equipment, and other applications.”180 The Chinese government views AI as vital not only for the country’s economic competitiveness but also for its national security,181 thus envisioning AI-driven military technologies as critical in challenging the US in military supremacy.182 The 2021 Report by the US National Security Commission on AI strikes a similar tone, warning that the US is unprepared in the face of AI-enabled threats, with grave consequences to the country’s national security. As a result, the report urges the US government to make investments that will help it to “achieve a state of military AI readiness by 2025.”183 The US Defense Advanced Research Projects Agency (DARPA) shares this view, announcing back in 2018 that it had committed to investing up to $2 billion over the next five years in new AI programs.184 This announcement was followed by a 2021 commitment made by Secretary of Defense Lloyd Austin to invest $1.5 billion into the US Department of Defense’s Joint Artificial Intelligence Center.185

It is difficult to predict whether the US or China will ultimately fare better in the AI race, as each has somewhat different strengths in this domain. In terms of funding and investment, both countries record impressive numbers, with the US benefiting from extensive private funding and China from large-scale government funding. According to a 2021 OECD study analyzing trends in VC investment in AI companies, US and China-based startups were recipients of more than 80 percent of VC funding in 2020, followed by the EU with 4 percent and the UK and Israel with 3 percent each.186 According to the same study, total VC investment in US AI firms reached $42 billion in 2020, representing 57 percent of the global total. In contrast, VC funding channeled into Chinese AI companies peaked in 2018, but slowed down after that, reaching $17 billion in 2020 and contributing 24 percent of the global total.

The US produces the most AI startups and attracts the most innovative talent, while China has an edge in AI-related patent applications. According to a 2018 study, the US remains the home of the most AI startups (40 percent), followed by China (11 percent).187 An article in the Harvard Business Review cited a 2019 Global Artificial Intelligence Industry Data Report, which found that China had 1,189 AI firms, compared to over 2,000 active AI firms in the US.188 Chinese AI firms are particularly active in speech, image, and video recognition. Even though the US still surpasses China in terms of the number of startups, China is filing more AI patents than any other country.189 This is confirmed by a Stanford University study, which reported that China is today responsible for over half of the world’s AI patent filings, even though only a small percentage of those patents are actually being granted.190

Most studies suggest that the US leads the AI race in terms of producing (or hosting) the most AI talent, even though China is catching up quickly. According to the China AI Development Report mentioned above, China’s global share of research papers in the field of AI was approximately 4 percent in 1997 but reached almost 28 percent in 2017. This jump reveals a staggering growth in China’s AI research activity and shows China surpassing all other countries, including the US.191 On the other hand, another 2020 study that examines the distribution of top AI talent by analyzing the contributions to one of the largest and most selective AI conferences for deep learning indicates the US has far more of the world’s top AI talent than any other country. This Neural Information Processing Systems 2019 conference saw a record-high 15,920 AI researchers submit 6,614 papers. Out of those submissions, 21.6 percent were accepted, which the researchers used as a proxy to identify the top 20 percent of global AI research talent. Among this group, the US retains a commanding lead over other countries, with nearly 60 percent of the top AI talent representing US universities and companies—Google ranking first and Stanford University second—followed by Chinese (11 percent) and European (10 percent) institutions. The US also maintains a significant lead over the EU and China in its ability to attract the best AI researchers into the country. The same study revealed that while the largest number of top-tier AI researchers today work in the US, the majority of those researchers are immigrants or foreign nationals, with 29 percent of them having received their undergraduate degree from China, 20 percent from the US, and 18 percent from Europe.192 These various studies show how both the US and China are already deeply invested in AI development—creating and funding startups, producing research, and nurturing talent. Yet both countries are determined to do more—the US to stay ahead of China, and China to surpass the US.

While AI is one of the primary battlefields in the US–China tech war, there are other technologies that both governments view as important, even existential. Semiconductors, for example, are seen as key to any country’s technological self-sufficiency as they power most of the devices and services consumers use daily. Everything digital runs on semiconductors, making semiconductors a critical component for mobile phones, computers, healthcare equipment, kitchen appliances, aircrafts, and cars alike. Even before the onset of the COVID-19 pandemic, China was known to flood the industry with subsidies. The China Securities Journal reported that local governments and the private sector in China have fueled the Chinese semiconductor industry with $170 billion worth of subsidies and investment since 2014.193 The Chinese government renewed its support for the industry by setting up a $28.9 billion national semiconductor fund in 2019 and was spending a record $33 billion on semiconductor industry subsidies in 2020.194 In the meantime, however, the US has also entered the subsidy race. Congress recently passed the CHIPS and Science Act of 2022, which allocates $52.7 billion for “American semiconductor research, development, manufacturing, and workforce development.”195 The CHIPS and Science Act is designed to help the US mitigate supply chain disruptions, achieve greater technological self-sufficiency, and better compete against China.196 The EU, South Korea, Japan, and Taiwan are also extending extensive state support to the sector, turning the arms race over key technologies into a global one and further setting the world on a path toward state-driven “techno-nationalism.”197 Despite this massive investment, however, ultimately it is unclear if the subsidy race supercharges innovation and leads to technological progress around the world, or if it leads to wasteful competition that does little to enhance proclaimed goals around technological self-sufficiency, national security, and economic growth.

Implications of the US–China Tech War

While the ultimate outcome of the US–China tech war is difficult to predict, certain developments in the near term seem more likely than others. First, the prolonged tech war will continue to fuel uncertainty and undermine trust in global supply chains, making the pursuit of technological self-sufficiency a key policy objective not just for the US and China, but for other governments as well. Such spillover effects risk entrenching techno-protectionism as a global norm, thus shifting countries away from the American market-driven regulatory model toward the Chinese state-driven regulatory model. Second, the US–China conflict is likely to continue, even intensify, as trust between the two countries remains low. Neither party is seeking a pathway toward reconciliation; instead, both are determined to display resolve and view the conflict as a defining battle over technological, economic, and geopolitical power. The conflict has also acquired strong ideological undertones and features robust domestic support for hardline approaches—making it difficult for either side to back down.198 However, despite these continuing tensions, deeply intertwined supply chains and commercial pressures in both the US and China are likely to prevent an all-out tech war that would lead to a full decoupling of US and Chinese technological assets. These countries, at some deeply pragmatic level, understand the economic damage that would result from going it alone. This suggests that the conflict will likely remain costly, yet will also continue to feature elements of restraint.

Toward Global Techno-Nationalism?

There may not be any winners in this tech war. Like trade wars, tech wars are costly to fight for all parties involved. Market restrictions and subsidy races also rarely cultivate merit-based competition or spur innovation, which are the actual drivers of technological progress. Instead, one of the more predictable consequences of the unfolding US–China tech war is that it will trigger a worldwide shift toward techno-protectionism. By closing their markets off from foreign technologies and pouring subsidies into their domestic ones, the US and China risk cementing techno-nationalism as the norm across jurisdictions. Such development presents a significant setback for proponents of open trade, technological progress, and the global internet, which have always been central to the American market-driven regulatory model. At the same time, China’s sovereignty-centric vision of the global digital order and the values underlying its state-driven regulatory model triumph in this increasingly protectionist world.

The political environment today offers fertile ground for this kind of techno-protectionism or digital nationalism. Even before the onset of the pandemic, economic nationalism was gaining ground, undermining institutions that sustain market openness and rule-based international cooperation. Governments around the world are now increasingly trading economic openness for industrial policy with strong nationalist undertones.199 They are limiting foreign investment, restricting exports, and subsidizing domestic production in pursuit of a broader structural change in the economy. The outbreak of the COVID-19 pandemic further reinforced these underlying trends by closing borders, hobbling supply chains, and leaving countries to fight over critical medical supplies. Every nation realized that they cannot count on mutual solidarity in times of crises, when critical goods such as masks are in short supply. As a result, governments are now adjusting their trade and technology policies to the shifting global economic and political reality where uncertainty among governments runs high and trust low. This dynamic is difficult to reverse as that forgone trust will take a long time to rebuild, particularly with the feeble efforts to do so currently underway.

The US has recently been leading the world away from economic openness, ushering in this protectionist trend during the Trump presidency.200 After taking office, President Trump moved immediately and decisively to implement the nativist, anti-trade platform that was central to his election campaign. The US withdrew its support from international cooperation and institutions, undermined the WTO by refusing to appoint members to its Appellate Body, and abandoned regional trade agreements such as the Trans-Pacific Partnership. This protectionist tirade culminated in the US waging trade wars not only against China, but even against its closest allies and trade partners, including Canada, the EU, and Mexico. President Trump also took a decisive turn toward techno-nationalism, actively seeking to decouple the US from Chinese technology supply chains. President Trump’s “America First” policies seem to outlive his presidency. President Biden’s trade and technology policy aims to, first and foremost, empower the American middle class and preserve American jobs, as opposed to defending free trade and economic openness. It is illustrative that President Biden, when introducing his ambitious $2 trillion infrastructure bill, emphasized how “not a contract will go out” to a company that is not an “American company with American products, all the way down the line, and American workers.”201 In this sense, both Presidents Trump and Biden can be described as “fundamentally mercantilist” in their approach to international trade.202

President Biden has not only continued his predecessor’s trade and tech war against China, but also ushered in a new era of big government. He has injected unprecedented amounts of funds into the domestic economy in the name of increasing the US’s technological self-reliance, rebuilding the country’s infrastructure, and remaking the US economy. This new era of industrial policy is gaining notable bipartisan political support in Congress, especially when deployed as a tool to counter China’s rise—even while it is shifting the US away from the core values underlying its market-driven regulatory model. At the same time, this new policy orientation also has its critics. Nikki Haley, the former US ambassador to the UN, recently accused the US government of embracing “their own versions of central planning,” thus emulating China’s state-centric economic model. She argued that “economic freedom is the proven path to beat communist China. If Washington keeps trying to pick winners and losers, America will lose.”203

While the US’s turn inward may surprise some observers, China’s engagement in blatant digital protectionism is hardly unforeseen. China’s economy has always been characterized by extensive state intervention and discriminatory treatment of foreign investment. This is particularly true in the domain of the digital economy. Its policies have forced transfers of technology and kept out foreign tech firms, all while shoring up national champions who have been able to grow in a large domestic market shielded from foreign rivals. The pursuit of a path toward “self-reliance” has dominated China’s economic policy under President Xi long before the Europeans introduced concepts such as “strategic autonomy” and digital sovereignty into policy conversations. China’s ambitious Made in China 2025 agenda only reinforces this existing trend. Not unlike the US and the EU, the key objective behind China’s digital sovereignty agenda is to reduce China’s dependence on foreign technologies and enhance China’s standing in the global tech race. Yet China has to date been prepared to go furthest in enmeshing the state into the operation of the marketplace, and has actively engineered China’s path toward technological sovereignty while restricting foreign tech companies’ abilities to operate in its domestic market.204

These developments in the US and China have also hardened the digital sovereignty narrative in Europe, illustrating how the US–China conflict is having global implications. Many Europeans continue to urge the EU to defend the open internet and open trade, reasoning that there is otherwise little hope for reviving international cooperation and reversing the zero-sum mentality that is governing the ongoing tech race. At the same time, other Europeans retort that the EU would be naïve in letting others take advantage of Europe’s openness while not extending that same openness to Europeans. The tech war has laid bare the limits of the global and open digital economy, while also exposing vulnerabilities in the deeply integrated tech ecosystem that was built to maximize efficiency and that—erroneously, many would claim—relied on the political stability of the international system. As a result, the EU must be prepared to stand on its own and protect its interests in an increasingly unfair world dominated by America First or Made in China 2025 ideologies.205 According to this view, relying on open markets and international cooperation in a world where others do not play along can be seen as detrimental, futile, and even dangerous. The current situation thus leaves the EU with few options but to defend and bolster its own technological sovereignty, even when that contributes toward techno-protectionism elsewhere as well. And the EU is far from being alone in this effort. The pursuit of digital sovereignty has become a defining feature of national digital strategies around the world. Scott Malcomson goes as far as characterizing the “mission for self-sufficiency” as “the most striking geopolitical feature” of the current era, as major economies are retreating from globalization and ushering in “the New Age of Autarky.”206

If the US and the EU refashion their economies around a technological self-sufficiency and digital sovereignty agenda, they risk diminishing their ability to convince the rest of the world of the merits of an open digital economy and their respective regulatory models. Governments around the world are starting to deploy this concept of digital sovereignty as a veneer to legitimize measures such as data localization and industrial policies designed to favor domestic technologies over foreign ones. The EU’s emphasis on digital sovereignty as a central policy objective in the EU may even lend legitimacy to the more extreme variants of digital sovereignty that authoritarian governments such as China and Russia are pursuing. The digital sovereignty narrative can be invoked to justify many forms of government control over the internet, offering a blueprint for autocracies to engage in extensive surveillance of the digital space. For example, China deploys the notion of digital sovereignty to justify extensive government control of the digital sphere that extends beyond protectionism and competitiveness concerns into intruding on free speech and other individual freedoms. Consequently, the more that the US and the EU step in to actively shape their national digital economies, the less convincing their criticism becomes when they ask China to loosen the reins on its digital economy or try to persuade other countries not to emulate China’s state-driven regulatory model.

Next Phase of the Tech War: Between Rivalry and Restraint

Nobody can predict the outcome of the ongoing US–China tech war with certainty. But most likely, neither the US nor China will in the end be able to declare victory or claim the status of a sole “tech superpower.” There may be no unipolar tech world awaiting on the other side of this conflict. Examining different fields of technology today suggests that China is pulling ahead in some of them while the US is, at least for now, still holding an advantage in others.207 For example, Apple may be the most well-known smartphone brand in many parts of the world, but Chinese companies lead in global smartphone sales, capturing over 50 percent of the sales among the top fifteen brands globally. In particular, across Asia and Africa, Chinese smartphones are more popular than Apple’s iPhone. Even though US sanctions have slashed Huawei’s market share, Huawei’s retreat has created a windfall for other Chinese brands such as Xiaomi, which is now selling more smartphones than Apple globally, trailing only Korea’s Samsung. China also dominates the US in the sales of telecom network equipment, an area from which the US is largely absent, and in battery cell production. Perhaps most surprisingly, China is now making important gains in the software industry, including in social media, which is a field that US tech companies have long dominated. In 2019, the Chinese social media company TikTok overtook Facebook as the most popular social media app among US users. In contrast, the US still today leads in several other fields such as mobile gaming and sales of semiconductors (even if not in their manufacture). The US can also claim, for the moment, to be the home of the top electric vehicle brand, Tesla, even while being closely challenged by European and Chinese electric vehicles.208

Yet even in the absence of a clear winner emerging from the conflict, the US–China rivalry is almost certain to continue. There is likely no truce in sight anytime soon, as both parties remain steadfast in the pursuit of their economic and geopolitical goals. If anything, the superpower conflict is likely to only accelerate. A key question then becomes whether the nature of the rivalry will change in the near future. Under the worst scenario, US–China relations will further deteriorate and trade and tech wars will intensify, heightening the risk of exploding into an even larger and more dangerous military conflict. Graham Allison has argued that the US and China may be heading toward what he calls a “Thucydides Trap,” which refers to the tendency of a military conflict to occur when a rising power threatens to topple a ruling power as an international hegemon—just like the Peloponnesian War ensued when Sparta feared the rising power of Athens.209 Over the past five hundred years, a war ensued in twelve out of sixteen cases where an emerging power challenged an existing power. This historical phenomenon leads Allison to argue that a war between the US and China in the coming decades is “more likely than not,”210 while hastening to add that such a development is not inevitable if the US–China relationship is carefully managed. While Allison’s thesis is controversial, several foreign policy experts point to escalating US–China tensions, including an increasingly real threat that China might seek to take over Taiwan by force and thus potentially trigger a US military response.211 Given the challenges associated with indigenous innovation in semiconductors—one of the key frontiers of the US–China tech rivalry—some commentators have gone so far as to suggest that Taiwan’s prominence in the semiconductor industry may provide an impetus for China to invade the island, while others remain doubtful that would happen.212 These fears of a looming military confrontation intensified in 2022 following US House of Representatives Speaker Nancy Pelosi’s visit to Taiwan, which the Chinese government viewed as a provocation, and responded by conducting military exercises encircling Taiwan. Thus, the prospect of the ongoing tech war morphing into something even more dangerous, including a US–China military conflict, cannot be excluded.

However, even if a military conflict is avoided, contestation in the economic realm is likely to persist. Most likely, the US and China will continue to decouple their technological assets by implementing further export and investment restrictions and continuing their buildup of domestic capabilities in strategic technologies. This will have an adverse effect on tech companies, governments, and consumers. However, any such technological decoupling is likely to have its limits, not least because of the high costs involved. Trade and tech wars are costly for all parties fighting them, offering a strong argument for de-escalation, or even a truce, over time. A recent Deutsche Bank report estimates the costs of the ongoing tech war to exceed $3.5 trillion over the next five years.213 In addition to being costly, decoupling is also a difficult strategy to implement in practice, as illustrated by the examples discussed in Chapter 4, and as shown by the effects of the US–China trade war to date. Even though exports and imports have dropped since the onset of the trade war, the supply chains between the two have not been meaningfully delinked.214

Technological self-sufficiency may also not even be a realistic strategy for any country, including the US and China, given how integrated the digital economy is today. The US–China tech war is unlike the Cold War between the US and Russia; those two economies were not closely connected from the beginning, making it less costly to sever economic and political ties between the two.215 For example, despite its determination to achieve technological self-sufficiency, there are certain complex products that China is not capable of manufacturing today, including large aircraft and advanced semiconductors.216 Semiconductors pose perhaps the biggest challenge as they rely on complex supply chains across multiple jurisdictions. Despite large investments in self-reliance, China has not been able to produce high-end semiconductors and remains reliant on importing them.217 The semiconductor industry is among the most R&D-intensive, and companies need access to global markets to recoup those R&D costs.218 The Chinese government is painfully aware of the challenge and has poured state funding into upgrading its local industry, but to date, little progress has been made toward self-sufficiency.219 The US is following a similar strategy, flooding the semiconductor industry with generous government subsidies without any guarantee that genuine self-sufficiency will ensue from the costly effort.220 The leading tech powers may thus ultimately come to concede that decoupling their deeply intertwined economies is not only costly, but may not even be feasible to execute in practice. These interdependencies push both the US and China toward a strategy of restraint even in the midst of a great power conflict.

Tech companies also urge their governments to exercise restraint. US tech companies want to take advantage of market opportunities in China the same way that many Chinese tech companies want to retain access to US suppliers, consumers, and investors. Several US tech firms are keen to see the US–China conflict wane, freeing them to exploit commercial opportunities in a valuable market. Existing government restrictions such as US export controls directly undermine their market opportunities. For example, President Trump pointed to the Chinese IP theft targeting Idaho-based semiconductor company Micron as an example of why the trade and tech war against China was justified. But according to Micron’s CEO Sanjay Mehrotra, export restrictions, including the company’s inability to supply Huawei, were hurting Micron’s business.221 Other US tech companies such as Cadence, Lam Research, and Teradyne have similarly expressed their opposition to potentially expansive export controls on foundational and emerging technologies.222 Cadence warned that such controls would adversely affect US companies and their workers while only having a modest effect on China, which could turn to alternative sources of supply. Export controls would also reduce the funding available for Cadence to innovate and cause the company to potentially lose Chinese engineers who may take their expertise to Chinese companies.223 Intel has also emphasized how the US export controls impose costs on the US tech industry and urged the US government to forgo unilateral measures and instead coordinate sanctions with other countries.224 The US Semiconductor Industry Association also issued a statement opposing the new export controls announced by the US government in 2020, stressing how “sales of non-sensitive, commercial products to China drive semiconductor research and innovation here in the U.S., which is critical to America’s economic strength and national security.”225

The US government cannot afford to be indifferent to these business interests—the US does need its tech companies to thrive after all. Ultimately, US companies’ profits in China help fund their innovations, which are critical to the US’s ability to stay ahead in the tech race and prevail in its horizontal battle against China.226 This guides the US government toward greater restraint in managing existing political tensions. Already today, the tech war reflects this difficult balancing act between commercial and geopolitical interests and explains why neither country has pursued an unmitigated attempt to decouple the two economies. For example, while US sanctions have been both severe and effective against Huawei, the US has often opted for a more subdued strategy toward most other Chinese tech firms.227 The US government has also chosen an export licensing regime as opposed to a complete export ban on most technologies. The US government has further kept granting such export licenses in many instances as it has sought to balance its national security interests with its companies’ economic interests. As a result, while Huawei’s revenues have been in free fall, many other Chinese companies have not faced any adverse consequences. For example, Hikvision, a manufacturer of surveillance technologies that was placed on the US’s Entity List in 2019 due to its involvement in repression in Xinjiang, reported a 40 percent increase in its operating income in the first half of 2021.228 Similarly, as mentioned earlier, the Chinese government has to date refrained from deploying its new Entities List to designate any US companies as unreliable, as such a decision would inflict harm on Chinese companies that need access to US high-tech supplies. Thus, in the near future, the US–China tech war is likely to feature only partial technological decoupling. Periods of escalation will alternate with periods of de-escalation, making the conflict protracted and costly, but ultimately manageable.

In fighting their tech war, the US knows that it needs to balance its geopolitical interests and values—such as addressing China as a growing military threat or condemning China’s treatment of the Uyghur minority in Xinjiang—with its desire to maintain commercial opportunities with the world’s soon-to-be-largest economy. But there are also ideological and political reasons for the US to de-escalate the tensions. Jessica Chen Weiss has described the “Perilous Logic of Zero-Sum Competition” characterizing the US–China relationship today.229 While acknowledging that China has become increasingly authoritarian, coercive, and intolerant—and hence legitimately a central concern for US policymakers—she criticizes the US policy response as stemming from “what it fears” rather than “what it wants.”230 Consequently, the US risks losing sight of its affirmative interests; the country’s own values no longer underpin the US government’s foreign policy strategy toward China. In trying to “out-China China,” the US is allowing the strategic competition to become an end goal in itself. In the process, the US may forgo its own strengths and obscure its vision for the world, moving away from its commitment to core values underlying its market-driven regulatory model, such as openness and nondiscrimination. Chen Weiss suggests that if the US becomes more faithful again to its own core values—human progress, peace, and prosperity—it will realize that “the United States does not need to beat China in order to win.”231

As this chapter has revealed, there is no doubt considerable political momentum to escalate the US–China conflict. Despite the costs of fighting the tech war and decoupling the two digital ecosystems, a partial technological decoupling is likely to continue due to the persisting sentiment that the only thing costlier than fighting a tech war is losing a tech war. Even then, there are limits to any such technological decoupling given the deeply entangled US-economic relationship in today’s digital economy. Both the US and China, straddling the competing needs of ideology and pragmatism, must therefore carefully balance their desire to cut economic ties while ensuring the viability of their tech industries, which still continue to rely on those ties. However, even in the absence of all-out war or full technological decoupling, the US–China tech war will continue to cast a long and dark shadow over the once-optimistic vision of a global, integrated digital economy that spans across jurisdictions and connects the world as opposed to risks breaking it apart.
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When Rights, Markets, and Security Collide

The US–EU Regulatory Battles

the high-stakes battle that the United States and China are fighting over technological supremacy, discussed in the prior chapter, is transforming the global economic and geopolitical landscape. Much of the scholarly literature and news commentary to date focuses on this very visible US–China contest, seeing it as a classic clash of superpowers between an existing dominant hegemon and a rising power. To many, understanding which of these two superpowers or their respective regulatory models will dominate—or if they will somehow be able to coexist—is the only important determinant of the fate of the world’s digital order.

But that unfolding superpower contest is not, by itself, the only rivalry shaping the global digital economy, and may ultimately not be the one that most determines outcomes. In fact, over the past decade, US tech companies have been fighting a two-front battle, as they have not only encountered the demands of the state-driven regulatory model in China but also the demands of the rights-driven regulatory model in the European Union. The EU’s assertive digital regulations have become a major constraint for US tech companies, frequently drawing them into protracted vertical battles with European regulators over issues surrounding data privacy, digital taxation, anticompetitive conduct, and content moderation, to name a few. These vertical battles have at times morphed into contested horizontal battles between the US and the EU as the US government has sought to come to the rescue of its companies, challenging what it considers European regulators’ overreach. In some instances, the US government has alleged that the European regulatory model compromises not just the interests of its tech companies but also those of the US government, including its ability to engage in effective law enforcement or to maintain national security.

The EU’s vertical battles against US tech companies rarely bring the European and American regulatory models into a direct clash. More often, the EU model simply imposes on these companies regulatory constraints that they do not face in the US. However, the US and the EU regulatory regimes occasionally conflict in ways that leave tech companies with competing mandates and the choice of violating either one law or the other. Microsoft found itself in such a bind in 2013 when US prosecutors served a warrant to the company, requesting it to hand over data in the context of an ongoing drug-trafficking investigation in the US.1 However, the relevant data was stored on Microsoft servers in Ireland and hence subject to European data protection laws, which prohibited the requested data transfer. A contested court battle ensued. In 2014, a District Court in New York held that Microsoft was forced to produce the requested information to the US government, regardless of where the information was stored.2 Microsoft appealed the case and prevailed before the Second Circuit Court of Appeals, which overturned the lower court’s ruling.3 But this victory for digital privacy rights in the Second Circuit was not final. In 2017, the US government appealed the decision to the US Supreme Court. In petitioning the Supreme Court to review the case, Acting Solicitor General Jeffrey B. Wall emphasized that “the [Second Circuit] decision is causing immediate, grave, and ongoing harm to public safety, national security, and the enforcement of our laws.”4 The US government’s position was clear: the EU’s rights-driven model should yield to the US’s fundamental law enforcement and national security interests.

The Supreme Court never had the opportunity to rule on the issue, as it was rendered moot after the US Congress stepped in and passed the Clarifying Lawful Overseas Use of Data Act (CLOUD Act) in March 2018.5 The CLOUD Act authorizes the US government to enter into bilateral data-sharing agreements with countries that are certified as having adequate protections for privacy and civil liberties in place.6 Under these bilateral agreements, governments can issue orders directly to communications-service providers, such as Microsoft, requesting information that these providers store abroad.7 The passing of the CLOUD Act was welcomed by Microsoft, whose main concern all along had been the conflicting legal obligations that the company was facing.8 However, it is uncertain that the conflicts such as the one Microsoft faced will completely fade with the passing of the CLOUD Act. The US and the EU are now negotiating a bilateral agreement that would provide a legal basis for future data requests in the cross-border law enforcement context.9 However, progress in the negotiations has been slow due to persisting disagreements.10 EU regulators have also warned the US government that some EU member states have adopted so-called blocking statutes that prevent EU companies—or European branches of US companies—from disclosing information to a third-country government. The CLOUD Act may therefore come into conflict with those statutes.11 This suggests that existing regulatory differences can be obstinate and hard to overcome—even in the context of US–EU battles that are politically considerably less charged than the ongoing US–China battles.

Microsoft’s protracted legal fight over data transfers reveals how the US–EU regulatory battles can be consequential, affecting tech companies, governments, and digital citizens alike. At the same time, the US’s battles involving the EU differ from those involving China. In contrast to the major clash of ideologies that amplifies the ongoing US–China conflict, the US shares many values—including commitments to human rights, individual freedom, democracy, and the rule of law—with the EU. However, the US and the EU often disagree on how best to uphold those shared values. Whereas the EU often views government intervention as necessary to protect these values, the US remains reluctant to interfere in the digital marketplace. Thus, at the heart of these transatlantic battles lies a difference in philosophy about the relative roles of markets and the government in shaping the digital economy and digital society. The US and the EU also frequently disagree on how to resolve some inevitable trade-offs when various policy imperatives come into conflict. As a result, these horizontal battles between the EU and the US often pit the fundamental rights of internet users against the commercial freedoms of tech companies; government intervention in the name of consumer welfare against private sector innovation in the name of technological progress; the pursuit of fairness against the pursuit of freedom; civility and human dignity against free speech and individual liberty; and the fundamental right to privacy against the fundamental need to uphold national security.

Over the last decade, the EU and the US have engaged in a number of distinct battles that have highlighted important differences in their respective regulatory agendas. Some of the most notable transatlantic conflicts have centered on data protection, digital taxation, and antitrust law. These battles illustrate a fundamental tension between the European and the American regulatory models: the EU distrusts tech companies, whereas the US distrusts regulators. On the EU’s side, Europeans worry that the business practices of dominant US tech companies undermine the EU’s attempts to safeguard the fundamental rights of European citizens and deprive European consumers of the benefits of a competitive and fair marketplace. Not only is the personal data of European internet users extracted for tech companies’ commercial gain, but even worse, the transfer of European data to the US risks the extraction of this data for the US government’s surveillance purposes. Whether Europeans’ personal data is compromised by either private or public surveillance in the US, the EU maintains that it has the sovereign right, even an obligation, to step in and protect the fundamental rights of all Europeans. In the same vein, the EU is determined to leverage its antitrust laws against the US tech companies that exploit their market power and extract the surplus that is supposed to flow to European consumers, alleging that American tech companies undermine a competitive marketplace and deprive smaller players from a fair chance to compete. Finally, the European governments’ efforts to extend their tax authority to the digital services provided by large US tech companies in Europe reflects the view that these companies must do their share and contribute to the public purse the same way other economic operators in Europe do. In other words, the largest US tech companies take too much and give too little. These concerns have given European regulators the impetus to step in and protect European data, safeguard the competitive marketplace, and assert their tax authority to reclaim some of the revenue that stems from digital business conducted in Europe.

If Europeans are concerned about US tech firms’ alleged overreach, Americans are concerned about European regulators’ alleged overreach. The US often views the EU’s regulatory efforts as both excessive and protectionist, unfairly targeting European companies’ more successful American rivals. These concerns were expressed particularly starkly by Charlene Barshefsky, the former US Trade Representative, who recently accused the EU of digital protectionism and called for an end to its “techno-nationalism.”12 She refers to EU antitrust enforcement as consisting of “aggressive action against US technology companies,” including Intel, Microsoft, Meta, Google, Qualcomm, and Amazon, while characterizing the EU’s recently adopted Digital Services Act and Digital Markets Act as “rigged” in that they unfairly target US companies’ business models. Digital service taxes that France and some other EU member states have enacted or proposed are, according to Barshefsky, “discriminatory” and designed to weaken US tech platforms. Efforts to develop a European cloud and the proposed European rules for artificial intelligence are similarly driven by a protectionist motive. Instead of “demonizing US technology companies,” Europe should work together with the US to counter Chinese digital protectionism, Barshefsky concludes, while adding that if the EU continues on the path of techno-nationalism, the US has “no choice but to treat it as a strategic threat.”13

However, on many of these contested issues, the transatlantic battles seem to be gradually waning, painting a stark contrast with the escalation of the US–China conflicts examined in Chapter 5. The US–EU disagreement on digital taxation gave way in 2021 to a historic international agreement on global tax reform, negotiated to replace the unilateral digital services taxes imposed by several EU member states. The US and EU also reached an agreement in 2022 to address the European Court’s concerns over the safety of Europeans’ data, which is expected to restore unhindered data flows between the two jurisdictions. The US is further softening its market-driven ideals and increasingly conceding that antitrust laws are needed to mitigate the unprecedented power of large tech companies. As the US and the EU are moving toward greater convergence, it is notable that the two regulatory models are not compromising in the middle. Instead, the US is clearly moving closer to the European rights-driven regulatory model. That said, the US is neither able nor willing to embrace the EU model in its entirety; but it is acknowledging that political momentum is shifting toward more extensive regulation of tech companies—along the lines that the EU has advocated for years. What gives an even greater impetus for bridging the remaining US–EU differences is the two jurisdictions’ shared concern regarding China’s rise and the impact of that rise on the future of liberal democracy. Both the US and the EU acknowledge that their mutual differences seem manageable compared to the AI-powered mass surveillance, internet censorship, and relentless online propaganda practiced by the Chinese government. These practices are antithetical to the values of democracy and freedom that both the EU and the US have long embraced at home and championed abroad.

This chapter brings the larger evolution of the transatlantic regulatory conflicts and subsequent rapprochement between the EU and the US into view. It outlines the key issues underlying the US–EU regulatory battle over data transfers, with a particular focus on the parties’ different views on the relationship between data privacy and national security. The chapter also looks closely at the EU–US conflict over digital taxation, explaining European efforts to tax some of the revenue that American tech companies generate in Europe and showing how that conflict ultimately paved the way for a global agreement on taxation. The chapter further examines the US–EU disagreement over EU antitrust enforcement, which the US government has described as a manifestation of European protectionism. These individual regulatory battles have strained the transatlantic commercial and diplomatic relationship over the past decade, often pitting US tech companies against European governments. They have also complicated US–EU governmental relations in instances where the US government has sought to defend its tech companies by directly confronting EU policies. This chapter concludes with a closer look at the forces that are now contributing toward greater transatlantic regulatory alignment and discusses the prospects of enhanced US–EU cooperation in digital policy going forward.

Transatlantic Data Transfers: Between Privacy and Surveillance

One of the most contested regulatory battles between the EU and the US—and one with particularly significant consequences for the broader transatlantic digital economy—revolves around data privacy. The EU views data protection as a fundamental right, anchored in the EU’s Charter of Fundamental Rights and the pathbreaking General Data Protection Regulation (GDPR), as discussed in Chapter 3. This European rights-driven approach has often clashed with the American market-driven approach that views data as a commodity that can be monetized by tech companies with few restrictions. The US government, companies, and policy experts have often been skeptical about the EU’s regulatory approach, asserting that the EU’s data protection laws are protectionist and costly, unnecessarily restricting trade and curtailing American companies’ commercial freedom.14 At the time the GDPR entered into force in 2018, the former US Commerce Secretary Wilbur Ross warned that the regulation could “significantly interrupt transatlantic cooperation and create unnecessary barriers to trade.”15 Other commentators have equated the GDPR to tariffs, describing how that regulation could push smaller US companies out of Europe while increasing the operating costs for larger US companies, thereby providing “assistance to native European tech companies that have thus far failed to get traction in internet markets.”16 Several US tech companies have similarly criticized the high compliance costs involved, with Google commenting on having spent “hundreds of years of human time” to achieve GDPR compliance.17 These criticisms reveal how the European rights-driven approach toward personal data collides with the American market-driven approach, pitting individuals’ fundamental right to data privacy against private companies’ freedom to conduct business.

The US–EU differences regarding data privacy are not limited to how private companies are allowed to extract and monetize personal data. The US and the EU also disagree on how to balance their citizens’ data privacy rights with governments’ need to carry out digital surveillance for law enforcement or national security purposes, further elevating the stakes in the transatlantic regulatory battle. The individuals’ right to data privacy often yields to national security authorities in the US. The government’s extensive authority to engage in digital surveillance reflects the importance of national security interests in US policy making. The primacy of national security is also built into the American regulatory model, which—its steadfast commitment to free markets notwithstanding—recognizes that government intervention in digital markets is warranted to protect national security. As a result, the US government has often struck a different balance than the EU in reconciling conflicting demands for national security and data privacy, especially in the post-9/11 environment where the war on terror entrenched surveillance deeper into US intelligence policy.18 After 2013, when former National Security Agency contractor Edward Snowden exposed the extent of the US surveillance state to Americans and the wider world, US government surveillance activities were curtailed and additional privacy safeguards were instituted.19 However, even after these safeguards were put into place, US courts have generally been less prepared to second-guess the country’s national security interests compared to their European counterparts.20 Consequently, from the vantage point of Europeans, the balance in US policymaking remains tilted toward national security at the expense of individual privacy.

In marked contrast to the American approach, the EU has adopted extensive privacy protections to constrain similar activity by European governments. The European Court of Justice (CJEU) has defended these privacy protections in its distinctly rights-driven rulings, which repeatedly display the Court’s proclivity to elevate the fundamental right to privacy above the needs of law enforcement and, many would argue, even above EU member states’ core national security interests. For example, in its 2014 judgment in Digital Rights Ireland, the CJEU declared the EU’s 2006 Data Retention Directive to be invalid on the basis that it required indiscriminate and disproportionate retention of personal metadata contained in electronic communications.21 The Court rejected the argument that such data retention was necessary to fight serious crime, emphasizing how extensive data retention interferes “with the fundamental rights of practically the entire European population.”22 In 2020, the CJEU was asked to rule directly on whether and how the EU’s data protection rules limit European intelligence services’ data collection and retention programs in two linked cases, known as Privacy International and La Quadrature du Net (LQDN).23 In its judgment, the Court distinguished between indiscriminate data retention for the purpose of combating serious crime and for the purpose of protecting national security. It ruled that bulk data collection for crime control purposes exceeded the limits of what is “strictly necessary,” and could not hence be justified within a democratic society. However, such bulk collection may be justified in instances of “a serious threat . . . to national security which is shown to be genuine and present or foreseeable.”24 Even then, however, the Court ruled surveillance shall not be systematic and must be limited in time, in addition to being subject to effective review mechanisms.25 Although this ruling illustrates how the right to data privacy is not absolute in the EU and still needs to be balanced against legitimate national security imperatives, it nevertheless demonstrates a central difference with recent US court decisions, which have shown deference toward government surveillance. This case and other CJEU judgments reveal that when faced with a trade-off between privacy and surveillance, the Court’s instinct is, ultimately, to lean toward privacy.

Several national security experts in both the EU and the US argue that the EU is striking the wrong balance between data privacy and national security. With its unyielding defense of the fundamental right to data protection, these critics claim that the EU is curtailing governments’ ability to engage in effective protection against national security threats, be it military action by a hostile foreign state or an act of terrorism committed by nonstate actors on European soil.26 Some European governments, most notably France, have been vocal in criticizing the restrictions on its surveillance programs stemming from CJEU rulings.27 The US government has also repeatedly expressed concerns about the national security implications of the GDPR, in particular as it also restricts data transfers between the EU and the US. Former US Attorney General Loretta Lynch noted how “terrorists, like other criminals, count on the difficulties law enforcement agencies have in sharing information across borders,” while adding that it was “highly concerning” that the GDPR could further restrict sharing data across the Atlantic.28 Cybersecurity officials in the Trump administration similarly expressed that the GDPR’s “overly restrictive implications for public safety and law enforcement” were a grave concern for them.29 The private sector has shared these concerns. Companies like CrowdStrike, a Texas-headquartered cybersecurity firm, highlighted that “modern technologies designed to stop personal data breaches are dependent upon dynamic, real-time cross-border data flows.”30 An additional concern relates to the EU’s alleged hypocrisy. While the CJEU has also frequently curtailed EU member states’ surveillance operations, critical voices in the US point out how the EU takes a harder line against US surveillance practices while frequently tolerating similar practices by European governments or even other trade partners,31 adding to the concerns about the anti-American bias that EU regulations are often seen as harboring.

How EU Court Battles Have Disrupted Transatlantic Data Transfers

This US–EU divergence has not simply been a philosophical battle between the EU and the US on how to balance citizens’ fundamental rights with the government’s critical national security interests. Instead, this battle has had far-reaching economic, legal, and policy consequences, complicating the transfer of data from the EU to the US. At the heart of this conflict today is the GDPR provision that bans the transfer of European data to any non-EU country that fails to offer “equivalent” data privacy protections.32 To determine whether such equivalent protections exist, the EU maintains an “adequacy regime” that allows the EU to reach a formal determination on whether data can be safely transferred from the EU to a non-EU country. The adequacy regime predates the GDPR and was already used to assess the equivalency of foreign data privacy laws in light of the GDPR’s predecessor, the EU’s 1995 Data Privacy Directive. However, it has always been clear that the US was not going to benefit from such an adequacy decision given its weak data privacy laws. At the same time, finding a legal solution to transatlantic data transfers has been particularly important for both the US and the EU, given the significance of data flows that underpin the US–EU $7 trillion trade and investment relationship.33 As of 2018, the value of annual digital services trade between the US and the EU was $412 billion, up from $260 billion in 2016.34 Unhindered data flows are crucial not just for large tech companies, such as Google and Meta, but also for banks, law firms, and many other commercial entities that obtain personal data when they sell products to European customers. As a result, both the US and the EU have been determined to find a way to keep data flowing across the Atlantic.

To create a legal basis for transatlantic data transfers, the US and the EU had to find an alternative to the EU’s adequacy regime, which led them to conclude the Safe Harbor agreement in July 2000.35 The EU-US Safe Harbor Agreement consisted of a set of negotiated principles, which the EU considered to meet European adequacy standards. The US companies that voluntarily subscribed to these principles were allowed to transfer data concerning European data subjects. Over 5,000 US companies entered the Safe Harbor agreement, including Amazon, Apple, Facebook, Google, and Microsoft.36 However, this agreement was struck down by the CJEU in 2015.37 The CJEU judgment took place in the aftermath of the Snowden revelations, which exposed how the US National Security Agency had engaged in a mass surveillance campaign by harvesting Facebook data, in the US and abroad. These revelations gave the Court a strong rationale to reevaluate the adequacy of the EU-US Safe Harbor Agreement. In invalidating the Safe Harbor agreement, the CJEU interpreted the European Data Protection Directive—the valid EU data protection law at the time—in ways that few had predicted, setting an exacting standard for data transfers to third countries to be lawful. According to the Court, the adequacy standard required that a non-EU country guaranteed “a level of protection of fundamental rights and freedoms that [was] essentially equivalent to that guaranteed within the European Union.”38 The EU-US 2000 Safe Harbor agreement that had governed EU data flows across the Atlantic for fifteen years did not meet that standard.

The origins of this dramatic Court decision can be traced to an Austrian lawyer and data protection activist, Max Schrems, who launched a case against Facebook in 2011 as a twenty-three-year-old law student, requesting Facebook to hand over any personal data the company had collected on him.39 After learning that Facebook had amassed 1,200 pages of data on him, Schrems filed multiple complaints before the Irish Data Protection Commission (DPC), which had jurisdiction over Facebook, accusing the company of violating his right to data privacy. His case gained additional momentum in 2013 when the Snowden revelations surfaced. This led Schrems to file his twenty-third complaint before the DPC, this time alleging that his personal data was being exposed to US surveillance. The DPC declined to investigate Schrems’s complaint, noting that Facebook’s transatlantic data transfers were protected by a then-valid Safe Harbor agreement. Undeterred, Schrems filed a lawsuit before Irish courts, seeking judicial review of the DPC’s refusal to investigate his complaint on its merits.40 The Irish High Court ultimately referred the case to the CJEU, which in its monumental 2015 judgment struck down the EU-US Safe Harbor Agreement.41

This setback before the European judiciary led the US and the EU to negotiate a new agreement to govern transatlantic data transfers: the EU-US Privacy Shield.42 This new agreement, which entered into force in August 2016, had 5,380 corporate signatories in July 2020.43 To withstand any new legal challenge, the Privacy Shield was negotiated to embody significantly stronger privacy protections, enhanced enforcement mechanisms, and new safeguards related to US government’s access to personal data.44 For example, it required the US to appoint an independent ombudsman, who would respond to individuals’ complaints regarding potential misuse of personal data by US national security agencies.45 Despite these improvements, the future of the Privacy Shield remained uncertain. The Commission, the European Parliament, and the European Data Protection Board all expressed concerns about the US’s implementation of the Privacy Shield in their 2017 and 2019 reviews of the agreement.46 The fate of the Privacy Shield was finally sealed in July 2020 when the European Court struck again, invalidating the Privacy Shield, following another challenge initiated by Max Schrems.47 The US surveillance laws remained the main concern of the Court in Schrems II, which found that the extensive US surveillance practices failed the “proportionality test,” and hence did not guarantee the fundamental rights of persons whose data are transferred to the US.48 The Court was particularly concerned that US surveillance laws allow for bulk collection of intelligence data overseas, including in the EU, without that collection being subject to judicial oversight.49 The Court also took issue with inadequate redress mechanisms available for foreign targets of American intelligence operations who cannot challenge surveillance operations involving them before US courts. Even though these foreign individuals could raise their concerns before a designated privacy Ombudsperson within the US State Department, this mechanism did not provide data subjects a cause of action that would be considered “essentially equivalent” to that required by EU law. For example, any decisions by the Ombudsperson are nonbinding on the American intelligence services.50 These inadequacies in the US legal system led the European Court to issue its far-reaching ruling, which for the second time removed the legal foundation from much of the transatlantic digital commerce, delivering a major blow to the thousands of companies that had relied on the Privacy Shield for their data transfers.

The Future of Transatlantic Data Flows

The fateful CJEU ruling left companies relying on data transfers with few alternatives. Since the Privacy Shield was struck down, these companies have been primarily relying on standard contractual clauses (SCCs) as a basis for transatlantic data transfers. While undoing the Privacy Shield, the Court upheld the validity of these SCCs, at least in principle, in the same Schrems II judgment.51 The SCCs are a set of terms and conditions used in commercial contracts that the European Commission regards as providing adequate safeguards for data transfers. However, SCCs are considered an inferior mechanism to transfer data as companies that rely on these standard clauses are left with the daunting task of verifying that foreign countries’ surveillance regimes do not undermine the EU’s privacy concerns, using the high benchmark set by the Court. Alternatively, corporations may continue to transfer data across the Atlantic within a corporate group under approved Binding Corporate Rules that incorporate adequate data protections. Yet even these rules require verification that they meet the high privacy standards set by the Court. Companies adversely affected by this persisting uncertainty have urged the importance of finding a solution to the impasse. In its 2022 annual report to the US Securities and Exchange Commission, Meta even warned that it may need to pull out its key services—such as Facebook and Instagram—from the EU if no solution to the transatlantic data transfers is found.52 After Meta’s threat of exit was reported in the press, the company hastened to clarify that it had “no desire to withdraw from Europe” but was simply disclosing a material risk that the uncertainty around international data transfers poses to the company.53

While SCCs and Binding Corporate Rules hardly offer a satisfactory long-term basis for data transfers for companies such as Meta, most other proposed solutions are either politically unlikely or commercially unappealing. Privacy advocates endorse a view that data flows can be reinstated and legal challenges avoided if the US agrees to rewrite its national laws on surveillance. Max Schrems, whose legal complaint led to the unraveling of the Privacy Shield and the Safe Harbor agreement, commented after the Schrems II ruling that “it is clear that the U.S. will have to seriously change their surveillance laws, if U.S. companies want to continue to play a major role on the EU market.”54 The Center for Democracy & Technology (CDT), a Washington and Brussels–based NGO focused on promoting fundamental rights and democratic values in tech policy, similarly called for reforms to US surveillance law and practice in the wake of the ruling.55 Among the proposed reforms, the CDT urged for greater transparency about surveillance operations conducted; limits to purposes and targets of surveillance; more timely deletion of information collected unnecessarily through surveillance; and establishment of court-ordered redress for unlawful surveillance. The US Congressional Research Service has also presented potential solutions to consider in the aftermath of the decision. These include, for example, legislation or executive orders limiting bulk intelligence collection or offering additional redress mechanisms as pathways to resolve the European Court’s concerns.56

Henry Farrell and Abraham Newman have similarly argued that Schrems II presents the US with an opportunity to rethink its national security interests and surveillance practices in today’s interconnected world.57 According to them, America’s problem isn’t “European imperialism” but “America’s own imperialism.” The US cannot assume that it can unilaterally impose its national security policies on its allies without incorporating into its policies enhanced civil rights for the citizens of those allies. Engagement in cross-national surveillance calls for the recognition of cross-national legal rights. To safeguard its own core national security interests, the US needs more extensive intelligence sharing and closer collaboration with its democratic allies, which will not be possible without the US revisiting its understanding of how national security intersects with the individuals’ right to data privacy. Others have similarly emphasized the importance of deeper US–EU collaboration on both surveillance and privacy, advocating for an agreement between the US and EU member states on digital surveillance that seeks to balance the US views on surveillance with the European concerns for data privacy.58

However, others reject the idea that the US should change its approach toward surveillance, let alone allow the European Court to dictate US surveillance laws. Some members of the US Congress called the CJEU decision “a significant setback to the safety of American and European consumers.”59 Adam Klein, the Chair of the US Privacy and Civil Liberties Oversight Board, recalled how US intelligence agencies frequently share valuable intelligence generated under US surveillance laws with their European counterparts, allowing the EU to free ride on, and thus directly benefit from, US surveillance efforts.60 Stewart Baker, former Assistant Secretary for Policy at the US Department of Homeland Security and a former General Counsel of the National Security Agency, took a starker tone, accusing the EU of “judicial imperialism and Eurocentric hypocrisy,” and noting how it was “astonishing that a European court would assume it has authority to kill or cripple critical American intelligence programs by raising the threat of massive sanctions on American companies.”61 He urged the US government to respond to the ruling by imposing trade sanctions on European goods, in addition to withdrawing any pro-privacy concessions the US had made to the EU in negotiating the Privacy Shield. Others have adopted a more measured tone yet still called into question what they see as a discrepancy or outright hypocrisy between the absolutist standard the European Court takes against foreign surveillance operations while at the same time recognizing national security exemptions for EU member state governments’ surveillance practices.62 They also point out how European governments do not extend equivalent due process rights for Americans in Europe, calling into question why European citizens should be entitled to challenge US intelligence operations before US courts.63

There are few signs that the US is prepared to change its approach to national security, in particular in today’s tense geopolitical environment where China is growing more assertive and Russia has launched the largest military conflict in Europe since World War II by invading Ukraine. Any legislative reform restricting US surveillance capabilities is unlikely in the midst of these developments. Indeed, it is suddenly more likely that Europeans will now be reevaluating their relationship toward national security and surveillance following the Russian invasion of Ukraine, acutely aware of the new security threats facing the continent. European governments are already moving to rebuild their security architecture, with national security issues gaining new salience in policy agendas and budgetary expenditures alike. At the same time, it is difficult to predict whether and how the European judiciary would factor in the transformed geopolitical reality should it be asked to review any new US–EU data transfer deal. For now, these complexities will only translate into prolonging the uncertainty and legal risks undermining the transatlantic data flows.

Some have suggested that the only feasible, risk-free solution to this impasse is for companies to store all European personal data in the EU and agree not to export it. Such calls for data localization have been mounting since the Schrems II ruling. In the immediate aftermath of that judgment, a German data protection authority in Berlin called for data controllers based in Berlin to transfer any personal data they were currently storing in the US to Europe, while also ensuring that data was not transferred out of the EU to the US until the legal framework for transatlantic data transfers was reformed.64 European Commissioner Thierry Breton—who is in charge of the many key digital initiatives such as the EU’s technological sovereignty agenda—has also forcefully argued that “European data should stay in Europe,”65 effectively suggesting that data localization should become a norm in Europe. Some commentators have argued that Schrems II already imposes a “soft data localization” mandate by leaving companies with few practical options but to store their data in Europe.66

Data localization hardly presents a satisfactory solution for either the US or the EU.67 First, it would be unlikely to end American surveillance given that the US already engages in extensive espionage operations within the EU. There is no guarantee that keeping the data in Europe can therefore insulate it from US surveillance practices. Second, data localization would be commercially costly, impeding trade in digital and nondigital goods and services alike. The costs would be even greater for smaller companies who cannot afford to set up different data processing and storage systems for each jurisdiction. Finally, European leaders have often criticized the data localization practices of other countries, such as China, India, and Russia. For example, in commenting on the Indian draft Privacy bill in 2018, the European Commission noted how the bill’s proposed data localization provisions are “both unnecessary and potentially harmful as they would create unnecessary costs, difficulties and uncertainties that could hamper business and investments.”68 If the EU were to embrace data localization as a solution to Schrems II at home, it would legitimize this practice in other countries as well, likely paving the way for data localization to emerge as a globally accepted norm.

This suggests that the US–EU regulatory conflict over data transfers has been one of the most intractable transatlantic regulatory battles with no permanent resolution seemingly in sight. The EU has remained adamant in protecting European data from invasive US surveillance practices. At the same time, the US has not been prepared to go further in rebalancing privacy and surveillance interests under its domestic laws to alleviate the EU’s concerns. This regulatory battle has not only been a major disruption for US–EU commercial relations but has also complicated both parties’ efforts to influence the data practices of other countries, including those of China. The US is unyielding in condemning the Chinese digital surveillance while defending its own surveillance efforts in the transatlantic context. Similarly, while the EU has objected to the Chinese government’s data localization practices, it insists that it can limit transfer of data outside the EU—whether to the US or, on similar grounds, to China.

Yet even this obstinate battle now seems to be heading toward a resolution. Ever since the US–EU agreement sustaining transatlantic data flows was struck down—not once, but twice—by the European Court, efforts have been underway to negotiate yet another US–EU data transfer agreement that would eventually withstand the Court’s exacting judicial review. The European Commission and the US government have a strong interest in restoring transatlantic data flows that are vital to companies on both sides.69 In March 2022, President Biden and European Commission President von der Leyen issued a joint statement to indicate that the US and the EU had reached a preliminary deal on an EU-US Data Privacy Framework to restore data flows from the EU to the US.70 Shortly thereafter, in October 2022, President Biden signed an Executive Order on Enhancing Safeguards for United States Signals Intelligence Activities.71 The Executive Order mandates that intelligence activities will be conducted “only when necessary to advance a validated intelligence priority and . . . proportionate to that priority.”72 This incorporation of the “necessary” and “proportionate” language from EU jurisprudence can be read as part of an American effort to assure the EU that any intelligence collection by US authorities will be limited and reflective of European values of respect for civil liberties and privacy.73 The Order also sets up a new mechanism for European citizens “to obtain independent and binding review and redress” if they believe their personal information has been handled illegally under US law.74 Their claims will first be heard by a Civil Liberties Protection Officer in the Executive branch, then potentially reviewed by a Data Protection Review Court comprising non–US government judges.75

Now, the ball is back in the EU’s court. The European Commission will draft a decision assessing the new US commitments and send that decision for review to EU member states and the European Data Protection Board.76 While it is still unknown whether the Executive Order will be judged as satisfactory under EU law, the European Commission has struck an optimistic tone, suggesting that the new redress mechanism and the incorporation of the necessity and proportionality language in particular were likely to address the CJEU’s concerns.77 But, unsurprisingly, not all European voices were satisfied. Notably, Max Schrems has already signaled his discontent, pointing out that the redress mechanism “is simply not a court” that complies with the European Charter’s requirement for “judicial redress,”78 and accusing the Commission, once again, of “allowing the continued surveillance of Europeans.”79 Given that “the core issues were not solved,” he predicted that these issues “will be back to the CJEU sooner or later.”80

On the US side, there are also concerns that the deal will remain vulnerable to a legal challenge. Former Senator Patrick Toomey, writing with Ashley Gorski of the ACLU, pointed to a March 2022 Supreme Court decision in FBI v. Fazaga,81 which makes it easier for the US government to invoke the “state secrets privilege” in surveillance cases, thereby making it harder for individuals to pursue surveillance cases against the government. According to Toomey and Gorski, rulings such as this are undercutting the US government’s efforts to show Europeans that it takes privacy seriously.82 In response to Biden’s new executive order, Gorski also wrote that “although the executive order is a step in the right direction, it does not meet basic legal requirements in the EU, leaving EU-US data transfers in jeopardy going forward.”83 Instead, she called for “Congress [to] enact meaningful surveillance reform.”84 Thus, any truce in this battle may hence ultimately be short-lived—yet these developments also show how even multiple setbacks in the midst of deeply held disagreements have not dissuaded the US and the EU from seeking compromise.

Digital Services Taxes Fueling a Transatlantic Trade War

The taxation of tech companies is another domain of transatlantic regulatory disagreement that has contributed to the broader regulatory battle between the US and the EU. The largest US tech companies generate tremendous revenue from their activities in Europe yet pay trivial taxes there. For example, in the financial year 2021, Apple’s sales in Europe exceeded $89 billion.85 These large revenues generated in Europe have been contrasted with the company’s negligible tax payments there. As part of its investigation into the tax arrangement that Apple had struck with Ireland, the European Commission noted in 2016 that Apple paid “an effective corporate tax rate of 1 percent on its European profits in 2003 down to 0.005 percent in 2014.”86 Revelations such as this have become a source of public resentment across Europe over the recent years, and led to efforts to increase these companies’ tax liability, in addition to ensuring that part of this tax is collected by European tax authorities. This resentment has not been limited to Europe, and calls for updating antiquated international tax rules have been mounting across jurisdictions.87

The concern about digital companies not paying enough taxes is two-fold. First, there is a concern that these companies are exploiting various loopholes in different countries’ tax laws and thereby shielding themselves from tax liability altogether. The Commission’s recent investigation into Apple’s tax rate reflects this concern. What explains Apple’s meager tax payments is that the company has taken advantage of the different definitions of tax residence under US and Irish law, creating subsidiaries that reside nowhere for tax purposes.88 This is just one example of how companies can exploit the weaknesses in the current international tax regime in order to diminish their overall tax liability.89 A second concern relates to where digital companies pay their taxes. Here, the EU and individual member state governments have questioned the existing tax laws and agreements, arguing that they fail to fairly allocate revenue across jurisdictions. This has led some European countries to introduce new forms of digital tax to better reach companies’ profits. These efforts to increase American tech companies’ tax liability in Europe have been met with fierce resistance in the US, elevating political tensions between the US and the EU.

This discrepancy between the significant digital presence and the trivial tax contributions of the largest tech firms in Europe has led numerous EU member states to either propose or implement national digital services taxes (DSTs), as discussed in Chapter 3.90 The DSTs are designed to create a link between where digital companies make profit and where they are being taxed. By creating new taxing rights to the market jurisdiction where digital companies have substantial economic presence, the DSTs challenge the fundamental principles of international tax law, according to which only the source country—the place of production—or the country of residence have the taxing authority.91 The DSTs depart from existing international tax norms by granting new taxing rights to market jurisdictions, thereby bringing many US tech companies under the EU member states’ taxing authority. France was the first EU member state to implement a DST in 2019, followed soon thereafter by several others.92 The European Commission, in seeking a more harmonized European approach, had previously sought to implement an EU-wide tax reform in March 2018, proposing a DST and a digital profits tax.93 Since then, however, as France and other states moved ahead with their DSTs, the Commission refocused its efforts in this domain, and proposed instead a new EU-level digital levy.94 The proposed digital levy differs from the DSTs in that it was designed to be a sales tax on all firms that sell goods and services online in the EU whose annual turnover exceeds €50 million.95 However, the Commission agreed to put on hold its preparations for a digital levy in July 2021 to focus on efforts to find a compromise in concurrent OECD negotiations on international tax reform.96

The EU member state governments justify their DSTs by emphasizing how the traditional permanent establishment-driven taxing authority is outdated and ill-suited for the globalized and digitalized world.97 Today, users of digital services provide value to digital companies, for example, by disclosing their personal data that is then deployed by these companies in targeted advertising. Tax scholars have also advanced various conceptual arguments that recast the conventional thinking of how value is created in today’s digital economy, and how taxing rights ought to be reallocated as a result.98 Yet the US has insisted that digital companies should not be treated differently from other companies for tax purposes. The US government has rejected the rationales offered by the EU and its member state governments, describing the DSTs instead as protectionist, and accusing the European governments for unfairly targeting large American tech companies. The US government position echoes the views of the critics who have called the EU’s focus on digital users’ value creation as “conceptually bold and fiscally convenient.”99 These disagreements fueled transatlantic tensions and set the stage for a major horizontal battle.

How the US–EU Conflict Over DSTs Brought Parties to the Brink of a Trade War

The US has consistently opposed the European DSTs at the EU and member state levels. The US government views these measures as discriminatory, alleging that they largely target American companies. Steven Mnuchin, US Treasury Secretary in 2017–2021, criticized the EU’s proposed 2018 DST initiative as “unfair,” arguing that there “should not be a two-tiered system where internet companies are taxed under a different standard.”100 Other commentators have similarly disparaged the DSTs as unfairly targeting “nearly exclusively” American firms, attributing the European taxes to “the short-term goal of grabbing revenue and the long-term goal of disadvantaging U.S. tech firms.”101 This commentary typically suggests that a European protectionist intent is baked into the DSTs by applying high revenue thresholds that catch mainly large US tech firms, and by excluding certain revenue categories that are often earned by European firms, including subscription fees charged by firms such as the Swedish streaming company Spotify.102

These concerns led the US to threaten the EU countries with trade sanctions. As the first EU country implementing a domestic DST, France was also the first target of the US ire. Former President Trump decried the French tax, stating, “France just put a digital tax on our great American technology companies. If anybody taxes them, it should be their home Country, the USA. We will announce a substantial reciprocal action on Macron’s foolishness shortly,” before adding to his tweet that he had always thought that American wine is better than French wine.103 The US response was not confined to Twitter. The Office of the United States Trade Representative (USTR) announced a formal investigation into France’s DST in July 2019.104 Under Section 301 of the 1974 Trade Act, the US is entitled to restrict foreign imports if the USTR concludes that certain policy or practice is unreasonable or discriminatory and burdens or restricts US commerce. Following the investigation in July 2019, the USTR concluded that the French DST was discriminatory in that it deliberately targets Google, Apple, Facebook, and Amazon while excluding digital services in domains where French companies are more successful.105 The US also announced a 25 percent tariff on certain French-origin luxury products. The US, however, suspended the tariff in January 2021 pending the result of the USTR’s investigation into DSTs in other European countries.106

The USTR opened additional Section 301 investigations in June 2020. In announcing the investigations, then US Trade Representative Robert Lighthizer noted that “President Trump is concerned that many of our trading partners are adopting tax schemes designed to unfairly target our companies. We are prepared to take all appropriate action to defend our businesses and workers against any such discrimination.”107 In June 2021, the USTR concluded its year-long investigations and found that the digital services taxes imposed by Austria, Spain, Italy, and the United Kingdom discriminated against US companies and were inconsistent with international tax principles.108 For example, the USTR found that Italy’s DST discriminates against US digital companies in terms of the services it covers and the revenue thresholds it applies. The tax also violated principles of international taxation due to its extraterritorial nature and its application to revenue rather than income as the basis of tax liability.109 The USTR further found that Italy’s DST “burdens or restricts U.S. commerce.”110 After its findings, the USTR announced 25 percent tariffs on over $2 billion worth of imports from these designated countries, while suspending the tariffs for up to 180 days in order to complete the negotiations at the OECD level.111

It is not perhaps surprising that the US responded to the DSTs with retaliatory trade measures. In today’s economic and political environment, trade wars and protectionism have become common. Some tax scholars and trade experts have also argued, rather convincingly, that some elements of the DSTs are rightly seen as discriminatory, justifying US retaliation.112 These elements include carve-outs of specific revenue categories that have the effect of shielding European companies from the scope of the DST. At the same time, other tax scholars in the US have argued that “the claim that DSTs represent discrimination against U.S. Tech giants is baseless, even ironic.”113 These scholars argue, also convincingly, that there is nothing discriminatory when France treats digital advertising and traditional advertising differently when the very goal of the DST is to reach revenue not tied to the physical presence of a company.114 They also point to various DSTs that have been implemented or proposed at the subnational level in the US, such as Maryland’s Digital Advertising Tax or the Data Mining Tax in New York. The existence of subnational DSTs in the US undermines the US government’s argument that market jurisdictions should not be taxing digital revenue. In light of these different views, no consensus exists on whether the DSTs are protectionist and retaliatory tariffs justified. But few would argue that unilateral DSTs and a resulting trade war present the best path forward. Consequently, despite the escalation of the transatlantic conflict, both parties have strong economic incentives to continue to alleviate tensions and back off from the brink of a trade war—a dynamic that stands in stark contrast to the US–China trade and tech war where, despite the costliness of that war, neither party has shown willingness to back down or seek negotiated compromise.

Toward a Truce by Way of a Global Tax Deal

Throughout the time when the European governments were implementing their DSTs and the USTR was pursuing investigations into those DSTs, multilateral negotiations at the OECD level attempted to find a consensus on a global tax reform. While the tech sector was never the sole focus of the global tax reform, identifying solutions to the tax challenges arising from the digitalization of the economy has been one of reform priorities. However, as the progress within the OECD was slow until recently, EU member states began to announce their own DSTs as a temporary measure until an agreement was reached at the OECD level.115 The US had consistently opposed countries passing their own domestic digital taxes, but supported the OECD-led global tax reform.116 In a letter to José Ángel Gurría, the OECD Secretary-General at the time, former US Treasury Secretary Mnuchin affirmed the US’s support for the OECD-level discussions while registering the US’s firm opposition to DSTs because of their discriminatory impact on US-based businesses and their inconsistency with the architecture of existing international tax rules.117 US tech companies have also favored a multilateral tax reform. For example, Meta’s CEO Mark Zuckerberg said he welcomed OECD efforts, even though it would increase his company’s overall tax bill, because it would create a “stable and reliable system going forward.”118

The EU’s unilateral DSTs added to the urgency of finding a solution within the OECD. Even the US government recognized that the alternative to the OECD deal was a persistent threat of unilateral tax measures and “a world that threatens chaos.”119 While some progress was made during the negotiations, continuing US–EU disagreements and tensions kept a final deal at bay throughout the Trump presidency. The Biden administration provided a critical push toward concluding OECD negotiations by unveiling a set of compromise proposals in April 2021. Under these proposals, large tech companies and other big corporations would need to pay taxes based on the sales they generate in each country, regardless of where they are based. In addition, the US proposals advocated a global tax floor at the level of 21 percent.120 José Ángel Gurría, the OECD Secretary General at the time, called the US proposals a “once in a lifetime opportunity to achieve a complete overhaul of the international tax system, to both provide more tax certainty for businesses, as well as ensure everyone pays their fair share of taxes.”121 European leaders concurred, with Bruno Le Maire, French Minister of Economy and Finance, noting how an agreement was now within reach “especially now that the United States have confirmed they are dropping the safe harbor principle,”122 a provision critics viewed as allowing some multinational companies to opt out of global digital tax rules.

Following this breakthrough in negotiations, the OECD announced in October 2021 that 136 countries had finally reached an agreement on global tax reform, and committed to implementing it by the end of 2023.123 The agreement has two pillars. Under Pillar One of the Agreement, a portion of any multinational company’s profits will be allocated to market countries even if the company does not have a physical presence there. These companies will pay corporate tax under the existing international tax rules on profits up to a certain threshold, while the income exceeding that threshold will be divided between countries where the company’s users and customers are located.124 Pillar One is not limited to digital companies but applies generally to firms that meet specified revenue thresholds.125 The final compromise in this respect reflects the US position, which had always been that the digital economy should not be treated separately from the rest of the economy. Yet it also reflects the EU’s demand that market jurisdictions gain a taxing authority in recognition of the value created in those jurisdictions. In addition to these reforms, Pillar Two of the Agreement introduces a global minimal corporate tax rate of 15 percent for companies that meet stated revenue thresholds, which is designed to mitigate harmful tax competition, level the playing field, and thus promote fair competition.126

After the OECD deal was reached, the US agreed not to impose the punitive tariffs it had announced, and temporarily suspended, against European countries in June 2021.127 In addition, France, Italy, Spain, Austria, and the UK agreed to repeal their domestic DSTs once Pillar One of the OECD reform is implemented. If a new global tax regime is in force by the end of 2023, these European countries will credit the companies any taxes collected in excess of what the companies would pay under the global tax deal during the transition period.128 The OECD deal was heralded as a rare and precious victory for US–EU relations and international economic relations more broadly. Should the deal be implemented as planned, it would convert this obstinate US–EU horizontal battle into one of the rare victories for international cooperation in today’s conflict-ridden world. However, critical voices warn that it remains unclear whether the US Congress will actually be able to pass the legislation required to implement the OECD deal domestically.129 Recently, the EU has indicated that it will resume the preparations for a digital levy if the implementation of the OECD deal fails.130 This leaves some uncertainty as to whether this landmark agreement, in the end, provides a permanent victory and a lasting truce to US–EU relations or merely a fleeting moment of reconciliation and optimism.

The EU’s Antitrust Policy and the US’s Allegations of Digital Protectionism

Antitrust law has been another major battlefield for transatlantic digital policy, illuminating meaningful US–EU regulatory differences and causing resentment on both sides. The reason for the friction is that the battle lines in antitrust regulation have been highly asymmetrical: US companies dominate the European market across almost all aspects of digital services while European regulators repeatedly challenge these companies’ alleged abuse of their dominant position. While EU regulators lament US tech companies’ anticompetitive behavior that distorts the EU market and harms European consumers, American firms and the US government lament the European stringent antitrust enforcement that, according to their view, is protectionist in its deliberate targeting of innovative US tech companies that outcompete their weaker European rivals.

The EU has earned a reputation, quite deservingly, as the most aggressive antitrust enforcer in the world. Many of the EU’s high-profile antitrust cases today are further targeting the tech industry or, as many US commentators would point out, the American tech industry. It is telling that, as of this writing, the European Commission is simultaneously challenging the business practices of Google, Apple, and Meta. The EU is concerned about the way Google collects user data and favors its own online display advertising tech services,131 how Apple imposes the mandatory use of its own in-app purchase mechanism on App developers,132 and how Meta uses the data it gathers from advertisers to compete against them in the market of classified ads.133 The EU similarly alleged that Amazon was misappropriating the data it gathers of third-party sellers to compete against them on the marketplace it both operates and participates in—a case that Amazon settled in 2022.134 In addition to these EU-level antitrust probes, several EU member states are in parallel leveraging their national antitrust laws to investigate these tech giants, adding to the regulatory challenges US tech companies face across Europe.135

The EU and its member states also have a track record of successfully completing their antitrust investigations and imposing significant remedies against US tech companies in the recent past. The European Commission has fined Google three times, resulting in almost $10 billion in fines across those three cases. In 2019, the Commission fined Google $1.7 billion in a case involving the company’s AdSense online advertising program.136 That fine came on the heels of a $5 billion fine in 2018, this time targeting Google’s operating system Android.137 At that time, the Commission had already fined Google $2.3 billion in 2017, after concluding that Google had engaged in self-preferencing by favoring its own comparison shopping service to the detriment of its rivals.138 While Google has recently been the Commission’s primary target, there have been others, including an adverse antitrust decision against Qualcomm in 2018.139 These cases are also not a new phenomenon. They build on a series of earlier high-profile antitrust decisions against leading US tech firms—including Intel,140 Microsoft,141 and General Electric142—over the past two decades. A few large EU member states have further added to this Commission’s enforcement record, most prominently with Italy fining Amazon $1.2 billion in 2021.143

While most of the EU antitrust cases have consisted of allegations of the abuse of a dominant position, the EU has also wielded its antitrust powers to control anticompetitive state aid granted to companies. State aid refers to a selective advantage, such as tax benefit, which a member state government gives to a company, and which may provide the recipient company with an unfair competitive edge over its commercial rivals. Such aid can be considered a violation of EU antitrust law as it can distort the level playing field and fair competition on the marketplace. The Commission’s most significant and controversial state aid case to date also had a US target, namely Apple.144 In its 2016 decision, briefly mentioned earlier, the Commission ordered Ireland to reclaim $15 billion in unpaid tax revenue from Apple.145 According to the Commission, Apple had benefited from an “unfair advantage” over its competitors by relying on a tax ruling issued by Irish tax authorities back in 1991, and paying a conspicuously low tax rate, which distorted competition. In 2020, the EU’s General Court issued a judgment overturning the Commission decision,146 which the Commission is now appealing to the CJEU,147 demonstrating its resolve to carry on the regulatory battle it initiated against the company.

Yet the EU wants more. Frustrated by its ability to unlock competition with one enforcement case at the time, the Commission sought new enforcement powers through a Digital Markets Act (DMA), which it gained in 2022 when the European Parliament and the Council adopted the regulation.148 The DMA targets so-called digital gatekeepers, which are the largest digital platforms that have the greatest ability to influence market competition. Given the high revenue thresholds associated with the designation of a company as a gatekeeper, the regulation will mainly apply to the largest US tech companies, including Amazon, Apple, Google, Meta, and Microsoft. The DMA will vest the EU with the authority to regulate the business conduct of these gatekeepers ex ante, prohibiting them from engaging in certain business practices—such as self-preferencing—while at the same time demanding them to engage in other practices—such as ensuring interoperability of their technologies with those developed by their rivals.149 Most importantly, under the DMA, the Commission does not need to marshal evidence to show that any such practice harms consumers, as such specified practices are presumed illegal and hence prohibited.

The EU’s antitrust enforcement record against the leading tech companies would seem ambitious even standing on its own. But it seems all the more startling when contrasted with the enforcement record of US antitrust agencies. The US antitrust policy for the past half a century or so—ever since the influential Chicago school entrenched pro-market ideas into US antitrust policy in the 1970s—has been shaped by the US’s market-driven instincts. US antitrust enforcers have refrained from challenging these powerful tech companies even when these firms’ market position and conduct in the US have resembled those repeatedly challenged by their European counterparts. What has caused perhaps the greatest resentment is that the European regulatory choices have spilled over to the US, shaping the business practices of American companies and imposing costs on them. US regulators have largely watched from the sidelines when the EU has taken the lead and pursued antitrust enforcement against these American companies, directly undermining the laissez-faire policy that these companies were enjoying on their home market. This way, the European rights-driven regulatory model has often prevailed over the American market-driven model, as the US government’s deliberate decision to forgo antitrust enforcement has repeatedly been offset by decisive regulatory action in the EU.

The US View That EU Antitrust Policy Is Protectionist

The primary concern of the US government and the business community is that the EU’s mounting antitrust investigations of American tech companies are motivated by protectionism, making them both harmful and unfair. Critical voices in the US trace the EU’s antitrust investigations targeting of the most successful American tech companies to Europe’s desperate, envy-driven attempt to offset the US companies’ technological edge by tilting the market in favor of their weaker European rivals.150 Apple’s lawyer, for example, has accused the Commission of choosing Apple as a “convenient target for an EU antitrust chief driven by headlines.”151 The political leadership in the US has advanced similar arguments. In 2015, President Obama described the EU’s competition investigations into Google and Facebook as reflecting European service providers’ inability to compete with their US counterparts. He stated, “We have owned the internet. Our companies have created it, expanded it, perfected it in ways that they can’t compete,” further alleging that EU investigations were motivated by the EU’s need to “carve out some of their commercial interests.”152 In 2016, the US Treasury Department issued a White Paper in which it rebuked the Commission’s state aid investigations, including the one targeting Apple’s tax payments to Ireland.153 In 2018, President Trump reacted to the $5 billion EU competition fine on Google by complaining how “American businesses were at a disadvantage in Europe”154 and how “[Europeans] truly have taken advantage of the U.S., but not for long!”155

Recently, American concerns about the EU’s antitrust protectionism have centered on the DMA in particular as the regulation is seen as narrowly targeting only the largest US tech firms that the DMA designates as digital gatekeepers. For example, in a June 2021 letter, the staff of the US National Security Council wrote to the staff of the EU diplomatic delegation, conveying their concern that some members of the European Parliament sought to specifically target the five biggest American tech companies with the DMA, and that the Commission was not interested in engaging with the US “in good faith.” The letter further warned that “such policies will also hinder our ability to work together to harmonize our regulatory systems.”156 The US Commerce Secretary, Gina Raimondo, has also acknowledged that “we have a great many concerns of the DMA. I hear [this] from the tech industry all the time.” Despite these concerns, she has also called for a dialogue and respect for the European legal system and values given that “there’s fundamentally so much more about which we agree than disagree.”157 Some members of the US Congress similarly expressed concern about the EU’s “digital sovereignty campaign” and the DMA’s adverse effect on US companies in a letter addressed to President Biden in June 2021.158 The DMA also became a target of relentless lobbying by the US tech companies which, however, accomplished little in terms of reining in the EU’s regulatory ambitions.159 The final text of the DMA, adopted in 2022, was hailed as transformative by EU institutions yet strongly criticized by digital gatekeepers, including Apple and Google.160

Other US legislators and business leaders have pointed out that the EU’s antitrust protectionism is consistent with the European broader digital agenda that rests on its pursuit of digital sovereignty and is marked by anti-American bias. Commenting on the EU’s $5 billion antitrust fine imposed on Google, Republican Senator Orrin Hatch tweeted in 2018: “The EU has a history of engaging in regulatory, tax & competition actions & proposals that disproportionately hit U.S. tech companies. This decision calls into question whether these actions are anything more than a series of discriminatory revenue grabs.”161 Head of the US Chamber of Commerce, Myron Brilliant, echoed this sentiment, noting how “unfortunately, some EU officials seem to think the best way to boost the fortunes of European tech firms is by discriminating against their U.S. competitors.”162 Nick Clegg, Meta’s head of global affairs, commented on the proposed Digital Services Act in October 2020, warning the EU that “a shift toward digital protectionism would be self-defeating. Far from putting Europe at the cutting edge, it could accelerate the splintering of the internet, leaving Europe a bystander as US and Chinese companies dominate,”163 while reminding the EU that its “mission is to tear down walls, not to build new ones.”164 This commentary captures the prevailing sentiment among the US political leadership and the business community, which assumes that the EU’s antitrust policy is part of the broader European regulatory agenda that is guided by digital protectionism and displays a distinct anti-American bias. This sentiment has deepened the broader US–EU regulatory conflict, fueling resentment and mistrust between the parties while complicating the pursuit of a joint transatlantic digital policy agenda.

Is the EU Engaged in Antitrust Protectionism?

Whether the EU is engaged in antitrust protectionism or broader techno-nationalism can be difficult to verify. As discussed earlier in Chapter 3, the EU’s antitrust enforcement reflects its concern about consumer welfare and the “fairness” of the marketplace. Yet there is admittedly a fine line between the protection of the consumer interest and protectionism, and the true motivations of regulators are at times hard to detect. It is undeniable that US tech companies have been a frequent target of EU competition enforcement. And it is, indeed, politically less costly for the EU to wield its antitrust laws against leading tech companies when those companies are not European. At the same time, it is not evident that the EU is targeting these companies because of their nationality as opposed to their sheer market dominance and alleged abusive practices.165 There is no European search engine that the Commission is seeking to protect when challenging Google’s practices. Also, the original complaint behind the enforcement actions against Google came from another US company, Microsoft, and not from a European competitor.166 Many other EU antitrust challenges against US tech firms similarly have other US firms as primary complainants or beneficiaries. Epic Games, a US-based video game and software developer, complained to the Commission about Apple, and would be one of the main beneficiaries of an adverse EU decision in its pending antitrust case against Apple.167 Yelp has been a frequent critic of Google, urging the EU to challenge Google’s anticompetitive practices.168 Similarly, the EU’s antitrust ruling against Intel originated from a complaint by the company’s US rival, AMD.169 A closer look at the European antitrust battles thus reveals that they often have US companies on both sides of the dispute, making it harder to sustain a claim that these battles reflect simply an anti-American bias.170

Recent empirical research into EU merger control suggests that the EU is not challenging acquisitions of European companies by foreign parties more vigorously, or adopting a more lenient approach vis-à-vis European companies seeking to merge, as those accusing the EU of protectionism might assume.171 This study, which examined the entire universe of over 5,000 mergers notified to the Commission between 1990 and 2014, reveals no evidence that the Commission has systematically used its authority to protectionist ends. If anything, the results indicate that the Commission is less likely to challenge transactions involving foreign acquirers, and more likely to challenge acquisition attempts by European companies. This suggests that the Commission is not seeking to build European champions or protect EU firms from being acquired by foreign companies through its merger review powers, thereby casting doubt on the narrative of European antitrust protectionism. Nevertheless, it remains uncertain if these findings can be extended into other areas of EU antitrust policy, including the Commission’s state aid decisions or its investigations into the behavior of dominant companies. Those areas of enforcement are harder to test empirically as every disbursement of state aid or the total number of the unilateral conduct cases, including those cases that the Commission does not pursue, are not known. However, it is the very same institution within the Commission—the Directorate General for Competition—that engages in investigations across mergers, abuse of dominance, cartels, and state aid cases alike. If protectionism were indeed permeating into other areas of EU antitrust policy, there would need to be some reason why the Commission would rein in its protectionist tendencies in the merger area while engaging in biased enforcement elsewhere—and it is not obvious what such a reason would be.

Even if the EU’s antitrust enforcement record to date may not reflect protectionism, it is noticeable that the tone of the conversation today across the EU is changing.172 This change in rhetoric can be traced to the Commission’s 2019 decision prohibiting the proposed Siemens/Alstom merger.173 The acquisition would have combined German and French industrial giants and created a European high-speed rail champion. The critics of the Commission decision decried it as a lost opportunity to boost European companies facing competition from their bigger Chinese rival, China Railway Rolling Stock Corporation.174 The Commission stood firm, reminding the critics that “we are not supposed to be political,” but rather “loyal to our mandate” to protect European consumers from higher prices.175 This prohibition decision triggered heavy criticism of the absence of industrial policy guiding the EU’s antitrust policy, coupled with mounting calls to change that policy orientation. Aggrieved by the Siemens/Alstom decision, France and Germany published a “Franco-German Manifesto for a European industrial policy fit for the 21st Century” in February 2019.176 The Manifesto advocated for several reforms designed to revitalize European industrial strategy and make it “fit for tough global competition.” Among them, it called for a political oversight of EU merger control in an effort to inject industrial policy considerations into merger decisions. This would allow the Council consisting of member state governments to override the Commission merger decisions in certain instances, paving the way for the creation of European champions. France and Germany, joined by Poland, have since softened this demand of a political veto over merger review in a subsequent manifesto, yet continue to insist that member states should be able to “provide input” into the Commission’s merger decisions in light of international competitiveness considerations.177

The Franco-German Manifesto and the criticism of the Alstrom/Siemens decision can be viewed as blunt endorsements of European protectionism and techno-nationalism. The EU’s recent quest for digital sovereignty is also moving the EU toward more actively managed industrial policy, which risks crossing the line from protection to protectionism. The techno-nationalist rhetoric across the EU is growing more assertive, with mounting calls toward a proactive industrial policy as a foundation of Europe’s technological sovereignty. Now, the industrial policy is moving from political statements to actual policy initiatives, with the EU announcing new industrial policy projects that extend government support to the development of technologies from semiconductors to batteries and from artificial intelligence to cloud services. France is among the countries that is more receptive to interventionist economic policy. It is now advocating this dirigisme with renewed vigor, with President Macron noting how “the battle we’re fighting is one of sovereignty,” continuing that, “If we don’t build our own champions in all new areas . . . our choices . . . will be dictated by others.”178

Yet politicized merger control or other protectionist antitrust reforms do not have a uniform backing across Europe.179 Several prominent voices in Brussels are pushing back against the idea of digital protectionism. Margrethe Vestager, the Commission’s Executive Vice-President responsible for Europe’s digital transformation, has denied that the EU tech policy was motivated by anti-American bias, repeatedly emphasizing that “the [DMA] is not directed toward certain businesses or toward certain nationalities of businesses.”180 Some key European legislators have conceded that the DMA is narrowly targeting large US tech companies but that the EU is doing so for entirely legitimate, not protectionist, reasons. Andreas Schwab, an influential member of European Parliament in charge of steering the DMA through the legislative process, kept arguing that the DMA should indeed focus on the top five tech companies—Amazon, Apple, Google, Meta, and Microsoft—which according to Schwab were the “biggest problems” for competition, adding that there is no need to “include a European gatekeeper just to please [US President Joe] Biden.”181 Other European legislators concede that the DMA is targeting US companies yet remain uneasy on whether that constitutes good policy. For example, Dita Charanzovà, Vice President of the European Parliament, commented on the then-pending Digital Services Act and DMA legislation, noting that “we must state the truth: these proposals target US companies.”182 Charanzovà also warned against the EU following China’s path and “turning Europe’s internet to a walled garden,” urging for close transatlantic cooperation in digital regulation instead.183

Although these statements reveal there is no uniform European view on how to balance the EU’s commitment to openness with its need for greater digital sovereignty, the general political environment today is nevertheless conducive to a more nationalist economic policy orientation in Europe. The combination of populist governments in several EU member states, China’s growing economic heft and assertiveness, the removal of the UK’s free-market voice from the EU legislative process following Brexit, and the heightened sense of insecurity in a volatile geopolitical environment may have a cascading effect that will pave the way toward a new economic settlement between the state and the markets, ushering in some industrial policy–driven reforms in the process. Protectionism is also becoming increasingly common across the world, as reflected in more nativist policy orientation in China and the US alike, and discussed in more detail in Chapter 5. Consequently, several European leaders are now calling for the EU to rethink and adjust its policies to better navigate the increasingly unpredictable and hostile world, or else be left dependent on the policy choices made by others. This view emphasizes that the EU would be naïve to forgo defending its national interest in today’s closed world dominated by protectionist strategies of other leading economies.184 Thus, the EU knows that it is making choices about its antitrust policy and the broader digital agenda in a world that is turning inward, with concerns for technological sovereignty increasingly prevailing over concerns for economic openness.

Toward Transatlantic Rapprochement in Digital Policy

As the many disagreements between the US and EU highlighted in this chapter reveal, the American market-driven regulatory model and the European rights-driven regulatory model frequently clash, fueling transatlantic conflicts over digital regulation. The vertical and horizontal battles over data privacy, digital taxation, and antitrust are particularly prevalent examples of these conflicts, yet one could also point to others, including a disagreement over content moderation. Europeans remain concerned about the ways US tech companies are shaping the European public discourse, often for worse, by allowing hate speech and disinformation to run rampant on their platforms. As a result, the EU has adopted regulations aimed at restricting illegal and harmful content online. In response, the US has expressed concern that the EU’s regulatory efforts risk replacing undesirable content with even more undesirable censorship. This particular battle illustrates how the American regulatory model is focused more narrowly on protecting one fundamental right—that of free speech—while the European rights-driven model seeks to balance the freedom of expression with various other fundamental rights, such as human dignity.

However, the transatlantic divide in digital policy might be gradually closing. Two developments are paving the way for this new era of potential rapprochement. First, the domestic conversation in the US is becoming more critical of the tech industry. The US may therefore be moving closer to the European rights-driven regulatory model, mitigating frictions or perhaps even allowing for greater regulatory alignment. Second, the US and the EU increasingly share a concern that China’s digital authoritarian overtures threaten the US and EU’s shared commitment to liberal democracy, individual freedom and a global, open internet. This mutual concern about the rise of digital authoritarianism may further pave the way for transatlantic alignment and cooperation.

There is an ongoing shift taking place in the American public conversation about the role of tech companies in shaping the digital economy and digital society, as was acknowledged in Chapter 1. Following repeated scandals—be it Cambridge Analytica, the January 6 US Capitol riots, or Facebook whistleblower Frances Haugen’s revelations on the platform’s inner workings—the American public is now turning against the tech industry as these scandals are becoming too hard to ignore.185 Scholars, journalists, policy advocates, small businesses, and more recently, the legislators and the Executive branch in the US are also raising concerns about the unmitigated power of the biggest tech companies. Fewer voices today believe that self-regulation by tech companies themselves is sufficient, which has led to calls for the government to step in—resembling the ways that the European legislators and regulators have stepped in for several years already. This shift is potentially paving the way for greater regulatory alignment with the EU. In particular, it may influence the US’s approach toward antitrust and privacy regulation, mitigating the ongoing battles discussed in this chapter.

There are even signs that some future battles over digital policy may be averted in this new policy environment. For example, the US seems to be moving toward greater acknowledgment of the EU’s concerns regarding the regulation of AI. When the European Commission published its White Paper on AI in 2020, the White House expressed its concern that overregulation may lead Western nations to fall behind the rest of the world in the AI race, making it harder to counter authoritarian uses of AI.186 However, the tone changed soon thereafter. When the European Commission published its draft AI Regulation in April 2021, President Biden’s national security advisor Jake Sullivan praised the EU’s Regulation on Twitter, conveying how the US “will work with our friends and allies to foster trustworthy AI that reflects our shared values and commitment to protecting the rights and dignity of all our citizens.”187

More skeptical voices are likely to caution the optimists by pointing out that the new policy rhetoric may never translate into concrete legislative or executive action in the US. The global tax deal may still unravel in Congress. And even though there may be a (rare) bipartisan consensus between the Democrats and Republicans that tech companies need to be regulated, there is little agreement on how that ought to be done. The bipartisan anti-tech crusade may therefore never amount to a genuine shift in US policy, maintaining the US–EU regulatory differences in place. There is also grave uncertainty as to whether US courts will buy into the new “antitrust revolution” or whether the revived agency action targeting tech companies will end up faltering in courts that remain guided by the Chicago school orthodoxy and entrenched techno-libertarian ideals. Yet even if no significant regulatory alignment will occur in practice, there is reason to think that the US’s criticism of the EU’s digital policy will be toned down given its own attempts to reevaluate the market-driven foundations of the American regulatory model.188

To institutionalize their commitment to closer cooperation, the US and the EU established a Trade and Technology Council (TTC) in June 2021.189 The purpose of the TTC is both to mitigate the US–EU horizontal regulatory conflict and to strengthen the Transatlantic alliance to jointly counter China’s market-distortive policies and the use of technology toward illiberal ends. The TTC addresses a host of trade and technology issues of mutual concern, including cooperation in technology standards; supply chain resilience; data security, data governance, and cyber security; as well as foreign investment screening and export controls. The US’s support for closer transatlantic cooperation was summarized by US national security advisor Jake Sullivan, who remarked, “With Europe, we can no longer let sibling rivalries turn into a larger family feud. That’s why we’re proud to partner with our European allies in a new U.S.-EU Trade and Technology Council.”190 Commissioner Vestager struck a similar tone, emphasizing the EU’s and US’s “common democratic values” and praising the TTC as “a great step for our renewed partnership” that allows the US and the EU to translate their shared values into “tangible action on both sides of the Atlantic.”191

What gives perhaps an even greater impetus for bridging the remaining transatlantic differences is the EU’s and US’s shared concern about the growing influence of China and the diffusion of the digital authoritarian values that it espouses—including the impact of that rise and those values to the future of liberal democracy. The TTC’s founding document does not explicitly single out China, yet its agenda is informed by a shared understanding that China’s technological advancement poses a strategic threat that calls for a coordinated transatlantic response.192 The Joint Statement issued by the US and the EU following their inaugural TTC meeting in September 2021 emphasizes, for example, the parties’ shared commitment to developing AI technologies that “respect universal human rights and shared democratic values.”193 Similarly, the US and the EU reaffirm their commitment to maintaining foreign investment screening mechanisms to address “risks to national security.” Without mentioning Chinese tech company Huawei’s role in building 5G infrastructure, the statement embodies a shared concern that China is actively acquiring strategic tech infrastructures and other assets around the world.

The US has been particularly vocal about the need to counter China, and views the TTC as an important instrument to harness the EU’s cooperation in that endeavor.194 The US government has emphasized that the TTC “will focus on aligning our approaches in trade and technology so that democracies and not anyone else, not China or other autocracies, are writing the rules for trade and technology for the 21st century.”195 European leaders, however, have until recently been more cautious. They have been careful not to flame tensions with China, emphasizing that the TTC “is not aimed at any single country,”196 while underscoring how the EU and the US “have common democratic values,” which allows them to “work for a human centered digitization and open and competitive markets.”197 This different approach stems from the deeper economic ties that the EU has with China. Focusing on trade in goods, China overtook the US as the EU’s most important trade partner in 2020.198 The EU has tried to navigate the heating US–China tech war by hedging its bets and collaborating with both parties. Germany, in particular, has been careful not to antagonize China given that China is a major destination for its automobile and other industrial exports.199 However, recent geopolitical developments, including China’s refusal to condemn Russia’s invasion of Ukraine and its potential to undermine Western sanctions against Russia, are elevating tensions in EU–China relations and hardening the EU’s stance against China. The EU’s External Action Service is now calling for the EU to recalibrate its relationship with China, describing EU–China relations today as one following the logic of “all-out competition,” both economically and politically.200 This new policy orientation is likely to limit the EU’s engagement with Beijing across most policy areas and thereby move the EU’s China policy closer to that of the US.

For the TTC to be effective, the US and the EU likely need to meet in the middle, with the US acknowledging that the TTC is not just a venue for the transatlantic powers to gang up against China, and the EU granting that the transatlantic digital agenda must also provide a strategic response to China’s increasing assertiveness.201 This kind of compromise is likely needed for the TTC to form a foundation for broader cooperation among techno-democracies, as will be discussed in Chapter 8 in the context of examining China’s efforts to export its state-driven regulatory model, and the US and other democracies’ attempts to counter those efforts. While neither the US nor the EU trusts China—both invoking their “systemic rivalry” with China202—it remains unclear whether the TTC will bridge the transatlantic divisions to the extent that the EU and the US will be able to act as genuine partners that trust one another. Europeans are still struggling to gain trust that “America is back” after the transatlantic relationship reached a low point during the four years of combative and erratic foreign policy under the Trump presidency.203 The recent history of transatlantic cooperation has a mixed record at best, with the negotiations over the Transatlantic Trade and Investment Partnership being abandoned in 2019, and the efforts such as the Transatlantic Economic Council, established in 2007, fading into irrelevance over time.204 The EU remains internally divided on many questions pertaining to technology, as it does on the question of how the EU ought to engage with China. At the same time, as the US is moving closer to the EU’s approach to tech regulation and the EU is growing more assertive on China, it is possible that a joint transatlantic agenda on the digital economy is beginning to emerge around the TTC. This might pave the way for a new era in transatlantic digital policy where the US and the EU are prepared to put aside their mutual regulatory battles in order to focus on the battle that many argue matters the most: the joint battle to defeat digital authoritarian norms embedded in the Chinese state-driven regulatory model and to defend liberal democracy as a foundation of the digital economy.
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The Waning Global Influence of American Techno-Libertarianism

today’s global digital economy rests on a foundation built by the United States and its leading tech companies. For more than two decades, the American market-driven regulatory model enabled large US tech companies’ international expansion. Since the early days of the internet in the 1990s, the US government has maximized opportunities associated with the technological revolution by advocating for an open, unregulated, and private sector–led digital economy—both at home and abroad. Across the Clinton, Bush, and Obama administrations, the US not only championed its values around a free market and free internet domestically, but also proactively exported those values to other countries, emphasizing the importance of those values for economic growth and societal progress everywhere. The US has sought to globalize its market-driven regulatory model most prominently through its promotion of an “internet freedom agenda,” according to which innovation must be free from government regulation or censorship, or else economic and political progress will be compromised.1 This policy agenda has, in practice, meant relying on private power to shape the global digital economy—private power in the form of large US technology companies exerting often unconstrained economic, political, and cultural influence in foreign societies.

This American private power is today seen everywhere. Citizens around the world communicate using US online platforms—they send WhatsApp messages, Google information, share life stories via Facebook, upload and watch YouTube videos, post pictures on Instagram, and comment on world news using Twitter. These US tech companies foster global connections and conversations in ways that most people find beneficial, even essential, for their daily lives. Few individuals would want to go back to the world without these tools that enable humans to interact and share information with each other with remarkable ease. At the same time, digital citizens are increasingly concerned about the vast influence these digital companies wield over their everyday lives. Today, the algorithms of a handful of large US tech companies determine the content that digital citizens everywhere are exposed to online. This way, these American companies shape what people across Africa, Asia, Australia, Europe, and Latin America think, want, and buy. These companies are often more resourceful and powerful than actual states, which allows them to exert penetrating economic, political, and cultural influence, thereby shaping the lives of foreign internet users and foreign societies in profound ways. Despite their multifaceted global influence, the ethos of these US companies is far from global. These companies continue to reflect the “Californian ideology” and the American techno-libertarian instincts, exporting within their products and services the values of the US market-driven regulatory model.

Building on the discussion of the American, Chinese, and European regulatory models in Part I, and the conflicts among those models in Part II, the book now turns to examine these models’ relative global influence. This last part shows how the digital empires have not only engaged in regulatory battles with each other, but also competed for global prominence. By exporting their regulatory models, the US, China, and the EU are each seeking to expand their respective spheres of influence, thus attempting to shift the rest of the world closer to the norms and values inherent in their market-driven, state-driven, and rights-driven models. In reaching across all continents, these chapters show how each digital empire relies on different forms of influence, with the US leveraging its private power; China, its infrastructure power; and the EU, its regulatory power.

This last part begins by first looking closely at the global influence of the American market-driven regulatory model. This chapter documents the rise and fall of the American digital empire and its regulatory model as the lodestar for the global digital order. Revealing the early success of the US government’s internet freedom agenda in promoting US tech companies’ private power abroad, it highlights how these leading tech companies have come to influence foreign societies in a myriad of ways. The chapter also looks at the way the US government has facilitated its tech companies’ global presence and often-unconstrained influence by promoting its internet freedom agenda abroad as part of US foreign policy. As this chapter explains, the internet freedom agenda has focused on exporting two core principles: a commercial nonregulation principle and anti-censorship principle.2 Since the Clinton presidency, the US government has sought to globalize both principles through extensive diplomatic efforts. These efforts have in most instances been supported by US tech companies that benefit from an unregulated and uncensored global internet, leaving them free to shape the global digital marketplace toward their interests and values. But this accumulation of power among US tech companies has also raised significant concerns among foreign governments. This chapter details these concerns, highlighting the criticism that has recently been leveled at US tech companies’ global power, and the US government’s efforts to enable and entrench that power. It also shows how, in recent years, a growing backlash against US tech companies has eroded the global influence of the American market-driven regulatory model, thus creating space for the European rights-driven model and the Chinese state-driven regulatory model to gain in influence.

A Brief Look at the Rise of US Tech Companies’ Global Influence

The American market-driven regulatory model is externalized primarily through the worldwide presence of its tech companies, which have fueled technological progress and shaped foreign societies economically, politically, and culturally. As there was little to no digital regulation when several of today’s large tech companies were founded in the 1990s and 2000s, these companies were able to grow and accumulate power everywhere, largely unconstrained by governments. As a result, these companies’ private power provided a “private ordering” for the global digital economy.3 In this privatized legal order, tech companies, not governments, largely set the rules of engagement and thus act as institutions of governance. These companies’ business practices, community norms, terms of service, and other forms of self-regulation thus replace the governments as rule-setters. Kate Klonick describes tech companies as “new governors,”4 often exerting more power and influence than actual governments. Ian Bremmer refers to a “technopolar” world, which may more accurately describe today’s world order than traditional references to a state-centric—be it unipolar, bipolar, or multipolar—world order.5 With this kind of power, it is relevant to wonder whether these companies will ultimately prevail over governments—a question that will be addressed in the concluding chapter. Regardless of how that vertical battle between governments and tech companies unfolds, it is undisputed that these companies’ power is real, extensive—and global. It is telling that the four most valuable brands in the world in 2021 were Apple, Amazon, Microsoft, and Google.6 While these companies shape the entire world, they hardly reflect the diversity of the values that characterize their global user base. Instead, these companies all hail from the US, which explains why their global power also reflects many quintessentially American values embedded in the market-driven regulatory model.

Although Meta-owned Facebook is not among those top four companies featuring the highest brand value, the footprint that Facebook has made across the world since it was founded in 2004 powerfully captures the global presence that these US companies have today. Facebook is the most popular social network worldwide, followed by YouTube, WhatsApp, Instagram, and Facebook Messenger.7 Even though the popularity of TikTok is growing, the Chinese-owned social media app still trails behind Facebook in global user numbers.8 Of these leading networks, all but YouTube and TikTok are owned by Meta. Facebook has around two billion active daily users and three billion active monthly users worldwide.9 In 2021, 36 percent of the world’s population had a Facebook account,10 and over 70 percent of daily social media users globally were Facebook users.11 Facebook’s user base is also spread around the globe, India being the company’s number-one market in January 2022 with 417 million users.12 Overall, Southeastern Asia comprises 21 percent of Facebook’s total registered users; Southern Asia, 18 percent; and North America, 13 percent.13 These statistics reveal how the US market constitutes only a fraction of the company’s total user base. However, Facebook’s advertising revenue is still anchored within North America. On a user level, each North American user generated $160 of advertising revenue in 2021 for Facebook, while each European user generated $51, and each Asian user generated $13.14 Thus, even though North America accounts for only 13 percent of Facebook users, the region generates close to 50 percent of Facebook’s revenue.15 The market penetration of Meta-owned messaging and video-calling platform WhatsApp is also relatively greater outside the US. More than 2 billion people in over 180 countries are using WhatsApp.16 India leads in WhatsApp use, recording 488 million users in 2021, followed by Brazil and Indonesia.17 Only 30 percent of American phone users are using WhatsApp,18 whereas 93 percent of Brazilian, 84 percent of Argentinian, and 81 percent of Italian phone users are using the service. These statistics leave in no doubt Meta’s remarkable global reach.

Google is another US tech giant whose worldwide footprint has come to define key aspects of daily life and work for much of the planet’s population. In 2021, Google had over 86 percent of search engine market share worldwide19—a figure that is all the more staggering considering that Google is banned in China, which entails that only internet users in Hong Kong or those who access Google from mainland China using a VPN connection can contribute toward Google’s global market share. In North America, Google had an 89 percent market share in 2021. Its market share is even higher in other regions, including 92 percent in Europe, 93 percent in Asia, and 94 percent in Australia.20 Google’s market share has grown quickly in Asia due to the rapid growth of internet users there.21 This growth has been particularly striking in India, where Google had a 94 percent market share as of July 2022.22 China and Russia form exceptions to Google’s global market dominance: Baidu is the most popular search engine in China; Yandex the most popular in Russia. However, even in Russia—where Google is not banned—Google still accounted for over 45 percent of search engine traffic in 2021.23 Similar to Facebook, Google’s advertising revenue is still today predominantly generated in the US and Europe despite the company’s global user base. However, the relative contribution of the rest of the word to the company’s revenues is likely to increase with the expected growth of incomes in those markets.

Similarly, Apple has built a staggering global presence since it was first founded back in the 1970s. Apple’s revenue, which stood at over $365 billion in 2021—is currently anchored in the United States and Europe, but the company also has a strong and constantly growing presence outside those regions.24 Apple also stands out among US tech giants in its strong presence in the Chinese market. In 2021, 42 percent of Apple’s global revenue originated from North and South America, 24 percent from EMEA (defined as including European countries, India, the Middle East, and Africa), 19 percent from Greater China (including China, Hong Kong, and Taiwan), 8 percent from Japan, and 7 percent from the rest of the Asia Pacific (including Australia).25 Apple’s non-US revenue is rapidly expanding, especially in Asia. Through 2021, Apple’s ten-year average annual revenue growth was 23 percent in the US, 30 percent in Europe, 69 percent in China, 33 percent in Japan, and 34 percent in the rest of Asia.26 The sale of iPhones—Apple’s most valuable product—is also growing faster in Europe and China than in the US. From 2020 to 2021, iPhone sales grew by 15 percent in the US, 50 percent in Europe, and 23 percent in China.27 However, Apple continues to have a modest 13 percent market share of the mobile phone market in Africa as of August 2022, with Korean Samsung and multiple lower-cost China-based phone companies controlling the rest of the market.28 Apple’s recent diversification of offerings, such as AirPods, the Apple Watch, and its services have also contributed to the growth of Apple’s revenue, especially in China. Remarkably, Apple has seen a 243 percent growth in its wearable, home, and accessories revenue, predominately focused in Asia.29

Microsoft’s expansive global presence has the longest history among the US tech giants. Since 2011, Microsoft has generated approximately 50 percent of its annual revenue outside the United States.30 The company’s revenue is divided almost evenly into three streams: cloud systems; personal computing; and productivity, including Office 365, LinkedIn subscriptions, and Microsoft Teams.31 Microsoft’s cloud systems are sold globally, its top three clients being the US-based Verizon, Taiwanese MSI Computer, and South Korean LG electronics.32 Microsoft Teams is heavily used all around the globe. The popularity of the videoconferencing platform soared during the pandemic, with 2.7 billion minutes in meetings being recorded in one day (March 31, 2020) by all Teams users in early days of the pandemic.33 There are 270 million total Teams users, including 145 million daily active users in 181 countries around the world.34 In contrast, Microsoft’s Office365 subscriptions are heavily skewed toward the US and Europe.35

Amazon, despite earning most of its revenue today in the US, is also expanding internationally. Even with the US generating 68 percent of Amazon’s revenue in 2020,36 the e-commerce giant has increased its influence in a number of important foreign markets. In 2018, Amazon’s largest market outside the US was Germany, but since the boom of Amazon Warehouse Services, Amazon’s most important export market today is India.37 In the US, Amazon has 45 percent of market share in the US e-commerce market. Within European countries, Amazon faces tougher competition but remains an important player in some key markets: in the UK, Amazon has 30 percent of the e-commerce market, while in Germany Amazon’s share is 27 percent. In India, Amazon has a market share of 31 percent, trailing Indian e-commerce company Flipkart.38 However, Amazon is growing relatively faster outside the US, which may increase the company’s global footprint in the coming years.39

It is also notable that, despite the staggering growth of the Chinese tech industry over the last decade, the global digital private ordering is still very American at its core. While several Chinese tech giants have grown even larger than their US counterparts, they have not been as significant in shaping the lives of internet users outside China. The reason is that while the US tech companies’ have long focused on developing their global presence, their Chinese equivalents have, until recently, mainly focused on their vast and protected home market. For example, Alibaba dwarfs Amazon in terms of global sales due to the massive size of the Chinese market—according to data published in 2021, Amazon generated $239bn in global sales in 2019 compared to Alibaba’s $765bn40—but only about 7 percent of Alibaba’s total revenue that year came from international business.41 Most of Tencent’s income also comes from mainland China, with international revenues similarly contributing only 7 percent to the company’s total sales in 2020.42 At the time when DiDi submitted its prospectus in preparation for its IPO in New York, only 12 percent of its users were outside China.43 Telecommunications giant Huawei used to generate more international than domestic revenue, but following the crippling effect of the US sanctions over the past years, the company has had to retreat from several overseas markets.44 As a result of this retreat, 65 percent of its revenues came from China in 2021.45 However, Chinese tech companies’ international presence may grow in the coming years. Following the recent, significant regulatory crackdown on the tech industry by the Chinese government and the restrictions imposed by the US government, several Chinese tech companies are now diversifying their business opportunities and investing heavily in overseas expansion—focusing on markets outside of both China and the US.46

The US tech companies, while at times reviled for their excessive market power and extractive data practices, are often admired for their success. There are numerous examples of countries attempting to replicate the success of US tech companies by emulating California’s startup haven, the Silicon Valley. Examples of Silicon Valley replicas include “Silicon Wadi” in Tel-Aviv, Israel; “Silicon Roundabout” in London, UK; “Chilecon Valley” in Santiago, Chile; “Silicon Allee” in Berlin, Germany; “Silicon Lagoon” in Lagos, Nigeria; and “Silicon Savannah” in Nairobi, Kenya. One of the earliest examples is the United Arab Emirates’ “Internet City” in Dubai, which was established around the same time as California’s Silicon Valley. It tried to emulate the US techno-libertarian approach of eliminating taxes and other barriers to growth, leaving the industry largely unregulated.47 As a departure from standard business regulation in the country, foreign companies are also permitted to have 100 percent ownership in their businesses based there. In part for this reason, the Internet City has attracted some of the world’s leading tech companies to Dubai, including Microsoft, Oracle, Dell, Cisco, HP, IBM, Canon, Siemens, Logica, Sony Ericsson, and Compaq. Sheik Mohammed bin Rashid Al Maktoum, Dubai’s ruler and Prime Minister of the UAE, has proudly stated that “Dubai has become the ‘Silicon Valley’ of the Middle East.”48 African governments have also increased their investments in the vibrant tech scene. Kenya’s “Silicon Savannah” was one of the first attempts by Africa to establish itself in the tech field, emerging between 2007 and 2010.49 The Minister of Communications and Digital Economy for Nigeria, Isa Pantami, has further claimed that Ogun, a city in Nigeria, will be the next Silicon Valley of Africa.50 Despite the many efforts to establish these other tech centers around the world, the US’s Silicon Valley remains the largest and most influential ecosystem of digital development in the world today—while also providing an inspiration for governments around the world.

In foreign countries where US tech companies have significant market presence, these companies’ products and services influence internet users’ access to information, professional habits, commercial transactions, the consumption of news, private conversations, and more. This puts US tech companies in a position to influence what these foreign users think and want. In the absence of effective government regulation, these companies—driven by their own commercial interests—have been left free to remake foreign societies and shape foreign internet users’ lives. In the process of exercising their private power, these American tech companies are also extending the values embedded in the US’s regulatory model across continents. US tech companies’ mainly US-based engineers, steeped in American values, write the algorithms and build the products that are driving a profound global change—despite these engineers’ limited understanding of vast cultural and societal differences that exist around the world. This dynamic explains why the private ordering that exists today is global, while at the same time fundamentally American.

During the decades after the internet was first commercialized in the 1990s, US tech companies’ globalization was largely welcomed by foreign governments, which often endorsed the US government’s view of free markets and a free internet as cornerstones of the digital economy. However, in recent years, as these companies’ power and societal influence have grown beyond what any government had been able to imagine, attempts to regulate these companies have grown. A number of countries are now looking for ways to tame these companies’ private power and impose local laws on them, including demanding them to store data locally or adhere to certain cultural, political, or religious norms in moderating content on their platforms. Despite these recent efforts, the largest tech companies’ private power often overwhelms that of the governments who struggle to regulate them. These US tech companies’ continuing influence is further sustained by the popularity of their products and services among the local citizens using them, further entrenching their global private power and complicating any foreign government’s efforts to limit that power.

Understanding this rise of the US tech companies’ private power, and the largely unconstrained globalization of that power, explains why the American market-driven regulatory model has been so influential in shaping the global digital order over the past two decades. However, as discussed later in this chapter, the extent of that private power—and the harmful manifestations of that power—has recently become a growing source of concern among governments around the world, providing a reason for them to now constrain that power. Thus, while the formidable private power vested in the leading US tech companies drove the ascent of the American market-driven regulatory model as the hallmark of digital globalization, that private power is now also paving the way for the global decline of that model.

Globalizing the American Regulatory Model Through the Internet Freedom Agenda

The global expansion of US tech companies benefited from a strong backing of the US government. The US government’s foreign policy agenda—centered around the concept of internet freedom—facilitated the global diffusion of the American market-driven regulatory model and, with that, enabled US tech companies’ ascent to global dominance. While there may not be a single definition of the internet freedom agenda, Jack Goldsmith has reduced it to two core principles that are at the heart of the US’s regulatory model: the commercial nonregulation principle and the anti-censorship principle.51 Since the early days of the internet in the 1990s, the US government has cultivated an enabling domestic regulatory environment, thus contributing to the unhindered growth of its tech companies. It has also sought to export this regulatory environment abroad, paving the way for these companies to take over the world. Yet the internet freedom agenda extends beyond furthering commercial opportunities for US tech companies. It has also been a deeply ideological, value-driven political project, designed to promote democracy, freedom, and other Western values as part of a larger US foreign policy agenda in the post–Cold War era. After the fall of the Berlin Wall and the dissolution of the Soviet Union, the US’s fear was that the promise of a new era of political freedom could be compromised if the countries around the world started building new “virtual walls” to divide the world by censoring the internet and targeting dissidents online. For example, in 2010, Secretary of State Hillary Clinton drew a comparison to the Berlin Wall and Soviet-style restrictions on press freedom, warning that with growing censorship efforts by authoritarian governments, “a new information curtain is descending across much of the world.”52 The US government was determined to prevent that from happening.

Exporting Nonregulation Principle

The 1993–2001 Bill Clinton presidency coincided with the early days of the commercialization of the internet. His administration was keenly aware of the economic opportunity that the internet presented and was eager to seize that opportunity for the benefit of US tech companies. This required that the global internet be allowed to develop without regulatory intervention. The US Congress codified this nonregulation principle in 1996 by adopting the Communications Decency Act, including its famous Section 230 that shields tech companies from liability in terms of the content they host.53 The Executive branch then took on the task of globalizing this principle. It made concerted efforts to shape the global narrative on digital governance, urging foreign governments to follow the US lead and embrace a nonregulatory, market-oriented approach to e-commerce.54

In a 1994 speech at the World Telecommunication Development Conference in Buenos Aires, Vice President Al Gore urged countries around the world to facilitate the creation of a “Global Information Infrastructure” and commit to a market-driven, private sector–led internet governance. Gore argued that this approach would connect the global community, facilitate information sharing and communication, and promote economic growth and democracy around the world.55 In 1997, the Clinton administration released “A Framework for Global Electronic Commerce” (Framework), outlining a new US policy on promoting internet freedom around the world.56 The main architect of the Framework was President Clinton’s Chief Policy Advisor Ira Magaziner, who led the endeavor to globalize the US digital policy, including the nonregulation principle. Magaziner emphasized how “markets maximize individual freedom and individual choice, and competition maximizes the choices that people have. So competition and individual choice should be the watchwords of the new digital economy.”57 He also stressed the importance of the Framework being “global in nature,” and the need for the US to pursue discussions with other countries to ensure that the digital revolution everywhere unfolds in a predictable legal and political environment.58

In the early years of promoting its internet freedom agenda, the US government targeted its closest trading partners and political allies. In the late 1990s and early 2000s, the US was successful in obtaining commitments from several of its allies, who agreed to promote the nonregulatory, market-driven global e-commerce model. In a series of joint declarations and trade agreements between 1997 and 2001, countries such as Australia, Chile, France, Japan, Jordan, the Netherlands, the Philippines, Singapore, and the United Kingdom, as well as the EU and the Asia-Pacific Economic Group all agreed to the principles outlined in the 1997 Framework.59 For example, the Clinton administration secured an agreement in 1998 with Japan, where the two countries agreed to “move forward together, with a market-oriented private sector–led approach to enhance privacy, protect intellectual property, and encourage the free flow of information and commerce on the Internet.”60 According to a US–Japan Joint Statement, “both governments should avoid imposing unnecessary regulations or restrictions on electronic commerce.” The joint statement also emphasized the importance of being able to transfer data freely across borders and stressed that “governments should not impose stronger restrictions on content on the Internet than exist in the real world.”61 In announcing the political agreement with Japan, the White House applauded Japan’s endorsement of the US’s market-driven and tax-free approach to regulating e-commerce, which included Japan taking a “stance against privacy regulations like those favored by the European Union.”62

Already in those early years of the internet’s adoption, the US sensed that the EU was more prone to regulate new technologies and feared that this European regulatory proclivity could compromise the US’s vision of a free, unregulated digital economy. The EU had taken steps to regulate data flows with its 1995 Data Protection Directive, adopted shortly before the US pronounced its Framework.63 In that regulation, the US foresaw potential impediments for digital trade and data flows resulting from conflicting regulatory approaches. Likely in part to fend off further regulation stemming from Europe, the US negotiated and issued separate Joint Statements with the EU and the UK toward the end of the Clinton presidency. In a 2000 US–EU Joint Statement, the US and the EU agreed that “the expansion of electronic commerce will be essentially market-led and driven by private initiative.”64 Both governments also pledged their support “for the development, preferably on a global basis, of self-regulatory codes of conduct and technologies to gain consumer confidence in electronic commerce.” This mutual commitment to market-driven governance of e-commerce was echoed in the 1999 US–UK Joint Statement.65

Other countries signed on to the US’s policy agenda as well. In a 1998 Joint Statement with Australia, the US and Australia agreed to both the nonregulation and anti-censorship principles.66 The statement stresses the importance of the private sector’s leadership in ensuring the growth of e-commerce, while affirming how “governments should avoid imposing unnecessary regulations. When regulation is necessary, they should rely on a ‘light touch’ regulatory environment.” While most of the commitments that the US secured for its nonregulation principle were given in the form of political declarations—such as the one with Australia—occasionally these commitments were incorporated in binding agreements. Shortly after Jordan’s accession to the World Trade Organization (WTO), the US and Jordan signed the “Jordan Free Trade Agreement” in 2000, marking the US’s first free trade agreement (FTA) with an Arab country.67 The US–Jordan FTA included substantive provisions on e-commerce, which was seen as an important way to advance export opportunities for the US technology sector. In the FTA, both countries agreed to “seek to avoid” imposing unnecessary market access barriers for digitized products, recognizing how such barriers would impede e-commerce.68

The US government also sought to convince a number of developing countries to embrace a market-oriented regulatory model through its Development Initiative: a policy effort launched in 1999 to provide regulatory assistance to support adoption of policies aimed at creating an information society in targeted countries.69 As part of the Development Initiative, the US government helped countries in Africa, Asia, Central Europe, Latin America, and the Caribbean to establish independent regulatory agencies to oversee the digital economy. The goal of the US was to ensure that these agencies provide universal access to telecommunications infrastructure in the country, in line with principles of “competition, liberalization, privatization, and transparency.”70 During the Clinton administration, the US and other G-8 leaders—consisting of today’s G-7 countries and then-member Russia—also established a Digital Opportunity Task Force, which formed one of the first efforts to “bridge the international digital divide and create digital opportunity.”71 To further that goal, President Clinton urged the private sector to assist the US government in its efforts to expand the internet and relevant technologies in developing countries. Several companies signed on to this effort, including Cisco Systems, which committed to expanding its Cisco Networking Academies to 24 of the Least Developed Nations, and Microsoft, which agreed to support Digital Divide projects in Colombia, India, Korea, and Russia. To help finance these efforts, the Export-Import Bank of the United States offered to accept credit of many emerging market governments. The US Overseas Private Investment Corporation also committed to establishing a $200 million line of credit for US companies seeking to support e-commerce projects or digital development projects in developing countries.72

The US’s efforts to export its internet freedom agenda also extended to international institutions, including the WTO, where the US took an active role in leading early discussions on digital policies. In his remarks at the WTO Ministerial meeting in Geneva in 1998, President Clinton described the internet’s “unimagined, revolutionary potential to empower billions of people around the world.”73 He then urged WTO members to adopt policies similar to the US, calling for “the nations of the world to join the United States in a standstill on any tariffs to electronic transmissions sent across borders” so as to ensure the growth of “the most promising new economic opportunity in decades.” These discussions led to trade agreements addressing e-commerce that reflected a nonregulatory approach in close alignment with the Clinton administration’s policy goals. The WTO members agreed to eliminate and refrain from imposing tariffs or other trade barriers on information technology and e-commerce in the 1996 WTO Information Technology Agreement (ITA).74 The ITA is a plurilateral, as opposed to a multilateral, agreement, and it was initially signed by 29 WTO member countries consisting primarily of wealthy developed nations.75 The WTO members also recommitted to these market-driven principles in the subsequent 1998 Declaration on Global Electronic Commerce.76

The US government also sought to ensure that any multilateral governance frameworks for the digital economy would follow a multistakeholder model where the private sector played a dominant role. Instead of vesting existing state-driven institutions such as the United Nations with the authority over digital policy issues, as China has advocated, the US has endorsed a multistakeholder approach to the global governance of the internet. The Internet Corporation for Assigned Names and Numbers (ICANN) is an example of this approach. ICANN is a nongovernmental organization that administers the internet’s domain name system or its “address book,” which is critical in ensuring that internet users are routed to the correct website each time they enter a website name on their browser. In 1998, the US government established the ICANN and tasked the organization with administering the internet, including managing the domain name system. Although it was set up as a nongovernmental organization and became more autonomous over time, initially ICANN operated under a contract issued by the US Department of Commerce and included US government oversight. However, the US government granted the group gradually more autonomy over time, before relinquishing the US’s control entirely in 2014, in line with the US’s initial goal to give the private sector control over internet governance. There were multiple occasions since the ICANN’s establishment when other governments sought to wrestle more control over the operation of ICANN, but the US successfully fended off those challenges. As a result, the US view that favored a market-driven governance model prevailed.77

While the US’s efforts to promote the nonregulation principle were particularly active during the Clinton presidency, the US government maintained this same posture toward the regulation of the digital economy until recently. Throughout the 1990s and 2000s, the US seemed to have succeeded in its efforts to globalize the nonregulation principle as very few digital regulations were adopted around the world—a development that only began to reverse after 2010, as discussed further below. As a result of this success, the US government’s policy agenda shifted toward the goal of fending off government censorship as the remaining, pertinent threat to a free internet. Despite its focus on democracy promotion and its anti-censorship principle, the US government continued to resist all efforts to regulate the digital economy, in particular after 2010 when regulatory activity picked up in Europe and elsewhere.

Exporting the Anti-Censorship Principle

The American market-driven regulatory model—and the internet freedom agenda designed to export that model—was never only about economic freedom; it was also about political freedom. In addition to promoting the nonregulation principle, the US government has endorsed and exported the anti-censorship principle as a cornerstone of global internet governance. The efforts to globalize the anti-censorship principle helped the US to disseminate its regulatory model abroad which, in turn, advanced both the US government’s economic and political agenda. First, it furthered the US’s economic agenda by shielding its tech companies from foreign censorship, thus allowing these companies to expand their private power across global markets without foreign governments’ interference in the content disseminated on their platforms. Second, it contributed to the US government’s political agenda by seeking to promote freedom and democracy as organizing principles for political life. Thus, both US tech companies and the US government had a keen interest in globalizing the internet freedom agenda’s noncensorship principle and, with that, exporting one of the defining features of the American regulatory model.

This determination to export the anti-censorship principle can be viewed as part of the US’s longstanding democracy promotion agenda that has characterized the American foreign policy over several administrations—both during and after the Cold War. During the Cold War, the US viewed the “information war” as critical to its democracy promotion, causing it to invest in projects such as Radio Free Europe and Radio Liberty (RFE/RL). RFE/RL is a US government–funded news organization that broadcasted news aimed at the Soviet Union and Eastern Europe during the Cold War. It still today airs news in 27 languages to 23 countries, including Afghanistan, Iran, Russia, and Pakistan.78 Projects such as RFE/RL were designed to counter Communist propaganda and expose people living under Communism to reform ideas with greater knowledge of the everyday freedoms that Western citizens enjoyed.79 Thus, even before the internet era, the US view was that access to free information offered a path toward democracy around the world.

The US’s efforts to globalize the anti-censorship aspect of its regulatory model builds on these other democracy promotion initiatives. Starting in the early 2000s in the aftermath of the 9/11 terrorist attacks, there were efforts in Congress to promote American internet freedoms abroad. In 2001–2003, several bipartisan bills were introduced with the goal of exporting democracy, including a bill calling for a global strategy to “defeat Internet jamming and censorship.”80 Members of Congress repeatedly expressed their view that the internet was a tool for promoting individual rights and democracy abroad, and that the US government should increase its funding dedicated to supporting internet freedoms abroad. One bipartisan Senate bill, for example, referred to the internet as becoming “the most powerful engine for democratization and the free exchange of ideas ever invented,” while emphasizing the importance of an uncensored internet as a “check on repressive rule by authoritarian regimes around the world.”81 The bill singled out Burma, Cuba, Laos, North Korea, the People’s Republic of China, Saudi Arabia, Syria, and Vietnam as countries where governments are actively restricting access and online content, while lamenting the US government’s meager efforts to defeat internet censorship abroad.82 Members of Congress were particularly concerned about the absence of internet freedoms in China. They sponsored legislation, formed caucuses, funded programs, and held hearings on this topic.83 However, these efforts did not yield significant results.

In 2006, under the Bush administration, then–Secretary of State Condoleezza Rice identified internet freedom as a US policy priority and established the Global Internet Freedom Task Force (GIFT) to advance this policy abroad. GIFT, which operated within the State Department, was dedicated to maximizing freedom of expression and the free flow of information and ideas online, while hindering the efforts of repressive regimes in censoring and silencing legitimate debate.84 GIFT laid the groundwork for the future US efforts in combating suppression of online speech by foreign governments—efforts that intensified under Secretary of State Hillary Clinton, who expanded on the work of GIFT.85 In 2006, the Bush administration also started to monitor more systematically the extent to which foreign governments were protecting internet freedoms and human rights online, including tracking those policies as part of the US State Department’s annual Country Reports on Human Rights Practices.86 While internet freedom was, no doubt, part of the Bush administration’s democracy promotion agenda, that aspect was overshadowed by controversial efforts to deploy military power to export democracy abroad. These efforts culminated in the Iraq War, launched in 2003, which was geared at overthrowing the government of Saddam Hussein. The Iraq War was widely denounced as a reckless and ill-conceived manifestation of American interventionism. The legacy of that war also explains why part of the world has always been apprehensive whenever the US has sought to export its values, including democracy and freedom, to countries around the world.

Internet freedom became an even more prominent foreign policy goal during the Obama presidency. Secretary Clinton launched internet freedom as a US foreign policy agenda in a famous speech in January 2010.87 She elaborated that agenda in other notable speeches delivered in 2010 and 2011, advocating for a unified, open, and global internet. Secretary Clinton pledged necessary resources—whether diplomatic, economic, or technological—to advance these freedoms abroad, while committing the US to support “the development of new tools that enable citizens to exercise their rights of free expression by circumventing politically motivated censorship.”88 Under President Obama, the US government directly supported freedom of expression and the free flow of information online in repressive countries through funding the development of new technologies and the training of journalists and democracy activists. The State Department’s NetFreedom Task Force, which was established to succeed GIFT, oversaw efforts geared at circumventing government censorship in over forty countries with new technologies, coupled with training to deploy those technologies.89 These efforts reveal how the US government was adamant in its belief that exporting its regulatory model—in particular the commitment to a free internet as a core tenet of that model—had the potential to ignite and sustain democratic transitions across the world.

During President Obama’s first term, the US government’s internet freedom agenda gained even greater salience in the wake of the Arab Spring—an uprising that started in 2010 with social media-empowered protests in Tunisia and that spread across North Africa and the Middle East—sparking hope that the internet was going to unleash a wave of democratization across the region.90 Social media and digital technologies supported these uprisings, with dissidents using American internet platforms such as Facebook and Twitter to organize protests.91 The US government also played a role in assisting the dissidents. The International Republican Institute and the National Democratic Institute provided social media training and financing to grass-roots activists organizing the protests. Both Institutes—loosely affiliated with the Republican and Democratic Parties—were created by Congress and were financed through the National Endowment for Democracy.92

The US had some eager partners in its efforts to promote internet freedoms, in particular in Europe. Following Secretary Clinton’s 2010 speech, several European countries developed their own internet freedom initiatives, in part responding to the same external events as the US, including the 2009 suppression of mass public protests in Iran following a contested presidential election in the country.93 Sweden and the Netherlands, in particular, collaborated on multiple occasions with the US State Department to advance internet freedoms abroad, thus helping the US to export its regulatory model. Collaborating with these countries made it easier for the US to spread its internet freedom narrative while also alleviating some degree of suspicion and opposition that several countries felt toward the US’s foreign policy agenda in general, and democracy promotion in particular.94

Together with its allies, the US government advanced its internet freedom agenda in bilateral and multilateral fora, including the United Nations.95 An important victory for the US’s internet freedom agenda came in 2012, when the UN Human Rights Council (UNHRC) unanimously adopted a resolution urging all states to “promote and facilitate access to the Internet.”96 It was the first UN resolution that recognized the right to digital freedoms, and a victory for Secretary Clinton who had pledged in her 2010 internet freedom speech to propose such a resolution at the UN.97 Around the time the UNHRC Resolution was adopted, many more countries started participating in discussions around internet freedoms. In September 2012, Kenya took the lead in organizing the Second Freedom Online Coalition conference, extending conversations about internet freedom to Africa under the leadership of an African country.98 Tunisia was another African country to join the Coalition, followed by Ghana.99 The US State Department’s support for dissidents in authoritarian countries or countries that underwent democratic transitions, such as Tunisia, may have helped to expand the internet freedom narrative in those countries. With these developments, the US regulatory model—in particular its central commitment to advance internet freedoms—seemed to have reached a new height of its global influence.

In addition to sponsoring resolutions, signing declarations, and championing the freedom agenda in conferences and diplomatic conversations, the US government engaged in various initiatives in support of dissidents in authoritarian countries. This reflected a belief that without directly supporting these political activists on the ground, the values underlying the American regulatory model were not going to diffuse and spark democratic reforms in those countries. Between 2008 and 2012, Congress allocated nearly $100 million in funding to support various internet freedom efforts outside the US.100 The State Department provided internet freedom grants to nonprofit organizations and tech developers to invent new technologies that would allow individuals in repressive countries to access information and communicate freely online.101 Additionally, funding was given to initiatives that provided training for activists on the use of such technologies. New tools developed by these state-funded groups included technologies and software that helped individuals circumvent censored content, prevent cyberattacks, remain anonymous, and prevent government tracking or collection of data. Some of the funding provided activists with hardware, such as satellite phones, laptops, or mobile networks, so that they could remain connected even when governments shut down the internet. A reporting from 2012 noted that with the help of the State Department’s Internet Freedom Grants, “more than 10,000 bloggers, journalists and activists have been trained in 10 languages through 50 programs, and hundreds of thousands more have accessed materials and guides published by the groups.”102 Most government-funded projects were carried out by NGOs, although in some instances these NGOs outsourced the technological development to private companies.103

The State Department’s efforts were generally aimed at oppressive regimes with a history of internet censorship and suppression of political rights. In Secretary Clinton’s 2010 speech, she noted that “the State Department is already working in more than 40 countries to help individuals silenced by oppressive governments.”104 She identified several countries, including China, Egypt, Iran, Tunisia, Uzbekistan, and Vietnam, where government censorship was prevalent, free flow of information online was under threat, or bloggers and activists were detained. In the Middle East, the State Department supported internet freedom projects in Afghanistan, Iran, and Syria, among others. For example, the State Department and Pentagon jointly spent over $50 million to create an independent cellphone network in Afghanistan in an effort to offset the Taliban’s ability to shut down official services in the country.105 In Iran, the State Department developed programs focusing on developing anti-censorship tools, securing activists’ communications and platforms, and providing digital safety training for local activists.106 During the civil war in Syria, the State Department led several programs that assisted the opposition, including providing media-technology training to the rebels and equipping them with circumvention technology and communications tools, such as satellite phones and laptops.107 These examples illustrate how the US government viewed internet freedoms as central to its foreign policy agenda and held a belief that these freedoms were essential to fostering political reforms around the world.

A core tenet of the State Department’s strategy for advancing its internet freedom agenda was to coopt the private sector.108 By endorsing a market-driven regulatory model, the US government had helped cultivate tech companies’ private power and was now keen to leverage that power toward the US’s broader political goals. In her 2010 speech, Secretary Clinton warned tech companies against “being complacent with the rules of oppressive governments to reap the benefits of their markets,” while invoking these companies’ “shared responsibility to help safeguard free expression.”109 The US tech companies were, in most instances, active supporters of the government’s internet freedom agenda.110 After all, their business models were intrinsically tied to the global internet. Google even engaged in its own diplomatic missions, with its chairman Eric Schmidt urging the Burmese government in 2013 to harness the private sector’s help to establish a free internet, noting how “a free Internet and more widespread Web access will help cement ongoing political reform.”111 That same year, Schmidt travelled to North Korea, pressing Pyongyang to open up the internet as well. Cisco similarly lent its support. It feared that a breakup of the global internet into separate national internets would have severe consequences for its hardware business.112 The State Department also called on tech companies to collaborate on a one-off basis when needed. For example, the government requested Twitter to delay its scheduled network maintenance during the 2009 Iran protests surrounding the country’s presidential election, as the State Department feared that the maintenance might interfere with the Iranian protesters’ ability to exchange information and inform the outside world about the events that were unfolding in their country.113 By turning to Twitter with this request, the US government indicated that it expected its tech companies to share the government’s political goals—an expectation that may be seen as reflecting the broader ethos of the American regulatory model that often treats the government and tech companies as partners.

However, the US’s reliance on the private sector as integral to exporting its regulatory model poses clear dilemmas for the US government whenever those tech companies’ commercial agenda does not align with the government’s political agenda. For example, there have been instances where the US government had been spending millions in trying to circumvent a specific technology that its own companies had provided to authoritarian governments. Some US tech companies were accused of selling technologies to repressive regimes that aided those regimes in their conduct of surveillance and restriction of individual freedoms. For example, Narus, a California-based company that is owned by Boeing, supplied technology that was deployed by oppressive governments in the Middle East and North Africa against democracy activists. After the 2011 protests in Egypt that resulted in the overthrow of Egyptian President Hosni Mubarak’s regime, it was discovered that the Mubarak regime had used the deep packet inspection technology from Narus to collect and analyze vast amounts of data about Egyptian citizens.114 Juniper Networks and Cisco were similarly reported for aiding foreign governments’ surveillance and censorship efforts. Juniper was criticized for its role in upgrading China’s CN2 network, which enabled China’s Great Firewall, while Cisco Systems provided hardware that the Chinese government used to monitor and censor the internet. Cisco denied allegations of its role in aiding Chinese censorship efforts. However, leaked documents revealed that the company had pitched its technology to the Chinese by flaunting how it could help the government in its aims to suppress political dissent.115 These and other similar conflicts, explored in Chapter 4, illustrate how the US government’s freedom agenda has occasionally been undermined by its own tech companies that are eager to pursue profits in foreign markets—even when those pursuits put them at odds with the US government’s foreign policy objectives.

Some members of the US Congress were outspoken critics of US tech companies’ role in assisting repressive regimes. Republican Congressman Christopher Smith led the charge, spearheading legislation that would hold US companies accountable for such conduct.116 In his 2006 remarks, Representative Smith scolded US tech companies for their “sickening collaboration” that was “decapitating the voice of the dissidents” and “crush[ing] human rights . . . for the sake of market share and profits.” He singled out Google, Yahoo!, Cisco, and Microsoft for their role in aiding the Chinese regime’s surveillance effort, thereby contributing to the “massive crackdown on its citizens.” Congress also repeatedly sought to hold tech companies accountable for their activities in China but was ultimately unable to enact legislation.117 These developments suggest that embracing a regulatory model that serves to maximize tech companies’ private power may ultimately undermine the US government’s policy objectives as these companies deploy their private power predominantly toward their commercial ends. These conflicts also illustrate how the interests of the US government and its tech companies have sometimes been difficult to align, leading to tensions that have only grown recently.

Recent Evolution of the Internet Freedom Agenda

Despite some clashes between the US government and tech companies in the earlier years, the US government largely treated tech companies as its partners during the Clinton, Bush, and Obama presidencies. Their administrations were committed to paving the way for these companies’ global expansion and viewed the internet freedom agenda as a joint effort to shape the global digital order toward the values embedded in the American regulatory model. However, this policy orientation changed under President Trump. The US’s foreign policy became more narrowly focused on fighting the trade and tech war with China and disentangling the US from its international alliances and engagements.

As part of this policy shift, the US government largely abandoned its efforts to promote internet freedoms abroad during the Trump administration. The administration still nominally included the promotion of internet freedom in the 2018 US cyber security strategy,118 but deprioritized this policy by allowing existing programs to falter and by downgrading the stature of the cybersecurity office within the State Department. For example, in 2020, the Trump administration withheld $20 million of congressionally approved funding for the US’s Open Technology Fund—a nongovernmental organization that fights digital censorship and surveillance worldwide—which forced the Fund to halt forty-nine of its sixty internet freedom projects.119 According to the Head of the Open Technology Fund, withholding the funds “affects about 80 percent of the group’s work helping human rights and pro-democracy advocates, journalists and others in 200 countries.” The Trump administration also sought to weaken an organization called Voice of America—a US government–sponsored international radio broadcaster that was established in 1942 to counter Nazi propaganda with free and accurate information. Today, its task is to deliver trusted news content in forty-seven languages and to protect digital speech worldwide. Like the Open Technology Fund, Voice of America is also overseen by the US Agency for Global Media. However, the Trump-nominated head of the Agency engaged in extensive efforts to undermine the agency by firing its staff, including refusing to approve visa extensions for the organization’s foreign journalists who risked facing repercussions if forced to return to their home countries.120 By pulling back from global leadership in this area, the US was criticized for creating a vacuum, which authoritarian governments were eager to step in to fill.121 This policy stand thus directly contradicted the Trump administration’s extensive efforts to curtail China’s global influence.

President Trump also sought to undermine the US’s internet freedom agenda by actively threatening to institute policies at home that resembled those deployed by authoritarian regimes—marking a notable departure from the American market-driven regulatory approach. After Twitter added fact checks to his tweets, President Trump suggested that he had the power to shut down social media companies,122 or even switch off the entire internet in order to protect US national security.123 Some of the Republican members of Congress lent their support to President Trump’s salvo. For example, Republican members of the House Judiciary Committee released a report in October 2020 calling for legislative action to combat tech companies’ censorship of conservative voices.124 In September 2020, three Republican Congress members introduced a bill titled the “Online Freedom and Viewpoint Diversity Act,”125 aimed at holding tech companies accountable when they abuse their Section 230 protections and suppress free speech.

These examples reveal how much of the US government’s focus has recently shifted from tackling authoritarian governments’ censorship practices abroad to allegations that the US tech companies harbor a liberal bias and engage in censorship practices at home. Despite these allegations, recent research shows no evidence of this anti-conservative bias in social media.126 Instead of censoring conservative views, the right-wing media in the US often features conservative propaganda, cultivates conspiracy theories, and disseminates disinformation in the news media.127 This suggests that US news outlets have engaged in the kind of propaganda that the US government’s internet freedom agenda for years sought to tackle abroad. The online disinformation surrounding the stolen 2020 presidential election—propagated most prominently by President Trump himself—provides perhaps the starkest evidence of how the US government has leveraged the internet at home to weaken, as opposed to strengthen, democracy. While President Trump was not successful in dethroning the tech companies, his actions contradicted—and hence directly undermined—the key principles underlying the American regulatory model. They also further compromised the US government’s attempts to defend internet freedoms abroad.

President Biden has reversed many of the Trump-era policies, even while maintaining a more adversarial relationship with the tech industry. In particular, he has emphasized the need to adjust the American regulatory model away from the nonregulation principle. At the same time, the Biden administration has restored the US’s commitment to internet freedoms at the center of US foreign policy.128 This renewed focus on internet freedoms comes at a time when China and Russia have become more assertively authoritarian and deployed digital tools to entrench their authoritarian rules. In his 2021 remarks, Secretary of State Anthony Blinken stressed how the US was working to ensure that “the technology works for democracy, fighting back against disinformation, standing up for internet freedom, reducing the misuse of surveillance technology.”129 In April 2022, President Biden announced the establishment of the Bureau of Cyberspace and Digital Policy within the US State Department,130 which complements the existing efforts of the State Department’s Bureau of Democracy, Human Rights, and Labor to combat the rise of digital authoritarianism around the world.131 In describing the motivation behind the new Bureau, Secretary Blinken noted how the US is “in a contest over the rules, infrastructure, and standards that will define our digital future,” while urging the democracies of the world to defend universal rights and democratic values as the foundation of that digital future.132 Thus, this new phase of the US government’s internet freedom agenda is predominantly focused on China’s rising ambition and capabilities as well as, more recently, on Russia’s military aggression that is also seen as an assault on freedom.

While President Biden has been committed to restoring the American internet freedom agenda, he has moved away from advocating the principle of nonregulation as a cornerstone of the digital economy. Although still at times criticizing foreign regulations, including some of the ambitious EU regulations that the US viewed as targeting US tech companies,133 the Biden administration and Congress are increasingly of the view that tech companies have become too powerful and must be regulated—a stark shift from the past US approach that held government intervention as an obstacle to technological, economic, and political progress. In July 2021, President Biden issued an executive order, calling for enhanced antitrust regulation of the tech sector.134 Several bills are pending in Congress, calling for greater antitrust regulation over tech companies, enhanced data privacy protections, and liability for content published on internet platforms. Thus, even the US government itself is no longer endorsing the nonregulation principle as a foundation for today’s digital economy. This has left the US government in a position where its recent foreign policy agenda has been primarily focused on countering China’s digital authoritarian vision—without, however, offering an affirmative and coherent alternative vision of its own.

Criticism of the US’s Global Influence and a Shift Away from the Market-Driven Regulatory Model

The vast global influence of US tech companies is facing growing criticism abroad, creating a backlash against these companies’ private power while casting a shadow over the US’s efforts to promote its market-driven regulatory model abroad. While these companies have shaped the lives of foreign citizens in countless beneficial ways, these citizens and their governments are also increasingly conscious of a myriad of societal harms that can be attributed to US tech companies and their business models. In addition, the US government’s promotion of its internet freedom agenda is often met with suspicion as citizens’ faith in the market-driven regulatory model is waning. Consequently, governments around the world are now turning against US tech giants, reining in their business practices with stronger regulations and thereby asserting greater control over their domestic digital economies. In the global contest for influence, the American market-driven regulatory model is losing its allure and retreating. This decline is most consequential in its relative contribution to the growing appeal of the European rights-driven regulatory model and the Chinese state-driven regulatory model as alternatives for governments distressed by the inherent problems of the US model.

Criticism of the US Tech Companies’ Global Role

Despite the genuine admiration—perhaps even jealousy—of the success of US tech companies among foreign companies and governments, these US companies have also become a subject of growing criticism around the world. The harmful effects of these tech giants’ business practices on foreign economies and societies are increasingly felt abroad, fueling discontent and accelerating demands to curtail their power and influence across jurisdictions. Several examples have been discussed earlier in this book, including Facebook providing a platform for racist attacks and thus facilitating ethnic cleansing of the Rohingya minority in Myanmar.135 In a prominent legal action, Rohingya is now suing Meta for £150bn over its role in enabling genocide.136 As recounted in earlier chapters, Facebook and other American social media platforms also served as a platform for foreign election interference and manipulation, influencing the 2015 Brexit campaign in the UK.137 Not only did the algorithms of Twitter, Facebook, Instagram, and YouTube amplify the more emotional and divisive Leave-campaign messaging at the expense of the Remain-campaign, but they also allowed more than 150,000 Russian social media accounts’ to post pro-Brexit messages close to the day of the referendum.138 This reveals how US tech companies’ business practices can compromise the integrity of democratic elections abroad.

While Facebook’s complicity in the genocide in Myanmar is a particularly abhorrent example, instances of US social media companies hosting messages of hatred and disinformation blanket the global internet. In one such example, the unbridled spread of false stories in social media led to mass violence in Europe in 2019, amplifying anti-gypsy tropes and claiming that the Roma people were snatching children in France.139 These rumors spread quickly on Snapchat, Twitter, and Facebook, and escalated into mob violence—an angry group of 50–70 people attacked two Roma groups in the suburbs of Paris.140 The European Parliament’s Special Committee found that the Roma people have been a target of multiple disinformation campaigns in Europe, and that online platforms led to the escalation of rumors and to the 2019 mob attack.141 Another prominent fake news story was peddled by a Facebook group called Anonymous.Kollektiv in 2016, falsely claiming that a thirteen-year old Russian-German girl was raped by refugees in Germany.142 Strategically, the story was timed to spread soon after former Chancellor Angela Merkel’s controversial decision to admit one million refugees into Germany, undermining the already challenging policy task of integrating refugees into German society.143

“The Facebook Papers”—referring to a set of documents disclosed by Frances Haugen, a former Facebook employee and a whistleblower, in 2021—further revealed a large cache of hate speech on the company’s platforms.144 One startling example comes from India, which is Facebook’s largest market, with 417 million users by the end of 2021. There, a Facebook researcher created a new user account to see what it was like to experience the social media site as a person living in Kerala. The researcher accepted all recommendations generated by Facebook’s algorithms on which accounts to follow. The researcher then reported seeing “more images of dead people in the past three weeks than I’ve seen in my entire life in total.”145 After a suicide bombing in Kashmir,146 anti-Pakistan content began to circulate in the Facebook-recommended groups that the researcher had joined. Many of the groups have tens of thousands of users, with the country’s median group size being 140,000 members. In the “Adversarial Harmful Networks: India Case Study” report, over 40 percent of top views in the Indian state of West Bengal were marked as “fake/inauthentic.” One inauthentic account had amassed more than 30 million impressions. The content was not only fabricated but also racist and hateful, comparing Muslims to “pigs” and “dogs,” and claiming that the Quran calls for men to rape their female family members.147 This example shows the adverse effects when a US social media company expands its business in a foreign country without fully understanding the local culture or politics, or without devoting adequate resources to preempt and address various societal harms fueled by its platforms.148

The criticism of these companies’ influence abroad has also focused on how US internet platforms are all too frequently deployed to facilitate terrorism or other criminal activity. A tragic example, discussed earlier, involved the live broadcasting of a terrorist attack in 2019 in Christchurch, New Zealand, where a gunman killed fifty people at two mosques.149 Another egregious incident took place in 2020 in France where Samuel Paty, a schoolteacher, was beheaded in a terrorist attack after he had shown cartoons of the Prophet Muhammad to his students in a class on the freedom of expression. The killing followed harassment on social media, which helped the perpetrator to identify and to target Paty in an act of domestic terrorism.150 Critics have also pointed out how these platforms have been deployed to recruit terrorists or to plot terrorist attacks. For example, Meta’s WhatsApp platform was used to plan the London Bridge Terror Attack that took place in June 2017 and that led to the killing of four people in Westminster.151 The attack was planned between three perpetrators on a WhatsApp group across several weeks. WhatsApp uses end-to-end encryption to hide the users’ messages even from the company itself. Amber Rudd, the UK Home Secretary at the time, called upon technology firms to open up encrypted data for high-risk individuals or for messages that trigger a terrorism alert.152 Still today, the police are unable to access the group chat.153

Even when the platforms try, they often fail to adequately remove the harmful content. Social media companies struggled to remove the footage of the Christchurch shootings as the content kept being reposted on different websites and platforms. Likewise, Meta and Google have repeatedly failed to enforce bans against the Taliban being able to create accounts on their platforms. As the Taliban took control of the Afghan capital of Kabul in August 2021, a spokesperson of the group uploaded five videos to his official YouTube page.154 Between August 9 and 18 of that year, more than a hundred new social media accounts and pages, either claiming to belong to the Taliban or supporting the Taliban mission, were created despite the social media platforms’ bans. Within ten days, the accounts had over 49,000 followers and over half a million views. The inability of US platforms to prevent Taliban propaganda on their platforms has also allowed the Taliban to deploy US social media companies as a powerful tool to silence their opposition and mask their violent proclivities with images of peace and stability.155 This way, US platforms have contributed to the Taliban’s ability to cement their power in the country, deepening the criticism of these platforms’ global role today.

Foreign governments also deploy US platforms for their propaganda, adding to the resentment of these platforms’ societal role. For example, the Chinese leadership has been found to manipulate search results on Google and Bing, even though these platforms are banned in China.156 A US-based think tank, Brookings, found that Chinese state media have influenced the content returned for the search term “Xinjiang”—region where the Chinese government is accused of engaging in grave human rights violations—with at least one Chinese state-backed news outlet appearing in the top-10 results in 88 percent of searches.157 Removing such propaganda or disinformation presents a thorny challenge for the US platforms. According to research by the Oxford Internet Institute, governments in over 80 countries are pursuing disinformation campaigns.158 In 2021, Meta deactivated more than 20 Facebook accounts linked to Ugandan President Yoweri Museveni’s ruling National Resistance Movement party. The Ugandan president had been using fake accounts to make his government seem more popular and stronger than it actually was.159 In Tanzania, Twitter removed 268 accounts for spreading “malicious reports” directed at members of the Tanzanian human rights organization Fichua Tanzania and its founder.160 However, these deactivations catch only a fraction of the accounts that are deployed for disinformation or government propaganda. For example, Twitter reportedly deactivated only 11 percent of over 3,500 total accounts spreading pro-government propaganda worldwide.161

US platforms are also criticized for their inability to effectively moderate content in foreign languages. Documents leaked by Frances Haugen reveal Facebook’s inability to curtail inflammatory hate speech in Ethiopia, where the platform was deployed to call for killings and mass internment of the country’s ethnic Tigrayans as part of the ongoing civil war.162 Timnit Gebru, a data scientist who used to lead Google’s ethical AI team and who is fluent in the Amharic language used in Facebook posts in Ethiopia, described the content circulating as “the most terrifying I’ve ever seen anywhere,” likening it to the language used in the context of the earlier Rwanda genocide. In the leaked documents, Facebook acknowledged that it lacked the capabilities to moderate content in Amharic. Frances Haugen further confirmed this in her testimony to Congress while drawing a comparison to the role that Facebook played in facilitating genocide in Myanmar.163 Facebook faces similar problems in India where the company has reportedly struggled to efficiently remove hate speech against Muslims in 17 out of the 22 languages in the country.164

One may question whether US platforms are even making a genuine effort to address various societal harms that they cause outside the US. It is striking that even though only 10 percent of Facebook’s active users are in North America, Facebook devotes 87 percent of its budget dedicated for policing misinformation to the US and only 13 percent for the rest of the world.165 Frances Haugen emphasized this discrepancy in her remarks to the European Parliament in 2021. She noted how this was a pertinent concern for Europe given the number of languages spoken there, warning, “I guarantee you there are a lot of languages in Europe with no safety systems, or minimal safety systems.”166 In addition to the pervasive linguistic bias, the US companies’ products and services offered overseas are marked by a cultural and ideological bias that reflects the worldview of Silicon Valley engineers. Danielle Citron has highlighted how the architectural choices that US tech companies bake into their products reproduce largely the values held by white and Asian men steeped in the Silicon Valley mentality, with all their personal and environmental cognitive biases. As a result, their life experiences shape technologies deployed by people who are very far removed from those experiences.167 This further adds to the mounting criticism—originating from all corners of the world—that US tech companies are either ill-motivated or ill-equipped to handle the global power they have accumulated. This criticism is now directly contributing to a larger policy shift away from the American market-driven regulatory model, which is seen as having enabled the ascent of the US tech behemoths to global dominance—with all the adverse consequences that flow from that global dominance.

Criticism of the Internet Freedom Agenda

The world has not just grown distrustful of US tech companies. The US government’s active promotion of its internet freedom agenda has also been met with suspicion in many countries. Targeting authoritarian countries and emerging powers can be perceived as controversial since it aims to influence foreign political structures, even to foster a regime change.168 For example, when the US State Department requested Twitter during the 2009 Iranian protests to delay its scheduled network maintenance in order to aid the protesters, it reinforced the view already held by the Iranian leadership that “the Internet is an instrument of Western power and that its ultimate end is to foster regime change in Iran.”169 China has also viewed the US’s internet freedom agenda as being geared at “regime destabilization.”170 Some critics further see the internet freedom agenda as a selective tool of US foreign policy rather than a global principle that applies to all countries.171 For example, the US did not speak out against the arrest of Ali Abdulemam, a blogger and activist in Bahrain, seemingly because of the US’s allegiance with Bahrain, the presence of the US Navy’s Fifth Fleet in the country, and the US’s need to carefully manage its relationships with the members of the Gulf Cooperation Council who were backing Bahrain’s actions.172 Even countries that were not necessarily the direct targets of the US government’s early freedom-promotion efforts were concerned about the way the US was deploying its policy agenda. For example, Russia, whose internet was relatively free at the time, began looking into social media restrictions in 2011. Russian officials were suspicious that “the West” was using social media to encourage and coordinate uprisings around the world, and started to view tech companies, such as Facebook and Twitter, as “agents of cyberterrorism.”173

Authoritarian leaders were not the only ones concerned about the American internet freedom agenda. Several democratic countries turned against the US’s efforts to promote internet freedoms, in particular in the aftermath of the Snowden revelations. The Snowden revelations exposed the extent to which the US government itself was engaged in extensive global surveillance operations, deploying the internet for its national security objectives and thus violating the central tenet of its regulatory model that calls for the internet to be free of government interference. Human rights advocates called out the hypocrisy and decried the US practices, condemning how the former champion for internet freedom “has now provided a roadmap for mass surveillance, including with the knowing and unwitting assistance of global Internet companies.”174 Even the Europeans that had generally supported the US’s internet freedom agenda felt threatened by the US surveillance apparatus—all the more so after learning that those surveillance operations were targeted not only at authoritarian countries but also at the US’s friends and allies, including European leaders, companies, and citizens.175 The Snowden revelations therefore severely and unquestionably damaged the US’s credibility to advocate for its internet freedom agenda, which directly undermined the global appeal of its market-driven regulatory model.

The internet freedom agenda has also lost its credibility because of its ineffectiveness in meeting its stated goals in practice. Perhaps the biggest testament for the failure of the US’s internet freedom agenda is the lack of those freedoms in many parts of the world today. That failure was not obvious at the outset. The internet freedom agenda gained some traction initially, with several countries adopting principles endorsing an open and interconnected internet in response to the US’s promotion efforts. In a 2012 speech to the UN General Assembly, President Obama defended the US’s record in supporting democratic transitions, including the Arab Spring movement, while praising the peaceful transitions of power in Malawi and Senegal and the steps toward opening Burma.176 It is true that the Arab Spring initially sparked hope that the internet was going to unleash a wave of democratization in the region.177 However, the Arab Spring’s hope of the democratic dawn has largely faded since, with totalitarian governments suppressing democracy movements and regaining control across the region.178 In another example, President Alexander Lukashenko has thus far remained in power in Belarus despite the heroic efforts of the country’s protest movement that had been empowered by the messaging app Telegram.179 These and many other examples reveal how celebrated, internet-fueled democratic transitions have largely reversed course and authoritarian governments have gained ground in many parts of the world. They also cast a shadow on the US government’s efforts to tout the digital technologies’ revolutionary potential. While digital technologies have armed freedom fighters and democracy activists with new tools for change, authoritarian leaders themselves have also shown to be skillful in exploiting digital technologies to entrench their rule. A 2021 report by Freedom House, a nonprofit organization researching and advocating for democracy and political freedom, documents how global internet freedom had declined every year since 2010, with governments around the world curtailing online speech, arresting internet users, suspending access to social media platforms, or ordering internet shutdowns.180 This suggests that the US’s internet freedom agenda only gained fleeting traction internationally, never fully succeeding in its goal to leverage digital technologies to strengthen democracy and freedom in the world.

The US has also largely lost legitimacy as the champion of internet freedoms and democracy abroad, given the many examples of its tech companies becoming platforms for disinformation and other harmful content that reveal in no uncertain terms what a “free internet” looks like today. While censorship has a bad name in the democratic world, there is a growing consensus that an unregulated internet harms individuals and societies and undermines freedom and democracy in the process. The US’s internet freedom agenda is further challenged by the troubled state of democracy in the US. It is difficult to watch the video footage of the chaotic January 6, 2021, US Capitol insurrection—fueled by online disinformation about a stolen election—and argue that the internet advances freedom and democracy, or that the US ought to be the country that leads the world in telling that tale.

The nonregulation principle has experienced a similar fate. After gaining traction initially, the principle has largely been discredited today as numerous governments are looking to assert their regulatory powers over these companies. But it was not always that way. The US’s early efforts in the 1990s to influence the global narrative on e-commerce and internet governance more broadly were quite successful.181 President Clinton’s policy advisor Ira Magaziner recalls several governments contemplating regulation at the time, including imposing custom duties on internet transactions or granting powers for telecommunications authorities to regulate internet services. For example, Europeans were considering imposing a “bit tax” on all transmissions through the internet. However, after the US published its Framework, Magaziner observed a change in foreign governments’ approaches. He credits the US Framework, and the US government’s diplomatic efforts to globalize that Framework, for changing the momentum with respect to tariffs and taxation, including the European governments’ decision to abandon the bit tax they first contemplated. At that time, it seemed that the US had successfully convinced the world of the merits of companies’ self-regulation as the organizing principle for the digital economy.

Consistent with the US’s policy agenda, the digital economy remained largely unregulated until around 2010. As a result, today’s digital economy is in many ways the product of those early years when many governments adhered to the US-endorsed principle of commercial nonregulation. The EU’s 1995 Data Protection Directive, which was the predecessor to the 2016 General Data Protection Regulation (GDPR), represents a rare attempt to regulate the digital economy—and even that was a relatively feeble attempt to do so when compared to the GDPR. In many ways, the EU’s early approach toward content moderation was in line with the US’s nonregulation principle. The EU’s 2000 e-commerce Directive largely resembles the US’s Section 230 of the Communications Decency Act, codifying a liability shield and hence exempting platforms from obligations regarding content moderation.182 However, this commitment to nonregulation has changed since 2010 with numerous regulations being enacted first in Europe and, over the past years, increasingly around the world, as discussed in Chapters 3 and 9. The EU and many other governments have reversed their previous policies, and are now actively targeting the tech industry. Indeed, there is a near global consensus today that the largest tech companies have grown too powerful and must be reined in with regulation—a stark contrast to the nonregulation principle once so heavily promoted by the US. It is telling that this consensus may soon include the US itself. As mentioned earlier, the Biden administration is now increasingly admitting that self-regulation is no longer sufficient and that governments need to step in and assert their powers over the digital economy. As a result, as the US is witnessing the declining influence of its regulatory model, it needs to ask whether it even ought to try to reverse that decline or simply concede that its market-driven model no longer serves the US—or the world—well.

The Dwindling Influence of the American Regulatory Model and the Rise of the Alternatives

Today, the US’s internet freedom agenda has become a victim of its own, early success, triggering a backlash around the world. The free-for-all regulatory landscape nurtured tech giants that expanded globally, and that grew perhaps too influential in the process. Over time, they began to overpower even governments in terms of their economic, political, and cultural power, sparking significant concern among political leaders as these platforms continued to abuse their market power, infringe on user privacy, and circulate hate speech, disinformation, and other harmful content. In response, a countermovement to rein in these companies emerged, and foreign governments began to engage in efforts to repeal the private ordering these tech giants created under the protective shadow of the US government’s internet freedom agenda.

The EU’s response was to unleash a wave of regulation. Over the past few years, the EU and its member states have promulgated new laws on antitrust, data privacy, online copyright, artificial intelligence, digital taxation, content moderation, platform work, and more.183 As Jack Goldsmith describes, the Europeans “have come to see the hegemony of U.S. internet firms as nothing less than a danger to the European way of life,” citing the Snowden revelations but also attributing the EU’s resentment to the way “U.S. internet firms wield their enormous power to shape morals, politics, news, consumer choice, and much more in ways that many European officials abhor.”184 The EU-style digital regulation is now further becoming global, as shown in Chapter 9, with a number of countries emulating the European regulatory model in an effort to mitigate the power of tech companies and protect their digital citizens. The wave of tech regulation proliferating around the world can thus be seen as a reaction to the American regulatory model and the exportation of US tech companies’ private power beyond what was seen as acceptable for these foreign societies.

Understood this way, the US government’s internet freedom agenda sowed the seeds of its demise, causing it to subsequently wane in policy agendas around the world. Uncensored platforms did not simply produce freedom as the early American techno-optimist view had predicted—they also cultivated an online public square littered with hatred, violence, and disinformation. Societal harms associated with free speech online, as illustrated by many of the examples cited earlier in this chapter, cast doubt on the idea that free speech absolutism offers a path toward democracy and freedom. Even democratic governments that are committed to the freedom of expression—such as the EU—have moved away from the internet freedom narrative and sought to balance free speech norms with rules restricting hate speech, disinformation, and other harmful content online. For these governments, the US’s internet freedom agenda is best seen as a reflection of a different era of techno-optimism that had its moment in the early years of the internet revolution but that has since proven ill-suited for the modern digital economy where internet freedoms are often abused or leveraged toward societal harms.

The backlash to the US’s internet freedoms has been even starker in the authoritarian world. Fearful of US companies’ outsized influence, China started to push its narrative on “internet sovereignty” to articulate an alternative view to the US’s market-driven, private sector–led, global freedom agenda. Among other criticisms, China advocated a view that global digital governance should move away from private sector–led institutions, such as ICANN, to state-driven organizations, such as the UN, where China could exert greater influence. Determined to engage in extensive censorship of the internet in the name of social stability at home, China always resisted the US’s internet freedom agenda. But over the past years, China has also provided an alternative vision for the world, showing how innovation and technological progress are not dependent on those freedoms that the US advocated; instead, they can coexist with an authoritarian government that tightly controls the internet. This way, China has not only responded by criticizing the American market-driven regulatory model and the US’s attempts to globalize it; it has also provided an alternative narrative for any state or entity that is resentful of US tech companies’ power and the US government’s efforts to amplify that power through its internet freedom agenda.

At the same time as the US model is losing its legitimacy, China, as shown in the next chapter, has been gaining global influence by exporting its authoritarian, state-driven regulatory model, directly undermining the US’s internet freedom agenda and, in particular, its anti-censorship principle. The EU has also been exporting its regulatory power—discussed in detail in Chapter 9—as part of promoting its rights-driven regulatory model, thereby directly undermining the other facet of the internet freedom agenda: the commercial nonregulation principle. These developments point to an evolution whereby the exportation of the American market-driven regulatory model has powerfully shaped today’s digital economy but has also triggered a significant backlash in recent years. This backlash has paved the way for the European rights-driven model and the Chinese state-driven model to gain greater global traction as governments around the world come to realize that the digital economy—as conceived by the US—was too free and too dominated by US interests and companies. The adjustment away from the American regulatory model is now clearly underway.
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Exporting China’s Digital Authoritarianism through Infrastructure

throughout the past two decades, China was not idle as US tech companies expanded their global footprint and the US government promoted its internet freedom agenda abroad. Instead, the Chinese government spent those years cultivating a domestic tech industry that today rivals that of the United States and helped that industry expand internationally through generous state support. China also refined its alternative regulatory model that advances a profoundly different vision for the digital economy from that promoted by the US or the European Union. As the American market-driven model has largely lost its legitimacy among countries around the world in recent years, the global influence of the Chinese state-driven model has grown significantly. Gradually but decisively, China has harnessed the power of its tech companies to shape the global digital economy toward its digital authoritarian norms, extending the reach of the Chinese digital empire.

Over the past decade, China has expanded its global influence primarily by supplying digital infrastructures to countries across the world. Chinese tech companies are exporting physical components to build several countries’ digital regimes, including 5G networks, fiber-optic cables, data centers, and other key technologies that establish connectivity and allow data to flow within, across, and throughout countries. Increasingly, Chinese tech companies are also providing surveillance technologies and other digital products and services that shape the way foreign digital societies are built and governed. China’s global influence manifests itself in particular through a so-called Digital Silk Road (DSR)1 initiative that seeks to connect large swaths of Africa, Asia, and Latin America to Chinese digital networks, pulling these countries more tightly into China’s orbit in the process. As a result, China can be described as exerting digital “infrastructure power” and thus shaping the global digital economy predominantly by providing digital infrastructure and foundational technologies for many societies around the world.

This infrastructure power has enabled Chinese tech companies to extend their influence deep into foreign markets. By providing the backbone for these countries’ digital ecosystems, Chinese companies establish a foundation for digital development that is more likely to steer these countries toward the adoption of Chinese technologies, standards, and norms down the road. Once a recipient country is first powered with Chinese networks, cables, and data centers, its future technology investments are also likely to favor Chinese companies, making them more dependent on Chinese supply chains.2 After all, the foundational Chinese digital infrastructure is designed to be interoperable with subsequent Chinese technology and can typically be maintained by Chinese vendors, nurturing path dependency. As a result, these countries can become more reliant on the Chinese tech ecosystem going forward, tying them closer to the Chinese sphere of digital influence and potentially exposing them to greater influence by, and dependency on, the Chinese government.

Moreover, as a growing number of countries are choosing Chinese technology, Chinese technical standards associated with those technologies are also becoming more common—ultimately reaching the point of becoming default standards around which other technologies must be built. This helps China gain greater leverage over international standard setting and technological development. To further solidify its national standards as global standards, China has made a concerted effort to place its nationals into leadership positions in many of the key international standard-setting organizations, giving Chinese firms—and, indirectly, the Chinese government—increasing sway over the standards that govern new technologies.

The Chinese state-driven regulatory model may also spread along the Digital Silk Road with the growth in “smart cities”3 and the mounting use of surveillance technologies in those cities. Those technologies hand governments the capabilities for greater control over their citizens, which may normalize digital surveillance and cause it to seep deeper into those societies.4 However, while such infrastructural path dependencies exist, they are not inevitable. Every country that acquires Chinese digital infrastructures or technologies is not destined to adopt digital authoritarian norms and practices in the process. But even the mere prospect of such adoption is already shaping the global horizontal battles among the US, China, and the EU over the norms that govern the digital economy, and fueling a backlash against the Chinese infrastructure power.

A number of push and pull factors contribute to the global adoption of Chinese technologies and, indirectly, the diffusion of its state-driven regulatory model.5 On the one hand, the Chinese government is engaged in a deliberate effort to export Chinese digital technologies, extending generous state support to facilitate foreign infrastructure investments that favor Chinese tech companies. On the other hand, many jurisdictions exhibit a genuine demand for Chinese technologies, which represent an affordable path toward digital development for these mostly developing countries. The Chinese government’s emphasis on digital sovereignty6 as a cornerstone of the Chinese regulatory model also resonates in many parts of the world, further paving the way for Chinese influence to take hold in those foreign markets. At the same time, several other countries, including the US, have warned developing nations about the dangers associated with Chinese infrastructure investments, including the possibility that such investments could expose the recipient countries to Chinese government surveillance. As a result, the US shuns Chinese tech vendors—while cajoling other countries to do the same.

This chapter highlights the origins and implications behind the Digital Silk Road, examining projects such as AI-driven “smart cities” or “safe cities”7 that are quickly proliferating around the world. It also discusses the growing role that China has assumed in international organizations involved in standard-setting over digital technologies, helping Chinese tech standards gain greater prominence internationally. China’s approach to regulating the digital economy relies on many tools of authoritarian governance, tools that are not unique to China. To show this, the chapter illustrates how China’s state-driven model compares with that of Russia, another authoritarian regime whose regulatory approach has similarities to but also important differences with China’s model. This comparison reveals that while China is not the lone world power embracing digital authoritarian norms, it remains in a unique position to implement the state-driven regulatory model and hence is rightly seen as the unquestionable leader of the world’s “techno-autocracies.” But as China’s digital infrastructures extend around the globe and the international influence of its state-driven regulatory model grows, the US and its allies have become concerned over China’s escalating influence over the global digital economy—even if finding effective ways to counter that influence remains elusive.

Globalizing China’s Infrastructure Power

China has spread its influence over the global digital economy primarily through its tech companies that build core digital infrastructures in different jurisdictions. Much of the Chinese tech exports underpinning this infrastructure power consist of hardware, such as Huawei’s and ZTE’s telecom equipment. But this kind of influence has also spread through Chinese companies that provide other kinds of digital infrastructure: cloud services, e-commerce platforms, and more recently, social media platforms as companies such as Alibaba, Tencent, and ByteDance globalize their operations. Thus, the term “infrastructure power,” as used in this chapter, broadly describes Chinese companies’ growing global role in building not only physical digital infrastructures (such as 5G telecom networks and undersea cables) but also other types of foundational digital ecosystems (such as cloud systems and AI-driven surveillance capabilities) that countries, cities, and other governing entities procure to build and manage their digital societies.

This increasingly vast global influence of Chinese companies has raised concerns among governments, particularly among the US and its close allies. Although the US tech companies’ private power has also become a source of concern around the world, as discussed in the last chapter, in the case of China this concern is magnified because the private power of Chinese tech companies is understood to be deeply intertwined with China’s state power. Chinese companies are commonly believed to be beholden to Beijing and hence influenced by the Chinese government’s political objectives.8 It is already known, for example, that these companies are expected to assist the Chinese government in its censorship and surveillance efforts, as documented in Chapter 2. When these companies provide digital infrastructures to foreign markets, critics of China’s influence question whether, in fact, it is the Chinese government that is encroaching deeper into those foreign societies. If that were true, the Chinese government might, for instance, gain access to the data that flows through Huawei-built 5G infrastructures, or influence foreign societies by spreading Chinese propaganda through the ByteDance-owned TikTok app that is rapidly gaining popularity abroad.9 Consequently, the Chinese infrastructure power not only entrenches Chinese tech companies’ global influence but possibly also increases the Chinese government’s global influence—albeit in ways that can be difficult to verify or measure. If that happens, these foreign societies risk falling within the purview of Chinese government surveillance and influence. Thus, while these foreign countries may not consciously adopt or emulate the Chinese state-driven regulatory model, that model may reach them indirectly through their adoption of Chinese digital infrastructures.

The Digital Silk Road and China’s Expanding Influence Through Infrastructure Building

China is leveraging its norms and values most notably in building a Digital Silk Road. The DSR forms a component of the Chinese government’s Belt and Road Initiative (BRI), which is a global infrastructure-driven development strategy and a centerpiece of China’s foreign policy. Since its introduction in 2013, the BRI has provided an umbrella framework for Chinese investment in over a hundred countries.10 The goal underlying the BRI is to connect Asia with other continents via land, rail, and maritime networks in an effort to deepen trade relations and contribute toward China’s economic growth. The DSR, which the Chinese government unveiled in a 2015 white paper, adds a digital connectivity element to the BRI.11 The DSR comprises a range of projects, including building telecom networks, laying submarine data cables, establishing data centers, installing global satellite navigation systems, and exporting technologies for smart cities and other cyber infrastructure across Africa, Asia, Europe, Latin America, and the Caribbean.

According to some estimates, over a third of the 138 countries participating in the BRI in 2019 were involved in some DSR projects with Chinese companies.12 But given the somewhat amorphous character of the DSR, it is difficult to assess the initiative’s true scope. The DSR is less of a monolithic, top-down initiative tightly orchestrated by the Chinese government and more of a loose initiative or a branding effort linking various overseas digital projects pursued by private Chinese tech companies. That said, many of these private companies, even if not all, benefit from different forms and levels of support from the Chinese government. Even in instances where the government’s role is more remote, Chinese tech companies tend to label their international activities as part of the DSR to signal their alignment with the government’s digital strategy and thereby ensuring Beijing’s support of their activities.13

The DSR serves the interests of the Chinese government and the private sector alike. It expands economic opportunities for Chinese tech giants including Huawei, ZTE, Alibaba, and Tencent but also supports many other companies seeking to grow their operations overseas as part of the DSR umbrella. Once these companies have built the foundational digital infrastructure in a foreign country, they can often lock the DSR recipient country into using Chinese technologies, which are designed to operate with such infrastructure and built according to these companies’ standards and specifications. This helps Chinese companies gain a foothold over future contracts for technology acquisitions, maintenance, and upgrades. The further the DSR reaches, the more common Chinese standards thus become in different parts of the world, lending China greater leverage over international standard setting.14 This, again, presents an advantage to Chinese companies, who can now reap significant royalties and licensing profits from other tech companies relying on the international standards that reflect Chinese technologies.

While Chinese companies are the direct beneficiaries of the DSR as they gain new export markets for their technologies, the Chinese government also has a keen interest in promoting the DSR for economic and broader geopolitical reasons. The Chinese government is invested in developing a thriving tech industry to boost the country’s economic growth and to reach its stated goal of becoming a global technological leader. This quest entails building a stronger presence for Chinese companies on export markets. The government is therefore willing to support Chinese companies’ international expansion both politically and financially, including by granting export credits to its companies and guaranteeing loans for countries buying Chinese technologies. For example, the Export-Import Bank of China financed 85 percent of the Pakistan-China Fiber Optic Project and gave Nigeria a loan for the 5G network that Huawei built in the country.15 At a time when the unfolding US–China tech war has triggered a process toward greater decoupling of the US and Chinese digital economies, the Chinese government also knows that it cannot rely on having unhindered access to the US market—or to the markets of US allies that may also be increasingly shunning Chinese technology. As a result, China needs to cultivate relationships across the developing world with countries that are still likely to allow Chinese companies to manifest their global ambitions.

This strong government presence in DSR projects has raised fears that China might also be leveraging the DSR toward geopolitical ends. With the DSR, China can gain more influence over standards for key technologies such as artificial intelligence, robotics, the Internet of Things, and blockchain.16 This gives the Chinese government not just an economic advantage but also a strategic advantage over the US and other geopolitical rivals. The DSR further grants Chinese companies access to large pools of data around the world, including, in some instances, to data that is politically sensitive or geostrategically valuable. A common fear among the US and many of its allies is that this data may also become accessible to the Chinese government, as Chinese espionage and national security laws require companies to share the data they obtain with the government when requested to do so.17 Finally, by providing technology and training that help foreign governments exert greater control over their digital societies, China is exporting its notion of digital sovereignty and state control abroad. This way, the DSR also paves the way for the Chinese government to externalize its state-driven regulatory model abroad—one DSR project at a time.

While DSR projects come in many forms, so-called smart cities or safe cities can be highlighted as common yet contested examples of China’s global influence over digital infrastructures. While these two terms are often used interchangeably, including in this book, smart city initiatives typically refer to improving municipal operations such as automating traffic control or power distribution, whereas safe city initiatives typically refer to improving public safety by automating policing to detect criminal and other harmful behavior.18 What these initiatives have in common is their reliance on AI-powered technologies such as surveillance cameras, metering devices, sensors, and other similar monitoring technologies, combined with processing of data that these systems acquire. These technologies, according to the Chinese companies that design them, allow for important efficiency gains, streamlined governance, and better everyday lives for city residents. To export these smart city initiatives, Chinese companies, including Huawei, ZTE, Hikvision, and Alibaba, typically partner directly with foreign cities that purchase these technologies.19 Yet the Chinese government is often in the background, subsidizing loans to fund these initiatives or giving its political backing to them. In addition—and this is what critics fear the most—the Chinese government is potentially also gaining access to the data that flows through these AI systems empowering smart cities, given the closely intertwined relationship between the Chinese tech companies and the Chinese Communist Party (CCP).20

It is difficult to gain information about the precise scope of the smart city projects. According to a 2020 report by the US–China Economic and Security Review Commission, which was created by the US Congress to monitor the national security implications of US–China economic relations, Chinese companies have installed smart city technologies in 398 identified projects. Those projects span across 106 countries and involve 34 different Chinese firms, Huawei being the leading vendor.21 While the greatest demand for smart city contracts comes from authoritarian countries, liberal countries are also deploying Chinese technologies to optimize their governance. According to a 2021 study, 41 out of 64 countries that had installed Chinese safe and smart city technologies were designated as “not free” or “partly free” by the US-based nongovernmental organization Freedom House, while the remainder were classified as “free.”22 For example, several European countries have embraced Chinese smart city technologies, with Huawei reporting on its website that it has supplied technologies to cities in Germany, Italy, the Netherlands, and Spain.23 Among these is also the French city of Marseille, which entered into a partnership with ZTE in 2016 to implement a Big Data of Public Tranquility Project, which relies on an intelligence operations center and closed-circuit television cameras that are deployed for crime-prevention purposes.24 In Germany, Chinese companies have partnered with local governments to build smart city platforms and to establish joint research centers with local companies.25 This suggests that the Chinese sphere of influence is expansive, and not limited to countries that share an ideological commitment to digital authoritarian norms.

China’s Growing Sphere of Digital Influence

The Chinese digital infrastructure power is felt throughout Africa, Asia, Latin America, and Europe. This influence has been most palpable in the developing world, even though many developed countries have also imported certain Chinese technologies and, with that, contributed to the global expansion of Chinese technology standards. The reasons driving demand for Chinese digital infrastructures are far from uniform. Several jurisdictions that have embraced Chinese technologies do not necessarily subscribe to the Chinese government’s ideology. Many developing countries, for example, view Chinese infrastructures as the most affordable path toward digital development, which is key to their economic growth. Some of these governments are also likely drawn to the promise of “data sovereignty,” which gives them greater control of data flows. However, no doubt, some governments also share the ideological underpinnings of the Chinese regulatory model. They cherish the idea that Chinese-built technology can also allow them to replicate some of the key features of the state-driven regulatory model, including enhanced surveillance of their citizens and content controls for suppressing dissent, both of which allow them to cement their power over the society. These authoritarian-leaning countries have at times also complemented their importation of Chinese tech infrastructure with the adoption of certain Chinese-style legislative norms that have further entrenched the state-driven regulatory model as a foundation for their digital societies.

Chinese tech companies have made particularly important inroads in many parts of Africa. In 2018, ZTE was reported to be installing mobile networks and other digital infrastructures, providing data storage and analysis services, and supplying surveillance technologies to cities in Ethiopia, Nigeria, and Sudan.26 Huawei is another company that plays a dominant role across Africa. By 2019, the company had already installed telecom networks in approximately forty African countries.27 For example, Huawei has signed a Memorandum of Understanding with Egypt’s Minister of Telecommunications, according to which Huawei will build cloud computing and AI centers in the country.28 Chinese financial institutions also provided $200 million of financing on “favorable payment terms” to Egypt’s telecom sector to support its deployment of Huawei’s 4G network.29 The Chinese state-owned firm Hikvision, which manufactures surveillance equipment, also provides mobile video surveillance systems for buses in the Suez Governorate in northeast Egypt.30

Huawei has similarly launched important smart city projects in Kenya, including in the country’s capital city, Nairobi.31 Nairobi has a high crime rate, which has made the city an opportune destination for Chinese surveillance technologies. As part of this project Huawei has installed 116 LTE base stations, 1,800 cameras, 200 traffic surveillance systems, and two data centers in the city. Huawei is not trying to hide the power of its surveillance equipment, boasting on its website how “Big Brother monitors their goings-on from miles away” in Nairobi.32 The local authorities in Kenya reinforce this message, with the superintendent of the Nairobi police force noting that “anybody who does anything is being watched.”33 In addition to this extensive surveillance system, Huawei provides the platform for Kenya’s mobile payment systems, M-PESA, further entrenching the presence of Chinese technology in a country where over half of the population uses mobile payment systems to transfer money.34

Zimbabwe is another African country that has embraced Chinese surveillance technologies. In 2018, its government announced a partnership with Hikvision, which entails using the company’s surveillance technology for border security.35 Hikvision has also provided smart city technologies in the country’s fourth largest city, Mutare. The government has further collaborated closely with CloudWalk Technology, a Chinese AI company that donated facial recognition terminals to the country in 2019. After Zimbabwe’s President Emmerson Mnangagwa visited China in 2019, the Zimbabwean government entered into an agreement with CloudWalk whereby CloudWalk provides facial recognition technology for the country’s financial sector, as well as security applications for airports and railway and bus stations. Christopher Mutsvangwa, former Zimbabwean Ambassador to China, welcomed the Chinese presence in the country, noting how “China has proved to be our all-weather friend and this time around, we have approached them to spearhead our AI revolution in Zimbabwe.”36

Chinese tech firms, of course, welcome such economic opportunities. But they gain an additional benefit when providing technologies to countries such as Zimbabwe. CloudWalk likely did not donate facial recognition technologies for altruistic reasons or deepen its partnership with the country only to gain a monetary benefit. Zimbabwe offered CloudWalk a particularly attractive market—or a laboratory—for testing and improving the company’s facial recognition technologies.37 Through its presence in Zimbabwe, CloudWalk gained access to a population that represents a very different racial mix than that in China, which gives the company an important advantage in retraining its facial recognition algorithms to remove existing racial biases—a problem that notably limits the AI systems available today. The CEO of CloudWalk, Yao Zhiqiang, recognizes this benefit, noting in an interview how “the differences between technologies tailored to an Asian face and those to a black one are relatively large, not only in terms of color, but also facial bones and features.”38 According to a 2018 study conducted by MIT Media Lab and Microsoft Research, error rates in facial recognition techniques were considerably higher for darker-skinned individuals.39 While the error rate for lighter-skinned men was below 1 percent, the error rate was almost 35 percent for darker-skinned women. What explains the error rate is that the algorithms have been trained predominantly on male and white faces, illustrating also how access to extensive data from Zimbabwe can give CloudWalk an edge in global competition for AI technologies. While few people would condemn efforts by tech companies to develop bias-free algorithms, a different question is whether these companies should be using the data of an entire population to do this without seeking the affected individuals’ consent or putting other privacy safeguards in place.

In addition to deploying Chinese digital technologies, some African governments have taken conscious steps to replicate the Chinese digital governance model in their domestic legislation, especially on the content moderation front. Tanzania passed a cybersecurity law in 2015 that is described as being “heavily influenced by the Chinese model.”40 The law prohibits “false” content, which resembles China’s prohibition of “falsehoods.”41 Another 2018 Tanzanian law regulating online content also contains a vague provision banning content that “causes annoyance,”42 which resembles in its elusiveness the Chinese government ban on content that “disrupts social order.”43 One of the goals of the law is to root out “moral decadence,” just like the Chinese regulation bans “decadent” material from social media.44 Egypt similarly adopted a 2018 cybercrime law with digital authoritarian characteristics. The law resembles Chinese cybersecurity legislation in that it expands the government authority to censor the internet and punish individuals who either publish or access such restricted information.45

It is, of course, plausible that these countries would have pursued this type of content regulation regardless of China’s example given their intrinsic authoritarian tendencies. But even then, these laws contribute to China’s growing sphere of influence by making state-driven digital regulation the norm in a growing number of countries. There are also examples that reveal more directly how these countries benefit from China’s advice. For example, China has offered training on cyberspace management to government officials in developing countries, including in Africa.46 Chinese officials trained the Ethiopian People’s Revolutionary Democratic Front on ways to monitor and manage public opinion online through technology, legislation, and engagement with the media. Similar internet management guidance was provided to senior media staff from North Africa and the broader Arab region, including Egypt, Jordan, Lebanon, Libya, Morocco, Saudi Arabia, and the United Arab Emirates.47

Chinese influence is also deeply felt across China’s own backyard in Asia, perhaps nowhere as extensively as in Pakistan, a fast-growing digital market of over 220 million people. Huawei Marine has helped the Pakistani government construct the Pakistan East Africa Cable Express, which connects Pakistan to Kenya and Djibouti.48 Pakistan has also adopted the BeiDou Navigation Satellite System, which is the Chinese rival to the US Global Positioning System (GPS). Huawei has supplied surveillance equipment for safe cities in Pakistan, including for the Lahore Safe City project, which Huawei described back in 2016 as “the largest comprehensive Safe City architecture in the world.”49 Chinese companies also dominate the e-commerce and fintech markets in the country. Chinese e-commerce giant Alibaba has helped build Pakistani e-commerce infrastructure following a Memorandum of Understanding that the company signed with the Pakistan Trade Development Authority in 2017. With its affiliate Ant Group, Alibaba has also pursued e-commerce and fintech acquisitions in Pakistan, further entrenching Chinese tech companies’ control over the local digital economy.

Chinese companies have made similarly significant inroads into other parts of South and Southeast Asia. For example, the Philippines’ “Safe Philippines” project is an extensive surveillance project, launched in 2019, that focuses on improving public safety in the metro Manila region.50 It features over 12,000 surveillance cameras that public authorities deploy alongside facial recognition technologies. Huawei and China International Telecommunications and Construction Corporation (CITCC) provide the technology for the project, which also benefits from close to $400 million of Chinese loans. Huawei and ZTE also have a strong presence in constructing digital infrastructure such as fiber optic cables across the region.51 In addition, Huawei Marine has undertaken several undersea cable projects in the Philippines and elsewhere in Southeast Asia, further illustrating the pervasive influence that Chinese tech companies have exercised in the region.

The Chinese sphere of influence also reaches into Latin America, which has traditionally been politically more connected to the US by geographic proximity and the deep economic relationships the US has cultivated in the region. Ecuador is an example of a South American country that has participated in the DSR in various ways. It has acquired safe city and other surveillance technologies from Chinese companies with the goal of reducing crime in the country. The New York Times’ investigative reporting from 2019 reveals an extensive surveillance regime—known as ECU-911—that is set up with the help of Chinese technologies and Chinese funding, and that has transformed the country into what the reporting calls a “voyeur’s paradise.”52 Ecuador’s main partners in ECU-911 are Huawei and the state-controlled China National Electronics Import & Export Corporation (CEIEC). The CEIEC technicians are also reported to work in the ECU-911 headquarters in Quito, alongside Ecuadorian personnel.53 The project is financed by Chinese loans, and as part of this funding deal, Ecuador has committed much of its oil reserves for China’s use. The ECU-911 system feeds footage primarily for the Ecuadorian police. However, the investigation also uncovered that Ecuador’s domestic intelligence agency has access to the data harnessed by ECU-911.54 This access has been of particular concern to human rights activists, who point to the intelligence agency’s record of intimidating and attacking political dissidents under the country’s past president Rafael Correa. At the same time, given Ecuador’s high crime rates, many segments of the population are reportedly willing to accept the trade-off in their privacy and submit to mass surveillance in exchange for promises of greater public safety.

While the Chinese influence is most deeply felt across authoritarian countries and in developing countries in need of digital development, the Chinese influence also extends to the US and Europe. In the US, at least a hundred municipalities have procured surveillance technology from Chinese tech companies, even after the US government added those companies, including Hikvision and Dahua, to the government’s economic blacklist in 2019.55 In Europe, the Serbian government and Huawei have cooperated closely since 2019 through the implementation of the Safe City project, which involves the installation of thousands of smart surveillance cameras in the country.56 The Serbian government has classified the project as confidential and disallowed public debate on the issue.57 While Serbia can be viewed as a “flawed democracy,”58 established Western European democracies have also turned to China as a supplier of these technologies. For example, Chinese companies have built 5G networks in or sold surveillance technologies to France, Germany, the UK, and other European countries.59

However, China’s strategy toward the US and Europe differs from its strategy toward developing markets. Chinese tech firms view developed countries not only as a destination, but also as a source, for new technologies. The Chinese government actively supports Chinese companies’ efforts to acquire foreign technologies. According to a 2021 study, Chinese embassies in over fifty countries host a cadre of “science and technology diplomats” whose task is to identify investment opportunities for Chinese firms in the countries where these diplomats are stationed.60 This effort is coordinated through China’s Ministry of Science and Technology, and the diplomats’ task is to monitor technological breakthroughs and assess whether the sources of those breakthrough technologies—be they firms, research institutions, or individuals—would be likely to share their IP, establish joint ventures, or otherwise collaborate with Chinese firms. The targeted partnerships often reflect specific needs that Beijing has identified as bottlenecks in China’s technological development or that otherwise align with priorities articulated by the CCP. These diplomats also help Chinese companies sign investment deals, licensing and production agreements, or hire foreign researchers to work in China. To date, tech diplomacy has been particularly common in Japan, Russia, the UK, and the US. The Chinese consulate in Houston, Texas, was reported to be the most active in this type of diplomacy prior to July 2020, when the US government forced its closure.61 At the time, US Secretary of State Mike Pompeo linked the closure of the Houston consulate to China’s practice of stealing American and European IP, referring to the consulate as “a hub of spying and intellectual property theft.”62

The closure of China’s Houston consulate is but one example of how the growing global influence of the Chinese state-driven regulatory model is becoming an increasing source of concern among the US, the EU, and their allies, as will be discussed in detail toward the end of this chapter. Those concerns are now being magnified as China is complementing its DSR-driven influence by assuming a more prominent role in global standard-setting institutions, as explained below.

The Role of International Standard Setting in China’s Broader Influence Strategy

By exporting digital infrastructures, Chinese tech companies are also exporting Chinese technical and industrial standards, as those standards are embedded in the networks and equipment that rely on Chinese-built technology.63 This way, Chinese standards are increasingly governing technological development around the world. In addition, China has sought to further amplify those standards by leveraging Chinese influence over international standard setting in relevant organizations. China has also tried to amend the broader international governance model for the digital economy in ways that reflect its state-driven regulatory approach. China’s strategy has been twofold. First, the Chinese government has advocated a shift in global digital governance away from the US- and EU-backed multistakeholder institutions toward state-centric institutions such as the United Nations. Second, China has also sought to ensure that to the extent that such a shift will not take place, Chinese influence will be channeled more effectively in existing multistakeholder governance bodies. Thus far, the second strategy has been more successful.

At the heart of the Chinese state-driven regulatory model is the idea that sovereign states should be in charge of how the internet and the broader digital economy are governed. As a result, the Chinese government has consistently advocated for a state-centric international internet governance model that would reserve a prominent role for the UN—a forum where states play a dominant role.64 For example, in 2011, China—together with Russia—called for the UN General Assembly to adopt an “international code of conduct for information security.”65 The proposed code focused on norms deterring cyberattacks while also affirming the sovereign right of states across all internet-related public policy issues. The Code was updated and resubmitted to the UN in 2015 by the Shanghai Cooperation Organization, which is a Eurasian political, economic, and security alliance composed of China, Kazakhstan, Kyrgyzstan, Russia, Tajikistan, and Uzbekistan (at the time). Even though the proposed Code was never adopted by the UN, China has continued to advocate similar policies since.66 In 2017, China issued a BRICS Leaders Declaration together with Brazil, Russia, India, and South Africa, emphasizing how “all states should participate on an equal footing in the evolution and functioning of the Internet and its governance.”67 That same year, China released a position paper on the UN’s role in internet governance, reaffirming its view that the UN should be the main actor in developing international rules for cyberspace.68 China has advocated for a greater role for the UN as it would enhance the role of governments at the expense of private-sector and civil-society actors that have been central players in the US-led and EU-supported multistakeholder governance model. Another advantage for China in the UN-centric internet governance model is the presence of developing countries in the UN governance bodies, which gives China the opportunity to mobilize these countries behind its vision for state-led digital governance.

In parallel with its efforts to enhance the UN’s role in global internet governance, China has launched a World Internet Conference, which takes place annually in Wuzhen, and which serves as a high-profile international platform to advance China’s vision of internet sovereignty.69 In the inaugural conference in 2014, General Secretary and President Xi Jinping gave a monumental speech that emphasized China’s commitment to international cooperation in a spirit that respects state sovereignty. The Wuzhen Declaration that was circulated to the participants at the end of the conference reaffirmed this vision by stating that “we should respect each country’s rights to the development, use and governance of the internet, [and] refrain from abusing resources and technological strengths to violate other countries’ internet sovereignty.”70 This Declaration was never formally adopted in Wuzhen, but its tenets were subsequently incorporated into China’s 2017 International Strategy for Cooperation on Cyberspace,71 which similarly emphasizes all countries’ “right to choose their own path of cyber development, model of cyber regulation and internet public policies.” This can be read as a rebuke of the market-driven model that emphasizes the internet’s open, free, and universal character.

By seeking to embolden the UN, China has sought to weaken the multistakeholder organizations such as the Internet Corporation for Assigned Names and Numbers (ICANN) or other private sector–led governance bodies such as the Internet Engineering Task Force (IETF), which have endowed tech companies with an important voice over digital governance, including technical standards. Yet in the absence of the power to render these multistakeholder organizations irrelevant, China has also pursued a strategy to gradually transform these organizations to better reflect Chinese interests. In 2021, China adopted a “China Standards 2035” plan,72 which lays out the blueprint for China’s growing role over international standard setting. This goal was also emphasized by Dai Hong, a member of China’s National Standardization Management Committee, who noted that “global technical standards are still in the process of being formed,” which “gives China’s industry and standards the opportunity to surpass the world.”73

Who gets to define key technical standards is one of the major global battlefields of the digital economy, as these standards can become the default standards around which subsequent technologies are built. Power over these industrial standards and protocols entails influence over present and future technologies, ranging from hardware pieces such as lithium batteries, USB plugs, satellites, electricity transmission, and broadband cellular networks to software, internet protocols, AI, and the Internet of Things, to name a few. The Chinese government understands the significance of these standards, emphasizing how “third-tier companies make products. Second-tier companies make technology. Top-tier companies set standards.”74 One concrete advantage of defining these technical standards is that the developers of patented technologies that become the international standard can collect licensing fees from everyone using their technologies.75 If China became the source of these industrial standards, the licensing fees would flow to Chinese companies. Today, influence over international standards may also entail greater geopolitical power as many of the technologies over which standards are being debated—such as AI—have geostrategic significance. The competition for setting standards for technologies like AI plays a prominent role in technological rivalry, especially as these technologies developed for civilian use are increasingly also deployed toward military aims.

Until recently, American and European technical experts have primarily set these standards given their outsized influence in the leading standard-setting organizations. Yet China’s efforts to gain greater influence over these standards are starting to pay off. Chinese individuals have assumed leadership roles within international standard-setting organizations and their key working groups. Zhao Houlin was the Secretary General of the International Telecommunications Union (ITU) from 2014 to 2022.76 The ITU plays an important role in setting standards for phone and internet connectivity. Zhang Xiaogang became the first Chinese president of the International Organization for Standardization (ISO), serving in this role from 2015 to 2018.77 The ISO is the world’s largest organization developing worldwide technical, industrial, and commercial standards. China has similarly ascended into the leadership of the International Electrotechnical Commission (IEC), which develops standards for all electronic items, with Shu Yinbiao being elected as the IEC president in 2020.78 In the 3rd Generation Partnership Project (3GPP), which is a coalition of several 5G standard-setting organizations, Chinese companies were reported in 2018 to have claimed 10 of the 57 available chair and vice-chair positions.79 China is also seeking more influence in discussions about technical standards applicable to smart cities. In the Joint Technical Commission of the ISO and IEC, 28 countries are represented in the working group on smart cities, yet the working group’s five former and current officers all hail from China, and many of the meetings have taken place in China.80

Some statements by Chinese leaders suggest that the individuals who have risen to leadership positions in these organizations are also using these positions to advance China’s national interests. Zhao Houlin, the former head of the ITU, unabashedly promoted China’s landmark Belt and Road Initiative during his tenure, defended Huawei against US accusations of espionage, and praised China’s growing presence in standard setting in the telecom and internet industries.81 These public statements can be difficult to reconcile with the pledge Mr. Zhao took when swearing in as the Secretary General of the ITU to avoid being influenced by any single ITU member state and to act “with the interest of the union only in view.”82

Chinese companies are also frequently submitting their standards for consideration within these organizations. For example, ZTE, Huawei, and Hikvision have all proposed standards governing the surveillance technologies they have developed to the ITU with the goal that the ITU would endorse them.83 The future standards for AI systems form a particularly important battleground. In preparation for that battle, China has developed domestic standards on AI, which it is now seeking to impose internationally through its participation in the AI Committee of the ISO, a group that is developing standards for the AI industry on data quality, risk management, and big data analytics.84 To cite another example, Huawei—the world’s leader in patents for 5G technology—has proposed over 35,000 standards to the 3GPP, one quarter of which have been approved.85

In one of the most controversial efforts to leverage China’s influence within these standard-setting organizations, Chinese telecom companies Huawei, China Unicom, and China Telecom, together with the Chinese Ministry of Industry and Information Technology (MIIT), proposed a new standard for core network technology—“New IP”—at the ITU.86 The Chinese proposal sought to shift power over IP standardization away from nongovernmental organizations IETF and ICANN to the ITU, which is part of the UN system and hence controlled by governments.87 The fear is that this proposed standard, if adopted, would replace the existing IP system that transmits information across the world from one IP address to another IP, connecting all individual computers and internet users. Thus, this new standard would limit interoperability across different networks, undermining its global character. According to Huawei, the New IP protocol would be superior to the existing “unstable” internet infrastructure as devices within the same network would communicate directly with each other and thus obviate the need to send or receive information across the broader internet. But the proposal’s critics warn that it would radically transform the open internet into a closed one where state-run internet service providers would exert control over citizens’ internet use due to “tracking features” required to authenticate and add new IP addresses to the closed network.88 In presenting the new standard to the ITU, Huawei also explained that it would come with a “shut up command” that could cut off a particular IP address from the network.89 Russia, Saudi Arabia, and Iran have supported China’s proposed standard, while the US and several European countries have vehemently opposed it.90

Some Western commentators have agreed with Chinese tech companies that concerns about the New IP protocol are overblown, while others have pointed out that the existing IP system’s technical problems can be solved without embracing the Chinese approach. Milton Mueller, a professor at Georgia Tech, accused journalists of fanning fears of New IP beyond what the nascent proposal justifies.91 He characterizes New IP as not a standard, but a policy white paper and argues that “since there are no real technical specifications here, it is impossible to know whether the ‘New IP’ direction proposed by Huawei would make global data communications more or less authoritarian.”92 On the other hand, Alissa Cooper, a technology policy executive at the US telecom company Cisco, articulated the Internet Engineering Task Force’s opposition to New IP: “We believe the creation of a top-down design effort to replace the existing IP protocol stack wholesale would be harmful. . . . We see no evidence that the challenges described in the proposals cannot be met by continuing to evolve the existing IP protocol suite.”93

In the years since its introduction, the New IP proposal continues to be cited as a source of concern in Western policymaking. In February 2022, European Commission Executive Vice-President Margrethe Vestager announced a new initiative to counter China’s standard-setting influence in cutting-edge technological sectors. In explaining the need for the initiative, Commissioner Vestager pointed to the New IP proposal and argued that global standards should instead be “set in a vibrant, democratic market economy.”94 At the June 2022 ITU conference on telecom development, the Chinese government and Huawei jointly touted a new proposal called IPv6+.95 Once again, Chinese voices made the case that this new system would improve upon the current internet, leading to “more efficient allocation of information across the network” and the “integration of other technologies.”96 A human rights advocate observing the conference, however, warned that “IPv6+ and [N]ew IP are the same song, different verse.”97 The battle over IP standards thus continues to play out as part of the battle between those who support China’s digital authoritarian model and those who are wary of its spread around the world.

With the ascent of the Chinese influence over international standard setting, the existing multistakeholder governance model is challenged by a governance model that is considerably more state-centric and hence consistent with the Chinese state-driven regulatory model. Both the US and the EU have embraced a strong role for the private industry in standard setting. With the growing Chinese influence in organizations such as the ICANN, IEC, ISO, and ITU, the voices of European and American industry will not merely be diluted by those of the Chinese industry but also by that of the Chinese state. Many Chinese standard-setting organizations that send representatives to these organizations have close ties to the Chinese government.98 The Chinese government gives informal guidance to these organizations, ensuring that any standards they promote remain aligned with the Chinese national interest. Chinese state-owned enterprises also participate actively in standard setting, and the Chinese government is involved in coordinating the positions of various Chinese participants in these organizations, especially when important national priorities such as 5G standards are at stake.99 Thus, while failing to elevate the role of the UN as the central decision-making body for internet governance, China is entrenching its vision for digital sovereignty by gradually transforming multistakeholder organizations into more state-controlled institutions where digital authoritarian norms can better challenge the ideals of the free, open, and global internet.

Digital Authoritarianism Beyond China

While the Chinese state-driven regulatory model is spreading globally, all authoritarian measures toward internet controls and state surveillance observed around the world can hardly be attributed to China’s direct influence. Regardless of the policies China has pursued, it is unlikely that the leaders of countries such as Iran, North Korea, Russia, or Saudi Arabia would have ever embraced the US’s internet freedom agenda or emulated the EU’s commitment to citizens’ rights as a cornerstone of digital governance. For example, the Russian government has over the past decade moved from a Western-style regulatory model that featured few internet restrictions to a tightly controlled state-driven regulatory model. Today, Russia increasingly shares China’s vision that the digital economy is a domain of state sovereignty and that the internet should be subject to political control. Following its invasion of Ukraine, Russia is moving even more forcefully to deploy the internet as a tool for state control and propaganda. By asserting authoritarian control over the digital economy, Russia is thus contributing to the spread of a state-driven, digital authoritarian vision while directly undermining the influence of the American market-driven model and the European rights-driven model. Russia is, no doubt, inspired by China’s example and could be seen as aspiring to replicate part of the Chinese model. However, a closer look at the Russian government’s efforts to gain control over the country’s digital economy also reveals a vast gap between its aspirations and capabilities. This suggests that China remains in a globally unique position to implement the state-driven model toward authoritarian ends and that most attempts to emulate China—including Russia’s—will fall short of the ways that China has perfected the state-driven regulatory model. In other words, adopting a state-driven regulatory model requires not just political will but also tremendous resources and technological capability.

Russia is an interesting country to examine when assessing the global reach of China’s digital authoritarian norms, not least because Russia has transitioned over the years toward a Chinese-style, state-driven regulatory model. In 2019, Russia adopted a “Sovereign Internet Law,” which closely mirrors China’s digital authoritarian principles.100 The law establishes a legal framework that allows the state to exert increasing control over the internet in the country. Some commentators draw a parallel to the Great Firewall of China, as the Sovereign Internet Law aims to similarly restrict internet users’ access to content that the government deems harmful.101 It further vests the Russian government with the power to shut down the network and to isolate Russia from the global internet.102 The Russian government claims that the country now has the technology to operate an autonomous Russian internet—“sovereign RuNet”—that runs entirely on Russian servers.103 The government justifies this to the public as necessary to protect Russian interests if Western powers seek to cut the country off from the global internet. But Russian activists claim that the efforts to create a sovereign internet are instead driven by the Kremlin’s desire to have the option to cut Russia off from the world.104

In 2021, the Russian government further tightened its sovereign control over the internet by passing a new law that requires social media giants and other large operators of foreign websites to open local offices in Russia.105 This law builds on an earlier 2014 law that mandates data localization.106 Data localization requires foreign companies operating in Russia to collect, store, and process any Russian citizens’ personal data in databases that are located within Russia, further tightening Russian sovereign control over data. Russian authorities have also shown that they are prepared to enforce these laws. In 2016, Roskomnadzor, Russia’s agency responsible for monitoring, controlling, and censoring Russian mass media, blocked Microsoft’s LinkedIn in the country after the company was found to have violated data localization laws.107 In 2020, Roskomnadzor fined Facebook and Twitter for the violation of the data localization law, while also threatening the companies with additional fines if they failed to establish databases on Russian territory by July 2021.108 Google was the next to be targeted on similar grounds, with Roskomnadzor opening a case against the company in June 2021109 and a district court in Moscow issuing a fine against Google in August 2021.110 The 2016 “Yarovaya law” and its 2018 amendments have further added to these demands. The laws require tech companies to retain user communications (including images and text and voice messages),111 to store this data locally, and to hand this information over to Russian authorities on demand.112

Russia is also increasingly adopting the Chinese approach toward content moderation. Over the past few years, the Russian government has implemented several new laws and pursued numerous actions against social media companies to gain greater state control over public discourse. It has punished online platforms both for censoring content that promotes the pro-Russia narrative, and for failing to censor content that contradicts this narrative or gives voice to the opposition. Meta, YouTube, and Twitter have been the main targets of this legislation. A 2020 federal law orders social media companies to remove content that is considered “illegal” under Russian law and imposes fines for noncompliance.113 This law has also been strictly enforced in practice, with the Russian authorities imposing fines in 2021 on Google, Facebook, Twitter, and TikTok for these companies’ failure to delete content related to the January 2021 anti-government protests in Russia.114 Another 2020 federal law introduces sanctions for any internet platform that censors Russian media.115 Relying on this law, an arbitration court in Moscow ordered Google to reinstate the YouTube channel Tsargrad TV, which is owned by Russian oligarch Konstantin Malofeev,116 ruling that Google had unfairly discriminated against Malofeev. Malofeev has been targeted by US and EU financial sanctions since 2014 for his role in funding pro-Russian separatists fighting in Ukraine. Malofeev boasted of his court victory as a win for Russian internet sovereignty, noting how “people from California can’t set the rules in Russia.”117 He also wrote to former President Trump, who has been banned by Twitter and Facebook, urging him to sue US tech companies before Russian courts.118

This Russian turn toward a state-driven model has taken place over the past decade, and can be traced to events surrounding the reelection of President Putin in 2012.119 Mass street protests taking place in 2011 and 2012, fueled by social media, were a key development that drove Russia’s shift toward digital authoritarianism. These events turned the Putin regime’s attention to the threat that social media can pose to the regime and political stability in the country. President Putin has been hardening his rhetoric ever since, noting in March 2021 that Russian society would “collapse from the inside” if the internet did not “submit to formal legal rules and the moral laws of society.”120 The Russian government is further tightening its grip over online speech with a new 2020 law that makes online libel punishable by up to two years in prison.121 This can be an arbitrary and effective tool to deter news and any other commentary that could undermine the Putin regime.

Russia’s turn to digital authoritarianism has also paved way for greater cooperation with China. With shared goals, China and Russia have collaborated on a joint internet governance agenda. They share a resentment of the US’s role in global digital governance. Olga Melnikova, the head of the Department of International Information Security of the Ministry of Foreign Affairs of Russia, expressed these sentiments in her July 2021 comments, noting how “both Moscow and Beijing oppose Washington’s global domination, including in the digital space.”122 The two countries signed a bilateral cooperation treaty on cybersecurity in 2015.123 There have also been media reports that the two countries planned to sign an international treaty on managing illegal online content in 2019. However, the treaty text is not publicly available, and it is not clear if the agreement between the two countries was ever concluded.124 Both China and Russia also actively promote the notion of “cyber sovereignty” in fora such as the UN,125 as discussed earlier, which can be viewed as another shared attempt to legitimize the state-driven regulatory model internationally. Despite their shared values and occasional collaboration, Russia and China also have some differences, both in terms of priorities and capabilities.126 China pursues global technological dominance, which is not a feasible goal for Russia, as it lags behind China in technological capabilities. Russia has also been more focused on harnessing the internet to leverage its relatively greater military and intelligence capabilities, including toward destabilizing other regimes.

Notwithstanding Russia’s efforts to imitate several features of Chinese internet governance, it has not managed to replicate China’s state-driven model as successfully in practice. One challenge is that the Russian digital society was not initially built on digital authoritarian foundations, and those foundations have been harder to establish retroactively. Before the authoritarian turn that took place a decade ago, the Russian internet was largely free of state involvement and reflective of Western values. This history of internet freedom in the country has made it politically difficult for the government to establish a tight censorship regime, as the Russian population is accustomed to online engagement. For example, Western social networks, such as Instagram and YouTube, remained extremely popular until they were blocked in response to Western sanctions following the Ukrainian invasion.127 This set limits to the government’s ability to censor the internet—until the war provided a forceful reason for the government to implement an even tighter censorship regime.

Russia also lacks the capacity possessed by the Chinese government to monitor and censor the internet.128 This suggests that Russia may have embraced the spirit of China’s state-driven model but it has not to date invested the resources China has to actually entrench that model as an effective regime of state control. For example, Russia’s internet censor Roskomnadzor has 3,000 employees, which pales in comparison to the estimated 100,000 people China has deployed for this task.129 Russia also lags behind in the technological capabilities needed to engage in effective censorship. To illustrate this, in June 2020, Russia reversed a two-year ban on the popular messaging platform Telegram after its repeated failures to block the site also caused collateral damage to unrelated sites.130 When Russian censors attempted to ban Telegram in 2018, they accidentally took out over 16 million unrelated sites, including the site of the internet censorship agency itself, while Telegram remained easily accessible and increased its audience from 10 to 30 million.131 In 2021, when the government tried to punish Twitter by slowing down its operations, the unintended side effect was that the websites of the Kremlin, the Russian Parliament, and several government agencies went offline.132 These incidents highlight Russia’s dependence on foreign internet infrastructure and the resulting difficulties it faces in fencing itself off from the global internet, engaging in mass surveillance, or otherwise replicating the Chinese state-driven model in practice. China is actively helping Russia to build better technological capabilities through talent exchanges and joint technology development projects,133 but a vast gap continues to exist between Russian digital authoritarian aspirations and the country’s actual capabilities.

Russia knows that it remains dependent on foreign digital technologies and that it must rely either on China or the West for many of its technological needs. In choosing to collaborate closely with China, including by embracing Huawei’s technologies, Russia has shown that it is more comfortable with dependence on China than on the US or the West more broadly. As one government official noted, “We’re either going to be bugged by the US or by China, so we need to choose the lesser evil.”134 However, as a sign that Russia also harbors mistrust against China, the Russian government allowed Huawei in to construct the 5G network in the country under the condition that only Russian telecom equipment would be used. Due to this requirement, the 5G project is currently stalled in Russia as no local equipment exists.135 Additionally, Russia is not solely relying on Chinese surveillance technologies; it has, until recently, also bought advanced technology from the West, especially when it is perceived as superior in quality. For example, Moscow’s smart city surveillance systems rely primarily on equipment bought from US companies including Cisco, Dell, HP, and Nvidia.136 This suggests that Russia is not simply importing the Chinese state-driven model but is looking to entrench its own Russian variant of it. Russia is also seeking ways to promote its own technologies and to reduce its dependence on all foreign platforms. A new law from 2021, colloquially known as “the law against Apple,” mandates that device manufacturers preinstall Russian apps on smart devices such as smartphones, tablets, and laptops137—a law Apple initially opposed, but ultimately agreed to comply with it.138

With the 2022 Russian invasion of Ukraine, the dynamics in Russia are changing toward greater authoritarianism, amplified by rapidly growing hostility toward the US and the EU and a resulting decoupling of the country from Western technologies. In an attempt to control the narrative about the war, Russia has turned even more authoritarian, leveraging the internet as a tool for state propaganda. The Russian government has blocked access to several US digital platforms, including Facebook, Instagram, and Twitter. According to a Moscow court decision in March 2022, Facebook and Instagram had to be banned because their parent company, Meta, was “carrying out extremist activities” relating to the war. The Russian Federal Security Service has also accused Meta of “creating an ‘alternative reality’ ” in which “hatred for the Russians was kindled.”139 The Russian ban followed the Western sanctions, which required these companies to limit carrying Russian propaganda—including content by Russian state-controlled media outlets Russia Today and Sputnik—on their platforms.140 The US and the EU have sought to isolate Russia through banning the export of Western technologies to the country, hoping to pressure the Kremlin into ending the aggression and withdrawing from Ukraine. China, on the other hand, has not condemned the Russian invasion and has tolerated, even amplified, Russian narratives about the war on Chinese online platforms.141 As a result, Russia is thus likely to align itself even more closely with China in the coming years.

The ongoing war in Ukraine also heightens the broader conflict between democracies and autocracies, shaping not only how the US and the EU are responding to the threat posed by Russia—but also to the threat posed by the most capable digital authoritarian nation, namely China. While digital authoritarianism in countries such as Russia presents grave concerns, China remains the main digital adversary of the US and its allies, given the superior influence and global clout of the Chinese state-driven model.

Concerns With China’s Global Influence

Critics point to several concerns about the expansion of Chinese digital infrastructures and influence over the global digital economy. One prominent concern is that by allowing Chinese companies to build smart cities, those partnering cities also risk becoming more authoritarian. The same surveillance cameras that can be deployed to reduce traffic congestion and optimize energy use can also be used to monitor citizens’ every movement in real time. This way, the Chinese digital authoritarian culture can spread around the world as foreign governments gain new tools of state control. Another concern is that reliance on Chinese technologies risks exposing these countries to Chinese government surveillance, as Chinese tech companies are widely believed to hand over any data they gather to their government upon request. While some of these concerns have been difficult to verify in practice, they have prompted the US and its allies to seek to curtail China’s influence.

Concern Over Globalizing Chinese Surveillance

In assessing China’s growing influence through the DSR, it is important to keep in mind that while the DSR is sometimes characterized as the Chinese government’s masterplan to proactively export its digital authoritarian norms, the DSR is also often demand-driven as several governments actively seek to acquire Chinese technologies.142 Many foreign governments in countries with high crime rates welcome surveillance infrastructure as a tool for law enforcement—often with the full backing of their citizens, who worry about their physical safety more than their data privacy. These governments can point to numerous examples of digital technologies reducing crime effectively, thus justifying the decision to invest in greater digital surveillance. Local governments in China have been eager to tout the benefits of surveillance technologies. For example, it was reported that in a village in Sichuan province, crime rates dropped to zero in two years because of the surveillance cameras.143 Foreign governments are sharing similar examples, emphasizing how digital surveillance is having a beneficial effect on other societies as well. For example, in New Delhi, facial recognition software was reported to have helped police recognize 3,000 missing children in the span of only four days.144

Smart cities are powered by technologies that can, indeed, be deployed toward multiple ends, some beneficial, others more sinister. There is nothing unlawful or disturbing in deploying modern technology to make cities run more efficiently in light of the information that these technologies can collect. Fighting crime is also a government responsibility, and carrying out that task can thus legitimately include utilizing technologies that improve citizens’ safety.145 However, alongside these entirely benevolent uses of surveillance technologies exists the possibility of leveraging these technologies to entrench authoritarian control in violation of individual rights. Facial recognition and other similar technologies can help governments monitor their citizens, including tracking dissidents and other activists who pose a risk to reigning governments—akin to what the Chinese government is doing domestically to curtail dissent and maintain social order. The key concern thus stems not from the fact that these technologies exist, but from how they are being deployed.

Chinese companies have been quick to emphasize the distinction between manufacturing a certain technology and making a policy decision on how to deploy it. When asked about the potential malicious uses of its technology, Huawei has commented that the company “provides technology to support smart city and safe city programs across the world. In each case, Huawei does not get involved in setting public policy in terms of how that technology is used.”146 Chinese facial recognition company CloudWalk, which has been sanctioned by the US government, justifies its exports of surveillance technology to countries such as Zimbabwe by emphasizing that it is not the company, but the Zimbabwean government, that decides how the technology is deployed. Fu Xiaolong, a company spokesperson, drew a parallel to US arms sales: “Just as the United States sells arms around the world—it does not care whether other governments use American weapons to kill people.”147

Whether or not one subscribes to the view that the entities supplying technologies bear no responsibility for the actual deployment of those technologies, it is reasonable to assume that smart city technologies provided by Chinese tech companies are being leveraged to entrench state control in many parts of the world. The growing authoritarianism across countries further ensures that there is a steady, even growing, demand for rights-invasive, control-enhancing surveillance technologies. According to the rankings published by Freedom House, internet freedom across the world is declining. Their Freedom on the Net 2021 report measures countries’ internet freedom across indicators such as obstacles to internet access, limits on content, and violations of user rights, and found that global internet freedom had declined for an eleventh consecutive year.148 The same report documents that the procurement of spyware is proliferating, with a growing number of governments gaining access to sophisticated surveillance technology.149 This suggests that numerous authoritarian governments are eagerly embracing surveillance technologies in their efforts to control their societies—and China provides them the tools to do so.

The COVID-19 pandemic may further increase demand for digital surveillance technologies around the world. All governments were scrambling to prevent the spread of the pandemic, and many quickly deployed digital technology to introduce new contact-tracing measures. Digital surveillance proved helpful in tracking potential infections and alerting individuals who could have been exposed to the virus. China’s relatively more successful control of the COVID-19 pandemic during its early stages can, in part, be attributed to its societal willingness to tolerate highly invasive digital surveillance measures alongside with harsh lockdowns—even if those invasive measures have since been heavily criticized. China’s color-based health codes and tracking systems were rightly described as far-reaching, yet many commentators concede that they were effective in preventing people from traveling and thus reducing early COVID-19 cases quickly.150 However, this type of essential public health measure can also provide an excuse for governments to infringe on individual freedoms and collect personal data on individuals. The pandemic can also be used as a justification to monitor the movements and contacts of citizens, enforce quarantines, or otherwise keep cities “safe.”151 There is also a legitimate fear that these measures will not be lifted after the pandemic but will instead be used to carry out government surveillance for less pressing purposes in the future.

Chinese-supplied surveillance technologies provide governments with the tools to pursue digital surveillance of their citizens—however, China is not the only country to offer these kinds of technologies. According to a 2019 Carnegie Endowment for International Peace study that examines AI surveillance in 176 countries, Chinese companies are indeed the largest source of those technologies, supplying them to 63 countries. Huawei alone has sold surveillance technologies to at least 50 countries.152 At the same time, governments eager to monitor their citizens can also acquire Western surveillance technology and deploy those systems toward illiberal ends. For example, French, German, Israeli, Japanese, and US companies are also active in this domain. Surveillance technologies supplied by US firms, such as IBM, Palantir, and Cisco, can be found in 32 countries. An Israeli company called NSO Group has developed spyware called “Pegasus,” which has been described as the “World’s Most Powerful Cyberweapon,” and which the company has sold to governments around the world.153 Reports have subsequently surfaced documenting widespread abuse of the spyware by democratic and authoritarian countries alike.154 NSO Group also became a target of US sanctions in 2021 after it was discovered that the company supplied its Pegasus spyware to foreign governments that used it to target political activists, politicians, business leaders, and journalists.155

It is also not the case that Chinese tech companies are supplying AI surveillance technologies to other authoritarian states, while tech companies from liberal democracies are servicing liberal democracies.156 Chinese companies are active in democracies and autocracies alike, and similarly, companies based in liberal democracies are supplying technologies to markets with dismal human right records. For example, Saudi Arabia is procuring safe city technology from Huawei. But Google is establishing cloud servers there, and the Japanese company NEC is supplying facial recognition cameras to the country. In addition, while the US government has criticized and sanctioned Chinese companies that have facilitated surveillance of the Uyghur minority in Xinjiang, it was revealed in 2019 that US tech company Hewlett Packard also contributed to the effort.157 Thus, China is by no means the only source of technologies that power global surveillance efforts.

Critics of Chinese surveillance technologies, however, highlight an additional reason for concern over technologies supplied by Chinese companies. This concern relates to the amorphous relationship that Chinese firms have with the Chinese government, including the entanglements that come with the Chinese government often supplying loans to fund foreign governments’ acquisitions of surveillance technologies. Chinese companies are expected to hand over data they acquire to the Chinese government, and few believe that they can credibly commit to refusing to do so. The most potent concern is therefore that the Chinese government itself could access the data that Chinese companies gather by exporting, installing, or managing technologies in foreign jurisdictions. In other words, Chinese infrastructure in foreign markets may not only facilitate digital surveillance by foreign governments but also surveillance by the Chinese government. Should Beijing deploy its access to data in DSR-recipient countries toward espionage operations, these countries’ core national security interests could be compromised. Some countries, including the US, are already shunning Chinese technology precisely for the fear of being exposed to Chinese espionage operations, as discussed in Chapter 5. This concern was also articulated by former Japanese trade minister Akira Amari, who recently warned that China’s efforts to set standards on smart cities is a “trap”; the surveillance systems ultimately allow China to mine data from high-tech-powered cities around the world and feed it back to Beijing.158

Some commentators have also warned that by allowing Chinese companies to build smart city infrastructure, cities hand those companies the tools to “flick a ‘kill switch’ ” to shut down city operations.159 The Chinese government could also resort to coercion or blackmailing of foreign political elites using its access to politically sensitive data, thus gaining political leverage over foreign governments.160 Others emphasize that while the DSR to date has been less tightly controlled by the Chinese government, that may well change as geopolitical conflicts over technology intensify. The DSR plants an infrastructure channel that the Chinese leadership may start deploying more strategically to challenge the US-led technology order, pulling more countries closer into its orbit both technologically and geopolitically.161 If this occurs, the Chinese government’s much-touted idea of data sovereignty will be illusory as these DSR recipients will ultimately be subject to the control of the CCP.162

To date, there is limited evidence on which to judge whether these potential fears will actually materialize. In 2019, the Wall Street Journal reported that Huawei employees had assisted the Ugandan and Zambian governments in spying on their political opponents.163 This assistance entailed intercepting those individuals’ encrypted communications and social media accounts and using cellular data to track their movements. The investigation did not uncover evidence showing that this assistance was done at the behest of the Chinese government or that the executives in China directed the operations or even knew about them. But the investigation did show that Huawei employees in those countries were directly involved in these surveillance operations. Local security officials shared copies of intercepted WhatsApp messages with the Journal and explained that Huawei technicians’ help was essential for the operation.164 This direct, on-the-ground assistance came on top of the general technical training that Huawei employees had provided to African officials in Beijing. Huawei executives had also recommended that the Ugandan government study Huawei surveillance systems in Algeria, where the Algerian government deployed mass surveillance technologies and engaged in hacking of members of the opposition who were seen as threats to national security. However, while this type of general training has been well documented, Huawei’s involvement in day-to-day government surveillance operations in countries deploying the company’s technology has been more difficult to prove.

The data breach scandal involving Huawei and the African Union (AU), which was discussed earlier in the introduction, is another event that raised significant international concern after it was uncovered that the Chinese-built AU headquarters had been a target of a major hacking operation that exposed the AU’s data to Chinese surveillance.165 Unsurprisingly, the Chinese government denied allegations of its involvement.166 Despite efforts to address the problem, including putting out new tenders and awarding new contracts for the building’s ICT systems,167 the Chinese influence over the AU’s operations has been hard to shed. In 2020, Japanese cyber researchers alerted the AU of another cyberhack after discovering that a group of Chinese hackers was suspected of having rigged AU servers, allowing them to siphon off surveillance videos from across the AU building complex.168 The Chinese mission to the AU again denied the allegations, stating that “we never interfere in Africa’s internal affairs,” and emphasizing that Africa and China are “good friends, partners and brothers.”169 The AU’s dependence on Chinese support complicates the AU’s options for responding to the Chinese hacking operations—which also explains why the AU was hesitant to validate and condemn the breach in the first place. China plays a key role in providing technical support, capacity building, and technology to combat security concerns, and also contributes to broader peacekeeping missions throughout the region.170 This likely explains why the AU has not taken drastic measures to disentangle its partnership with China.

Others may argue that it is not fair to single out China as several governments, including democratic governments, conduct extensive surveillance operations around the world. While it is doubtful that comprehensive data on global digital surveillance practices can be assembled, some attempts to do so exist. For example, the 2019 Carnegie Endowment for International Peace study cited above confirms that AI surveillance technologies are used by liberal and illiberal regimes alike.171 This also became evident with the so-called Snowden revelations that exposed the extensive surveillance practices of the US National Security Agency (NSA), including how the US government had Huawei among its many surveillance targets.172 The US government does not deny that it conducts wide-ranging surveillance operations. But it is keen to draw a distinction between surveillance conducted by democracies and by autocracies. When faced with accusations that their surveillance programs violate civil liberties, the US intelligence agencies defend their programs as being essential to fend off terrorist attacks and other national security threats,173 in addition to being constitutional and subject to rigorous congressional and judicial oversight.174 In line with the US argument, the Carnegie study acknowledges that greater concerns exist when surveillance technologies are deployed by authoritarian rather than liberal governments. Liberal democracies are expected to have better governance mechanisms in place to protect individuals’ fundamental rights, whereas authoritarian governments are more likely to abuse these technologies because they face fewer legal constraints and political checks in doing so.175 However, the Snowden revelations have undoubtedly undermined the US government’s ability to criticize China for its surveillance practices. The Chinese government, for example, has been quick to fend off any US criticism by pointing out how invasive the US’s own intelligence operations are, with the Chinese Ministry of Foreign Affairs Spokesperson Zhao Lijian referring to the US as “the No. 1 empire of hacking, surveillance and theft of secrets.”176

In addition to highlighting the US surveillance in an effort to call out Western hypocrisy, China is also actively pushing back on any efforts to paint the country as an enemy in need of a counter force. After Sweden banned Huawei from its domestic networks, China threatened to retaliate by banning the Swedish company Ericsson from China’s own 5G building efforts.177 In a curious twist of events, these Chinese threats led Ericsson to lobby its own government against a Huawei ban—fiercely advocating for its rival in an effort to preserve its own access to Chinese markets.178 These retaliatory threats are just one example of the ways China seeks to inflict economic pain on those who join initiatives to resist Chinese influence. In 2020, Australia sparked China’s ire by imposing restrictions on Huawei, criticizing the national security law in Hong Kong, and advocating for an investigation into China’s early coronavirus pandemic missteps.179 China responded by imposing high tariffs on Australian barley exports, suspending some Australian beef imports, and placing antidumping duties on Australian wine.180 In a press briefing after the wine duties were announced, Chinese Ministry of Foreign Affairs spokesman Zhao Lijian said that Australia should “do more things conducive to mutual trust and cooperation.”181 In addition to penalizing countries that have stood up to China, China also promises countries better relations and corresponding economic benefits for going along with the Chinese agenda. In recent years, a number of countries have switched from recognizing and maintaining diplomatic ties with Taiwan to partnering with mainland China.182 When Nicaragua made the switch in 2021, foreign observers noted that Chinese investment behind the Nicaraguan government’s plans to build a $50 billion canal may have been a significant factor driving the decision.183 These examples reveal that China’s common strategy of deploying rewards and punishments can be effective in toning down any criticism that would otherwise be voiced against China’s global influence.

The Difficulty of Countering China’s Growing Global Influence

There have recently been several calls and proposals for deeper cooperation among liberal democracies to counter China’s influence.184 These proposals call for a coalition of “techno-democracies” to counter China and other “techno-autocracies” in an increasingly ideological battle over fundamental norms that govern the global digital economy. These proposals, which will be discussed in the concluding chapter, build on an acknowledgment that too little has been done to counter the rise of the Chinese state-driven regulatory model and that no country can effectively respond to this challenge alone. To date, democratic countries have been unable to provide an alternative to China’s DSR, make real progress in defending themselves against cyberattacks, or successfully coordinate on tech standards that reflect their shared values.

While these proposals have not yet led to a steady alliance of techno-democracies or a comprehensive strategy to counter China’s digital authoritarianism, some initiatives, pledges, and institutions have been put in place or are being prepared. The Trump administration initiated a program in August 2020 known as the “Clean Network.”185 The Network is described as a “comprehensive approach to safeguarding the nation’s assets including citizens’ privacy and companies’ most sensitive information from aggressive intrusions by malign actors, such as the Chinese Communist Party.”186 In establishing this Network, former Secretary of State Michael Pompeo called on “all freedom-loving nations and companies” to participate in the initiative and help address threats to “data privacy, security [and] human rights.”187 The Network has developed “digital trust standards” to assess the trustworthiness of telecom equipment suppliers as they construct and operate their 5G infrastructures. This includes designating some 5G providers as trustworthy “Clean Telcos,” a labeling effort that is designed to halt Huawei’s ability to offer its services to the members of the Network.188 The Clean Network builds on the so-called Prague Proposals, which refer to a common position reached in negotiations among 30 countries on 5G security in a conference hosted in May 2019 in the Czech Republic.189 This conference brought together security officials across Europe, North America, Australia, Japan, and South Korea in addition to representatives of the EU and NATO.190 Without naming Huawei, the Prague Proposals consist of a set of nonbinding principles that warn governments of relying on suppliers of 5G networks that could be subject to state influence or that are based in countries that are not signatories to international agreements on cybersecurity or data protection.

As of December 2020, over 50 countries have signed up to the Clean Network, together with 180 “Clean Telcos” and numerous other “Clean Companies” such as Oracle, Fujitsu, Cisco, Siemens, and HP.191 Almost all EU member states—26 out of 27—have joined the Network; Germany is the one country that has not made a decision to join, likely because of its deeper economic ties with China and the desire not to antagonize its key trading partner.192 Other democracies and large economies, including Australia, Canada, India, and Japan, are also among the members of the Network. It is unclear how President Biden plans on building onto this particular Trump-era effort, but his administration is facing continued pressure from Congress to do more to counter China’s growing influence.193 To date, his administration has shown its determination to keep the pressure against Chinese tech companies, including sanctions, in place. In addition to countering China’s technological ambitions,194 the Biden administration is focused on strengthening the US’s own capabilities in order to preserve the American lead in technologies that are vital to the US’s long-term economic and military power, as discussed in Chapter 5.195

The group of advanced economies known as the G7 is another forum for fostering cooperation among techno-democracies and countering China’s DSR. This political forum consists of Canada, France, Germany, Italy, Japan, the UK, and the US. In the group’s June 2021 meeting, the G7 launched an initiative known as the “Build Back Better World” (B3W).196 Through this initiative, the G7 members pledge to mobilize private capital to help “narrow the $40+ trillion infrastructure need in the developing world.”197 The B3W is depicted as an alternative to China’s BRI and DSR, consistent with the democratic values embraced by the G7 members. Other democracies outside of the G7 are also invited to join the initiative.198 A senior official in the Biden administration denies that the B3W is just about “confronting or taking on China,” and claims that the initiative is instead designed as a “positive alternative that reflects our values, our standards and our way of doing business.”199 In 2021, the EU also pledged to invest up to 300 billion euros by 2027 to fund critical infrastructure projects around the world as part of a “Global Gateway” initiative, which has been described as the EU’s response to China’s BRI.200 However, it remains unclear how effective any initiative such as B3W or Global Gateway will be, including whether the pledged funding will ultimately materialize.201 In contrast, the BRI has the solid financial and political backing of the Chinese government, which allows Chinese companies to take on more ambitious and riskier projects across the developing world.202

In addition to these initiatives with an intended global reach, the US has also sought to counter China’s digital infrastructure power through regional efforts in Asia. For example, the US is considering a digital trade agreement with Indo-Pacific economies as a way to restrain China’s influence in the region.203 This proposed digital trade deal would include countries such as Australia, Canada, Chile, Japan, Malaysia, New Zealand, and Singapore. It would be narrowly confined to digital issues and aim to reach agreement on cross-border data flows, data protection, and various regulatory standards, including those for artificial intelligence. The deal could build on existing agreements such as the 2019 US–Japan Digital Trade Agreement and the 2020 Singapore–New Zealand–Chile Digital Economy Partnership Agreement.204 Other efforts to align the Asian nations with the US include an agreement between the US, Japan, India, and Australia—known as “the Quad”—to collaborate on creating a safe supply chain for semiconductors and ensuring the development of secure communications networks.205 After its September 2021 meeting, the four-way alliance issued a joint statement on common principles on tech development, emphasizing their shared commitment to “democratic values and respect for universal human rights” as a foundation for the governance and use of technology.206 While not explicitly framing the effort as a counter to China, the Quad approach affirms its view that “technology should not be misused or abused for malicious activities such as authoritarian surveillance and oppression.”207

Harnessing a cohesive anti-China coalition to counter China’s infrastructure power is not easy. The US cannot halt China’s economic rise and technological prowess, nor can it easily cajole other nations into forgoing the opportunities that China’s dynamic and growing economy present. Already today, China is the largest trade partner for almost twice as many countries as the US is.208 If these countries are forced to choose between the US and China, they may well choose China. The US is facing some challenges in particular in its efforts to pull Asian economies into any digital agreement geared at countering China, as China is the leading trade partner for every country in the region.209 China has already registered its opposition to the proposed digital trade deal between the US and Indo-Pacific economies.210 As a result, several Asian economies may not join any deal with the US over China’s opposition.

In recent years, the US government has intensified its efforts to counter China’s growing global influence by depicting the battle against China as one being fought over the future of liberal democracy. In the digital domain, this battle has consisted of an attempt to harness a coalition of techno-democracies to fight China and other techno-autocracies. This contest between two warring ideologies and political systems, which will be discussed in the concluding chapter, further elevates the stakes in the US and other Western efforts to halt China’s growing global influence and limit the reach of the digital regulatory model it espouses. By framing the battle as one between digital democracy and digital autocracy, the US presents a stark choice to the countries around the world, appealing to their political convictions and fundamental values that organize digital societies. However, despite these sustained efforts, there are few signs to date that the Chinese state-driven regulatory model—or its global influence—will wane anytime soon.
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Globalizing European Digital Rights through Regulatory Power

when the european union adopted its landmark data privacy regulation—the General Data Protection Regulation or the GDPR—in 2016,1 it was soon embraced as a global data privacy standard by many of the leading American tech firms, including Meta, Google, Apple, and Microsoft. In anticipation of its entry into force, Meta chose to extend GDPR protections to the company’s then 2.2 billion users—now nearly 3 billion users—worldwide.2 Google similarly updated its privacy policy globally in response to the GDPR, sending its users a notice saying that “We’re making these updates as new data protection regulations come into effect in the European Union, and we’re taking the opportunity to make improvements for Google users around the world.”3 Apple carries out GDPR-mandated privacy impact assessments across all its products and rolls out updates required by the GDPR on its operating systems worldwide.4 Microsoft implements the GDPR’s “privacy by design” concept, designing its products at the outset to incorporate the EU’s data privacy standards and thereby globalizing those standards through its inherent product features.5

Why would these powerful US companies comply with the GDPR even outside the EU, instead of taking advantage of more lenient data privacy laws elsewhere? The answer lies in a phenomenon known as the “Brussels Effect,”6 which describes the EU’s unilateral power to regulate the global marketplace. Because of the size and the attractiveness of the EU market, most large tech companies want to access that market, which requires them to comply with the European regulatory standards. While these tech companies could, of course, adopt one data privacy standard for the EU market and various other standards for the rest of the world, scale economies and other benefits of uniform business practices often make such a customization strategy unappealing. Instead, these companies frequently choose the most stringent regulatory standard—which typically is the EU standard—as their global standard to ensure regulatory compliance worldwide. In this way, market forces and companies’ business incentives alone are often sufficient to convert the EU’s data privacy regulation into a global regulation.

In addition to this type of de facto Brussels Effect, which explains how large tech companies adjust their global conduct to the EU regulations, those regulations are often entrenched globally through the so-called de jure Brussels Effect, which refers to the adoption of EU-style regulations by foreign governments. To date, nearly 150 countries have adopted domestic privacy laws, most of them resembling the EU data protection regime.7 According to Paul Schwartz and Karl-Nikolaus Peifer, “EU data protection has been stunningly influential: most of the rest of the world follows it.”8 Another privacy expert, Graham Greenleaf, notes that “something reasonably described as ‘European standard’ data privacy laws are becoming the norm in most parts of the world with data privacy laws.”9 Many governments emulate GDPR because they perceive it to be the “gold standard,” providing the highest and most widely accepted standard to follow.10 After a certain tipping point, there is such widespread convergence behind the EU norm that it is harder for any government enacting data privacy laws to justify a deviation from that global norm.

These two variants of the Brussels Effect, de facto and de jure, reveal how the EU has been able to extend its influence across the global markets by leveraging its vast regulatory power to shape foreign tech companies’ and governments’ data privacy policies. The EU’s vast regulatory power is the primary source of its global influence and the defining feature of the European digital empire. Whereas the US exports its private power and China its infrastructure power, the EU’s primary export in the digital sphere is, no doubt, its regulatory power—a form of power that neither foreign tech companies nor other governments, including the US and China, can fully evade. This regulatory power externalizes the European rights-driven regulatory model around the world, enabling the EU to play a leading role alongside the US and China in shaping the global digital economy.

This chapter explains why the EU—as opposed to the US, China, or any other jurisdiction—has become the primary source of legal norms that shape the digital economy across jurisdictions. It begins by examining this phenomenon in the domain of data privacy. The GDPR is often heralded as the prime example of an EU law with a global impact, affecting foreign companies, governments, and digital citizens alike. But the Brussels Effect can also be observed in other areas of the digital economy where the EU’s influence has been, or is becoming, pertinent. The discussion reveals how the EU’s antitrust rules and content regulations, including norms covering online hate speech and disinformation, can similarly be externalized through the Brussels Effect, and how artificial intelligence (AI) is likely to be the next frontier of the EU’s global regulatory influence. These policy fields further entrench the global footprint of the European rights-driven regulatory model. After illustrating the global reach of the EU’s regulatory power, the discussion turns to examine accusations of European “regulatory imperialism” and various other criticisms leveled against this form of global influence.

How the Brussels Effect Shapes Data Privacy Policies Around the World

Over the past decade, the EU has asserted itself as the most powerful regulator of the digital economy, giving it unique leverage to determine how digital technologies are developed and deployed around the world. The Brussels Effect explains how the EU often sets the rules and standards according to which products are built and how business is conducted, in Europe and beyond. This has allowed the EU to transform global markets in a variety of policy fields—both digital and nondigital—toward its norms. In the digital space, the EU’s global regulatory influence can be observed in both tech companies’ business practices and in foreign governments’ legislative activities, each phenomenon being significant in globalizing the European rights-driven regulatory model in several policy domains. The EU’s regulation of data privacy provides perhaps the most pertinent example to illustrate this, as shown below.

The Impact of the De Facto Brussels Effect on Companies’ Data Privacy Policies

The Brussels Effect is a form of regulatory influence that stems from the combination of the EU’s large consumer market, its powerful regulatory institutions that adopt stringent regulations, and market forces that steer tech companies toward uniform rules generated by the EU as the leading regulatory jurisdiction. Most fundamentally, the EU’s global regulatory influence is rooted in its large internal market, consisting of nearly 450 million relatively wealthy consumers. Few multinational companies today can afford to forgo access to those consumers. But the market size alone does not guarantee global regulatory influence, or else we would also witness the “Beijing Effect,” the “Delhi Effect,” the “Tokyo Effect,” and the “Washington Effect.” Instead, the jurisdiction must have the regulatory capacity as well as the political will to generate stringent rules in order to be a unilateral global regulator. Today, the EU alone often meets these additional two criteria across several policy fields. China still cannot match the experience and the expertise of the EU regulators, thus trailing the EU in regulatory capacity. The US has extensive regulatory capacity but has to date lacked the political will to deploy it, trusting its market-driven instincts that view government regulation with suspicion. In contrast, the EU is known for its affinity for rules and regulations, as well as the extensive bureaucratic machinery based in Brussels, which is ready and able to generate them. However, even the EU cannot externalize all of its rules. The Brussels Effect only occurs when the EU regulates inelastic targets, such as consumer markets, as opposed to capital. Unlike capital, consumers will not flee to less regulated jurisdictions, compromising the EU’s regulatory clout. Finally, EU standards become global only when companies’ production or conduct is nondivisible—in other words, when the benefits of adhering to a single regulatory standard exceed the benefits of taking advantage of more lax standards in other markets. These five conditions, taken together, underpin the Brussels Effect and explain why the EU today is the only digital power that effectively wields unilateral regulatory influence across global markets.

To further unpack these conditions, consider the first condition: market size. The country’s market size is a well-understood proxy for its ability to exercise regulatory authority over foreign corporations and individuals. The larger the market, the more valuable it is for companies to access that market. As a result, large, lucrative consumer markets can better force regulatory compliance with their rules due to the costs associated with forgoing access to such a market. A small market lacks this kind of power. For example, if Sweden alone—without the benefit of being part of a larger EU market—enacted stringent data protection rules that Google did not want to comply with, Google could simply pull out of the Swedish market. But Google cannot as easily abandon the vast EU market and its nearly half a billion wealthy consumers. Of course, focusing on market size alone, several other jurisdictions could also qualify as potential global standard setters. The EU is the second-largest economy in the world, with a gross domestic product (GDP) of over $17.1 trillion.11 It is also arguably the world’s most significant consumer market. With a high proportion of affluent consumers, a large number of producers depend on their ability to supply products and services to those consumers. The EU’s population is nearly 450 million, and its GDP per capita is $44,024.12 The US is relatively more affluent, but its consumer market is smaller. China, on the other hand, has a larger consumer market but its consumers are relatively less affluent. However, all three jurisdictions could, in principle, become global regulators due to the large size of their domestic markets.

There is little doubt that the EU has become an indispensable market for many tech companies, including Meta, Google, Apple, and Amazon. While most tech companies do not report separate user statistics for the EU alone, Meta recorded 407 million monthly active users in Europe in the second quarter of 2022.13 Google’s share of the search market is over 90 percent in most EU member states.14 For Google’s YouTube, four EU member states alone account for more than 9 percent of the company’s global users.15 Europe was also the second biggest market for Apple products in the second quarter of 2022, contributing approximately 24 percent to the company’s global revenue.16 Amazon’s overall market share in Europe is around 10 percent, but goes as high as 28 percent in countries such as Germany and the Netherlands.17 Abandoning the EU market is therefore hardly a commercially viable option for these companies.

But a large consumer market alone does not make any state or jurisdiction a global rule setter. The state must also commit to building legal institutions and vesting them with the requisite regulatory capacity, allowing it to translate the power of its large market into tangible regulatory influence.18 Over the past six decades, the EU has consciously built a vast regulatory state. The EU member states have gradually bestowed European institutions with more regulatory powers, which today are deployed by a distinctly competent bureaucracy with both a deep expertise in rule making and a strong commitment to the EU. The European Commission—the EU’s executive arm and source of most EU regulatory initiatives—consists of highly educated, cosmopolitan bureaucrats who share a mission for European integration.19 This shared mission often allows the Commission to forgo political infighting and articulate a relatively coherent vision for deployment of its competences, paving the way for extensive regulations. Another key feature of the EU’s regulatory capacity is its extensive sanctioning authority, which induces compliance with EU regulations. As the ultimate form of sanction, the EU has the authority to withhold market access for products or services that fail to meet the EU’s regulatory requirements. It further has the power to impose significant fines on companies that fail to obey its regulations. For example, EU member state data protection authorities may impose a fine amounting to 4 percent of the company’s global revenue in cases of noncompliance with the GDPR.20 To illustrate the potential scale of such fines using Google’s 2021 revenue, a data protection fine could amount to $10.3 billion.

In contrast to the EU, China still lacks the capacity or expertise for the kind of rulemaking—including extraterritorial rulemaking—that emanates from EU institutions. While China is in the process of building regulatory institutions, it is likely to be a while before any Beijing Effect would replace the Brussels Effect. The US, on the other hand, would certainly have the requisite regulatory capacity for a Washington Effect. It lacks, however, a sustained political will to deploy this regulatory capacity. Where Europeans support high levels of government regulation, Americans, in most instances, prefer companies’ self-regulation. There are several reasons that explain the EU’s willingness to enact stringent regulations, as discussed in Chapter 3. These include Europeans’ lower trust in markets and their relatively greater trust in governments generating fair and efficient outcomes by stepping in to govern the markets with regulation. The GDPR also reflects this European distrust in market forces. Europeans do not have the confidence that tech companies protect consumer data when this very data fuels the companies’ revenue models. Regulation also serves an important political goal in the EU as it is deployed as a tool for European integration. If each of the twenty-seven individual member states adopted a different national standard to safeguard personal data, the single market could not function efficiently, as companies would face a different regulatory environment in each country. Thus, every directive and regulation—including the GDPR—typically has a dual purpose: it not only serves to advance a specific policy goal, such as a fundamental right to privacy, but it also contributes toward an integrated single market where divergent national regulations are aligned to ensure a free movement of data across the EU. This integration goal has provided a vital impetus for regulation.

The EU’s large internal market, coupled with its extensive regulatory capacity and the preference for stringent regulations, explains how it has become a global regulatory superpower. But even the EU cannot export all its regulations. The Brussels Effect only takes place when the EU regulates inelastic regulatory targets—that is, targets that cannot be moved to another jurisdiction in order to circumvent EU rules. In the domain of data privacy, for example, tech companies cannot circumvent the GDPR by moving their data processing activities outside the EU. The GDPR protects European data subjects regardless of where the data processing takes place, which makes the regulation both extraterritorial and highly inelastic. This feature, in part, explains why the GDPR has been so difficult for tech companies to escape, paving way for its adoption as a global standard by these companies.

The Brussels Effect is also able to shape multinational companies’ business practices because these companies prefer to follow a uniform data privacy policy across their global conduct. In choosing which standard to follow globally, companies typically opt for the GDPR as the most stringent regulation that allows them to maintain compliance everywhere.21 In other words, tech companies choose standardization as opposed to customization, extending the EU rule across all jurisdictions in which they operate. For example, while data privacy regulations themselves may differ from jurisdiction to jurisdiction, tech companies often streamline their global data management systems to reduce the cost of complying with multiple regulatory regimes.22 The benefits associated with uniform standards explain why many multinational companies today have only one company-wide privacy policy, which is drafted to conform to the EU’s stringent GDPR.23

The reasons why companies often treat data protection as nondivisible and hence opt for uniformity over customization are manifold. Historically, it has been technologically difficult for companies to separate data involving European and non-European citizens.24 Today, it may often be feasible, but still too costly, to create special websites or data processing practices for the EU alone.25 As a result, this technical or economic nondivisibility has prompted several US tech companies to opt for a uniform privacy policy.26 Reputational and brand-related reasons may also push tech companies toward uniformity, as they find it hard to deny privacy protections for some users while allowing them for others in another jurisdiction. For instance, Sonos, a wireless speaker company in California, extended the GDPR protections to its customers worldwide, citing its belief that “all Sonos owners should have the right to these protections, [hence] we are implementing these updates globally.”27 One of the most powerful drivers for nondivisibility has been the GDPR’s requirement for the companies to engage in “privacy by design” and “privacy by default” in developing their products.28 These concepts oblige companies to design their products and services to comply with GDPR-consistent privacy rules by default, minimizing data collection through privacy-conscious design choices at the outset. As mentioned earlier, large tech giants such as Apple and Microsoft follow this concept,29 further entrenching the Brussels Effect through their uniform product design.

Of course, the Brussels Effect cannot be observed every time and everywhere. At times, tech companies have the incentive to introduce divisibility and limit their policy changes to the EU only. For example, while Meta was ordered to stop collecting WhatsApp data in Europe after its acquisition of WhatsApp, the company continues to combine the data acquired through both platforms in the United States.30 Meta also responded to the GDPR by changing its corporate structure. While the company chose to extend the GDPR protections to all its users worldwide, it proceeded to limit its legal liability by moving its users in Asia, Africa, Australia, and the Middle East away from the company’s Irish corporate structure, placing them under its US legal structure instead.31 This change was presumably motivated by Meta’s desire to limit non-European users’ ability to seek remedies under the GDPR. In addition, data localization requirements in some jurisdictions may limit companies’ ability to opt for a single global privacy policy. Data localization forces companies to choose whether to create separate operations for a certain market, or cease operating there. Currently, for example, Russia and China require data localization.32 Russia blocked the Russian operations of Microsoft’s professional networking site, LinkedIn, due to the company’s refusal to locate the data there.33 In contrast to the strategy adopted in Russia, LinkedIn gave into China’s demands for data localization for a long time and continued to operate there,34 before finally pulling out in October 2021.35 Data localization provisions are also on the rise globally. India has indicated its intention to include such a requirement in a data privacy legislation that the government is preparing.36 Data localization laws may further limit the ability of companies to rely on EU privacy rules as their sole global policy.

Ultimately, whether the Brussels Effect allows the EU to transform the world toward its norms simply by regulating the European single market is an empirical question. In recent years, there has been a growing scholarly effort to measure the Brussels Effect. Some of this early work does, indeed, offer empirical support for the phenomenon. For example, a 2021 study on whether the GDPR affected multinational companies’ data protection practices toward Canadian citizens shows that the GDPR did enhance the rights these companies extended to Canadians, even though they were not formally protected under the GDPR. The authors attribute this to the Brussels Effect.37 Another 2019 study focusing on privacy policies shown to US consumers in the wake of the GDPR suggests that US consumer-facing privacy policies, on average, became longer and included more of the elements introduced by the GDPR.38 Similarly, a 2021 study tracking over 110,000 websites over eighteen months shows that, after the GDPR became effective, websites reduced their connections to web technology providers in an effort to ensure GDPR compliance. This effect also holds for websites catering to non-EU audiences that are not formally bound by the GDPR.39

These examples reveal that while the Brussels Effect may be incomplete, it has become a powerful force in transmitting European data protection norms across the global marketplace. Like the exportation of the American market-driven regulatory model through US tech companies’ private power or the exportation of the Chinese state-driven regulatory model through Chinese companies’ infrastructure power, the EU also relies on private companies to export its regulatory model. However, the EU is different in that it does not need a strong domestic tech industry to exert global influence over digital policy. Instead, unlike the other digital empires, the EU is able to harness the power of foreign companies—including American tech companies—to export its rights-driven model through the Brussels Effect. Thus, it is often US tech companies that externalize the European market-driven regulatory model and help the EU to counter the global influence of the American market-driven regulatory model. What makes the Brussels Effect so potent is also the ease with which the EU has been able to expand its influence. All the EU has had to do is to regulate the single market; market forces and the business interests of the global companies then globalize the European data protection rules, giving the EU the kind of influence that few European bureaucrats dreamed of when setting themselves to the task to protect the data of Europeans.

The Impact of the De Jure Brussels Effect on Countries’ Data Privacy Policies

In addition to influencing the worldwide market conduct of global companies, European digital regulations are also shaping the regulatory frameworks adopted by foreign governments, producing a de jure Brussels Effect. This phenomenon of legislative copying is nowhere more evident than in the domain of data privacy. It is driven by multiple reasons, including the EU’s inherent ability to draft regulations that are designed to work in various different jurisdictions. After all, they reflect a compromise among twenty-seven different countries. In addition, all EU regulations, preparatory materials, and subsequent court interpretations are published in over twenty languages—including French, Portuguese, and Spanish in addition to English—which facilitate their copying in particular across Africa and Latin America.

But often the de jure Brussels Effect builds directly on the de facto Brussels Effect: after multinational companies have adjusted their global conduct to conform to EU rules, they have an incentive to lobby for EU-style regulations in their home jurisdictions. This ensures that they are not at a disadvantage when competing domestically against companies that do not export to the EU, and therefore have no incentive to comply with costly EU regulations. This dynamic was the focus of David Vogel’s “California effect” theory, which showed how environmental regulations shift in the direction of the most stringent regulatory jurisdiction (i.e., California) as corporations subject to those stringent Californian rules advocated for similarly stringent rules in other US states.40 In the global context, this same phenomenon can be observed where rules generated in Brussels are gradually adopted by governments around the world due to growing domestic corporate support for those rules.

The US market illustrates this dynamic with respect to data privacy, revealing how US tech companies affected by the EU’s data privacy regulations subsequently become advocates of similar regulations in their home markets. In October 2018, Apple CEO Tim Cook urged the US government to adopt a comprehensive, federal, EU-style privacy law, noting that it was “time for the rest of the world” to follow the EU’s lead.41 Mark Zuckerberg, Meta’s founder and chief executive, similarly called for the adoption of GDPR-style laws worldwide, writing in the Washington Post that “it would be good for the Internet if more countries adopted regulation such as GDPR as a common framework. New privacy regulation in the United States and around the world should build on the protections GDPR provides.”42 Meta’s business model is more reliant on data collection than Apple’s, making the stakes even higher for Meta and Zuckerberg’s statement therefore all the more striking. Another reason these tech companies endorsed a federal US privacy law was the decision by California in 2018 to adopt its own variant of the GDPR, the California Consumer Privacy Act (CCPA), which was subsequently expanded (and further aligned with the GDPR) in 2020 with the California Privacy Rights Act (CPRA).43 Tech companies resent the emergence of a complex patchwork of potentially conflicting state privacy laws, which complicates their compliance efforts.44 When lobbying for a federal law, the GDPR presents an attractive template for companies such as Apple and Meta, given that these companies have already adjusted their business practices to conform to the EU regulation.

Another powerful reason for the proliferation of EU-style privacy regimes around the world is countries’ desire to obtain an “adequacy decision” from the EU.45 An adequacy decision refers to a formal determination by the EU that a country’s data protection standards provide sufficient protections to safely allow data transfers from the EU to that country. The finding of adequacy opens the data flows between the EU and the country whose laws are deemed adequate, creating significant business opportunities for any foreign company active in Europe. To date, the EU has recognized fourteen non-EU countries as having adequate data protection laws. This includes Andorra, Argentina, Canada (for commercial organizations only), the Faroe Islands, Guernsey, Israel, the Isle of Man, Japan, Jersey, New Zealand, South Korea, Switzerland, the United Kingdom, and Uruguay.46 Notably, the US does not benefit from an adequacy decision, and the legality of the data flows between the US and EU has been a subject of numerous legal disputes, as discussed in Chapter 6. Argentina obtained an adequacy decision in 2003 based on its data protection law from the year 2000, which closely resembles Spain’s 1992 data privacy law and the GDPR’s predecessor, the EU’s 1995 data protection directive.47 In 2016, Argentina established a working group to study legislative reforms that may be necessary to retain Argentina’s adequacy status in the post-GDPR legal environment, showing the country’s willingness to keep updating its laws to remain in conformity with the EU.48 The EU and Japan reached an agreement on adequacy in 2018, which led each country to recognize the other’s data protection systems as equivalent.49 Before this agreement, Japan had amended its Act on the Protection of Personal Information in 2015,50 in part to bring it in line with the GDPR.

Australia is in the process of reviewing its 1988 Privacy Act, which is expected to bring its legislation further into line with the GDPR.51 Australia’s law reform draws on a recent Digital Platforms Inquiry (DPI),52 conducted by the Australian Competition and Consumer Commission (ACCC) at the direction of the government. The 2019 DPI Final Report contains a range of recommendations, including proposals regarding data privacy reform. It recommends that the Australian government will consider seeking to obtain an adequacy decision from the EU,53 along with outlining several recommendations that would incorporate GDPR-inspired concepts into Australian law. For example, the ACCC recommends “strengthening consent requirements in a way that broadly aligns with the GDPR.”54 Another recommendation states that consumers ought to be able to require the erasure of their personal information, which “broadly aligns with the principles outlined in Article 17 of the GDPR”—that is, the GDPR’s “right to be forgotten” provision.55 The ACCC moreover calls for updating the definition of “personal information” in the Privacy Act, in part to align it with the way “personal data” is defined in the GDPR.56 In general, while the DPI report does not propose the adoption of the GDPR wholesale, it endorses a view that “closer alignment of Australian privacy regulations with the GDPR’s higher standards of protection could significantly increase the effectiveness of Australian privacy law and increase the accountability of entities processing the personal information of Australian consumers.”57 The Australian government has already expressed preliminary support for most of the privacy-related recommendations of the DPI Final Report.58

China adopted a Personal Information Protection Law (PIPL) in 202159 that includes many provisions that closely resemble the GDPR, illustrating how the EU has been able to export its rights-driven agenda via the Brussels Effect even to countries that embrace a different vision for the digital economy. Like the GDPR, the PIPL applies extraterritorially, defines personal data broadly, and requires covered entities to secure a legal basis for processing personal data.60 It also replicates the GDPR’s key principles for data processing, including lawfulness, transparency, purpose limitation, accuracy, security, and data minimization.61 Although the law clearly reveals the EU’s regulatory influence, at the same time, the law also reflects China’s digital authoritarian tendencies: while the Chinese data protection law distinguishes several categories of “sensitive” personal data as requiring stronger protections, it fails to include some key categories defined as sensitive under the GDPR, including union membership, political opinions, and data related to sexual preferences.62 The PIPL further contains a public security exception,63 and expressly contemplates mass public surveillance.64 Moreover, it includes strong data localization requirements, which enhances state control by requiring Chinese data to be processed and stored locally in China.65 Despite these features that can be traced to China’s own state-driven regulatory model, many aspects of the law described above indicate that China’s data privacy law was also—partially but nontrivially—influenced by the EU’s GDPR.

Several other countries across Asia, Africa, and Latin America have also emulated many features of the GDPR, even while retaining some distinct national features that depart from the text or spirit of the GDPR. India’s draft Personal Data Protection Bill (PDPB), unveiled in 2019 yet withdrawn in 2022, was clearly inspired by the GDPR. Like the GDPR, the PDPB protected citizens’ privacy rights by requiring covered entities to secure a legal basis for processing personal data,66 and by distinguishing categories of “sensitive data” that are afforded stronger protection.67 However, there were certain distinct features of the proposed Indian law that departed from the GDPR. For example, the bill did not include a right to be forgotten provision or grant rights against automated decision-making.68 Privacy advocates also expressed concerns about the relatively weak protections against government surveillance.69 In another departure from the GDPR, the PDPB contained provisions on “critical data,” which cannot be taken out of the country, effectively requiring data localization in instances the government deemed appropriate.70 In response to criticism from the industry and privacy advocates alike, the Indian government withdrew the bill in 2022, yet promised that “a new bill will be presented for public consultation” on data privacy.71

Africa’s largest economy, Nigeria, has also emulated the GDPR in its privacy legislation. Following the passage of the GDPR, the Nigerian government issued the Nigerian Data Protection Regulation in 2019.72 The law tracks closely the GDPR, often using even identical phrasing.73 The law’s enforcement provisions have been criticized, which has led the Nigerian government to consider reforming the law.74 Some of the proposed changes, such as the establishment of a Data Protection Commission or the inclusion of a right against automated decision-making, would further align the Nigerian law with the GDPR. However, a broadly worded “public morality” and “public interest” exceptions to data privacy risk a deviation from the GDPR’s strong rights-protection norm.75 Finally, to highlight another example from Latin America—in addition to Argentina that was mentioned earlier—Brazil adopted a general data protection law in 2018.76 The Brazilian Lei Geral de Proteção de Dados Pessoais resembles the GDPR, emulating its broad definition of personal data, as well as including the GDPR’s six legal bases among those that justify data processing.77

Given this global trend toward adopting GDPR-style data protection laws, the US stands out in not having a comprehensive federal data privacy regime in place. In the face of inaction by the US Congress, individual states—led by California—are forging ahead with their own state-level data protection laws.78 California’s privacy law CCPA took effect in 2020, and its successor, the CPRA, will fully supersede the CCPA in 2023. Several of the CCPA provisions resemble the GDPR, including data collectors’ mandate to provide notice of the categories of personal information collected,79 the right for individuals to know all data that businesses collect on them,80 and the right for citizens to request data pertaining to them to be deleted—the so-called right to be forgotten provision.81 The CPRA aligns California’s data protection law even more closely with the EU’s GDPR, including by imposing a more stringent purpose limitation for data processing and limiting data retention.82 However, both versions of the California laws remain more limited in scope than the GDPR in that they protect personal data vis-à-vis businesses whereas the GDPR applies to both public or private entities, as long as these entities qualify as “controllers” or “processors” of data under the GDPR.

Several other US states have followed California in introducing state-wide data privacy laws, including Florida, Massachusetts, New Jersey, New York, Texas, and Virginia.83 While most of these states closely emulate California’s law, they also borrow concepts directly from the GDPR. For example, Virginia’s Consumer Data Protection Act, as well as laws introduced in New Jersey and Minnesota, emulate the GDPR by distinguishing between data “controllers” and data “processors.”84 In New Jersey, legislators invoked the GDPR’s fundamental principle that all data processing must be lawful, fair, and transparent.85 A bill proposed in New York adopts almost word-for-word the GDPR’s requirement that individuals should not be subject to a decision based solely on automated profiling that produces “legal effects.”86 These examples suggest that while the de jure Brussels Effect may fall short in reaching the US Congress, the European privacy protections have already landed on US shores, even if by way of legislative action at the state level.

The Impact of the Brussels Effect Beyond Privacy

The GDPR is the most prominent—but not the only—example of the EU’s digital regulations having a global impact. The EU has also shaped global norms on content moderation, including hate speech and disinformation, as well as antitrust, both of which highlight how the European rights-driven regulatory model is able to influence the broader digital economy in ways that neither the US nor China are currently able to do. More recently, the EU is leading the way in regulating AI, which may also influence tech companies’ development of AI applications as well as governments’ AI legislation around the world. To illustrate this global regulatory power, the discussion below looks at several examples from Australia, Japan, South Korea, and the United Kingdom, jurisdictions that have often been closely associated with the US in their economic policies, political alliances, and ideological commitments. However, as the examples discussed below make clear, these jurisdictions turn more frequently to the European rights-driven model for inspiration in regulating their digital economies.

Content Moderation

The EU’s regulation of online content through its codes on hate speech and disinformation, discussed earlier in Chapter 3, is shaping the global policies of tech companies such as Facebook, Twitter, and YouTube. When it comes to hate speech, these tech companies often follow the European definition of hate speech and ban content that would be protected under the First Amendment of the US Constitution. Whereas the US Constitution seeks to protect all ideas—even hateful ones—and permits the curtailment of inflammatory speech only when that speech is likely to provoke an imminent violent response,87 the EU bans speech that incites hatred as such.88 YouTube is among the US companies that have opted for the EU’s definition of hate speech, defining hate speech in its global terms of service as “content promoting violence or hatred against individuals or groups,” before listing various common attributes or categories for such prohibited hatred.89 Thus, the company not only bans hate speech that incites violence, but also speech that incites hatred against individuals or certain groups. YouTube’s policy illustrates how a leading US tech company helps the EU to shape the global digital economy—moving it away from the American regulatory model’s steadfast commitment to free speech toward the European rights-driven regulatory model.

In moderating online content, tech companies’ international user base presents them with a choice: they can either adopt universal rules that apply across all the markets where they operate, or they can choose country-specific rules tailored to each market.90 A review of the leading tech companies’ terms of service reveal that they tend to adopt the same definition globally after signing the EU’s Hate Speech Code. Typically, the European-style prohibitions are reflected in these companies’ global terms of service, thereby applying to their operations worldwide, even though the European Commission explicitly clarifies that its Hate Speech Code only regulates the companies’ conduct in Europe.91 Meta and Google adopted universal rules from early on. Twitter used to follow country-specific rules, but six months after signing the EU’s Hate Speech Code, it moved toward adopting a universal standard, prohibiting “hateful conduct” in its global terms of service.

In principle, tech companies could customize their content moderation for each country by using geoblocking technology.92 Geoblocking separates internet users according to their geography based on the location of the user’s internet protocol (IP) address.93 At times, tech companies deploy this technique as a way to tailor content moderation policies to some jurisdictions only. For example, Apple complied with Russian demands to show Crimea as Russian territory on Apple Maps and its Weather app when viewed from Russia during 2019–2022. However, when those apps were viewed outside of Russia, Crimea was not shown as part of any country. After the Russian invasion of Ukraine in 2022, Crimea is displayed as part of Ukrainian territory when viewed from outside of Russia.94 Similarly, to avoid being banned in Turkey, Meta removed Turkish users’ access to certain pages considered insulting to the Prophet Muhammad, though the content remained available elsewhere.95 Geoblocking can also be implemented through country-specific domain names. For example, because Germany and France have made it illegal to deny the Holocaust, the internet user cannot find Holocaust-denial sites on German and French Google default search engines Google.de and Google.fr, even when those sites would be available on Google.com.96

In practice, tech companies often forgo geoblocking and follow globally uniform rules for reasons that can range from technical or economic to social and cultural. For example, it can at times be difficult to accurately isolate European-only data. Rachel Whetstone, Google’s former director of Global Communications and Public Affairs in the Europe, the Middle East, and Africa region, acknowledged that legal differences between how governments regulate freedom of expression “create real technical challenges, for example, about how you restrict one type of content in one country but not another.”97 Further, internet users can circumvent geoblocking by changing the location settings of their accounts,98 or by using encryption technology that allows them to hide their locations online, making it sometimes technically impossible to comply with jurisdiction-specific rules without removing content worldwide.

Today, tech companies are likely to be able to resolve many of these technical challenges, yet various practical compliance considerations often still push tech companies toward more uniform content moderation policies. In operationalizing their terms of service and community guidelines to police hate speech, tech companies have to translate them into detailed internal policy guidelines. These guidelines contain highly specific definitions, which hundreds of thousands of employees and contractors around the world must follow when reviewing the posts in a strict twenty-four-hour timeline. If all these content moderators applied different rules based on country-specific guidelines, their monitoring would become unwieldy, error-prone, and costly.99 Various social or cultural brand-related reasons further incentivize these companies to maintain uniform standards. Platforms such as Meta view themselves as global operators fostering conversations across jurisdictional boundaries. Geoblocking directly undermines the company’s social network model by hiding portions of the exchange from some participants.100 Extensive geoblocking would be contrary to Meta’s goal of ensuring that “people are able to communicate in a borderless way”101 and that there is only “one Facebook.”102 Uniform content moderation rules, therefore, better support its core business model and explain why the company is often unwilling to remove speech in one region and not in another.

The challenges associated with isolating European-only data have led to court orders requiring tech companies to remove illegal content globally.103 In October 2019, the European Court of Justice (CJEU) issued a ruling in a case relating to Meta’s responsibility to remove hate speech postings on its platform.104 The case stems from a complaint by a former leader of the Austrian Green Party, Eva Glawischnig, who had requested Meta remove what she considered defamatory postings implicating her on Facebook. The CJEU was asked to rule on whether Meta must remove access to the relevant content not just locally but globally, and whether this obligation extends to similar (but not identical) hate speech postings against the same person. In its ruling, the CJEU found that Meta can be ordered to identify all postings that are identical or equivalent to a defamatory comment that has been found illegal. The CJEU noted that the EU law does not have a territorial limitation, which means that it “does not preclude such an injunction from producing effects worldwide.”105 This ruling—which departs from a more cautious approach the CJEU has taken with respect to the obligation to remove content globally under the EU’s “right to be forgotten” rule106—paves the way for the European hate speech norm to migrate across jurisdictions.

The EU’s Digital Services Act (DSA), which was adopted in 2022, may further increase the EU’s ability to shape tech companies’ global business practices, and regulate the global digital economy in ways that the US and China are not able to do.107 The DSA will not replace the EU’s disinformation or hate speech codes, which continue to provide substantive benchmarks for what kind of speech must be removed. But it will provide binding procedural obligations that will require platforms to expeditiously remove or disable access to prohibited content. The DSA will also enhance platforms’ transparency and accountability obligations, for example, by forcing them to disclose to the user why the user sees a certain advertisement or who is behind the advertisement. It also bans certain practices, including targeted advertising to minors or to other individuals based on some protected categories such as race, ethnicity, religion, political affiliation, or sexual orientation.108 Very large online platforms will have to comply with additional obligations relating to annual risk assessments and external auditing, as well as share data with researchers and authorities on their content moderation decisions.109 This enhanced access to platforms’ data allows regulators to better verify platforms’ claims regarding how their algorithms work and how they moderate content online.

There are several pathways for these obligations to extend beyond Europe. For example, in granting its European users the opportunity to influence and modify the content these users are shown on its platform, Meta will need to develop a new way of interacting with users in Europe, including adjusting its settings to accommodate greater user autonomy. For the same technical, economic, and reputational reasons that the company decided not to limit its new GDPR-induced privacy settings for Europe only, it may now extend these enhanced user rights around the world. In today’s climate, when the company’s every decision is publicly scrutinized, Meta will have an even harder time justifying a decision that extends lesser rights for non-European users—even if the company found it to be technically or economically feasible to make these settings country-specific. For example, as Meta will no longer be permitted to deliver targeted advertising to European teenagers on Instagram, it may struggle to justify its continuation of that same practice in the US or elsewhere. Such a strategy may lead to allegations that the company is prepared to protect European minors—but not American or other minors—from well-documented exploitation of these minors’ vulnerabilities toward commercial ends. In addition, authorities’ and researchers’ increased access to information about platforms’ business models and algorithms under the DSA will shed light on these platforms’ global practices, to the extent that these companies do not develop and deploy separate algorithms for Europe. The results of those investigations will be made public worldwide, enhancing transparency and accountability in other markets as well. And, to the extent the DSA will successfully force large platforms to better prepare for systemic risks, such as election interference, these additional investments in risk mitigation measures are likely to affect these companies’ global compliance and risk management strategies.

The DSA may also provide a template for other governments to pursue regulation in this space, leading to the de jure Brussels Effect, and underscoring the EU’s ability to influence foreign legislation in this domain. Already, the EU’s disinformation and hate speech codes have inspired foreign lawmakers, prompting legislative reforms. For example, Australia has closely emulated the EU’s disinformation code, publishing an Australian Code of Practice on Disinformation and Misinformation in February 2021.110 According to the drafters of the Code, it was developed while “drawing learnings from a similar code in the European Union.”111 The need for such a code in Australia was first acknowledged in the Digital Platforms Inquiry that was mentioned earlier.112 In the DPI Final Report, the ACCC proposed that the code “would apply to ‘disinformation’ using a definition of this concept based on existing internationally-accepted models such as the EU Code of Practice On Disinformation.”113 In responding to the DPI Final Report, the Australian government affirmed this view, noting that the voluntary codes “will be informed by learnings of international examples, such as the European Union Code of Practice on Disinformation.”114 Tech companies Adobe, Apple, Google, Meta, Microsoft, Redbubble, TikTok, and Twitter have all signed the Australian Code of Practice on Disinformation and Misinformation, thereby committing to EU-inspired content moderation practices in Australia as well.115

Although the Australian and EU Codes reflect some differences, the extent of similarities highlights the impact the EU’s regulatory policy has had on Australia. Among the differences is the Australian Code’s application to both disinformation and misinformation,116 while the EU Code only applies to disinformation, which requires intent to deceive the person receiving the information. The Australian Code also has a higher threshold for “harm” in that it requires platforms to intervene in instances where online content poses an “imminent and serious threat” to democratic, political, and policymaking processes, or public goods,117 whereas the EU Code bans disinformation, which “may cause public harm.”118 In explaining the departure from the EU standard, the ACCC noted that a lower threshold might be appropriate in the EU, “in which multiple countries have already experienced harms including social media interference, and campaigns of disinformation and malinformation from external countries seeking to affect domestic political processes.”119 The Australian Communication and Media Authority will oversee the implementation of the Code. The Authority has stated that it anticipates greater compliance with the Code because of the EU’s earlier efforts in this domain, noting how “it would expect platforms will have learnt from the EU code experience by including meaningful commitments to achieve outcomes that are carefully defined and clearly linked to the objectives of the code.”120

Another example of how the EU’s rights-driven regulatory model resonates abroad can be seen in the United Kingdom, which has taken a highly interventionist stand toward content moderation in its Online Safety Bill (OSB), which the government published in May 2021, five months after the European Commission had unveiled its proposal for the DSA.121 In 2022, the OSB was pending before the UK Parliament. It has a broad scope, regulating both illegal as well as “legal but harmful” content, including hate speech, terrorist content, fraud, and child sexual abuse. The UK government does not hide its ambition about the bill, noting how the “Bill aim[s] to create the most progressive, fair and accountable system in the world.”122 Rather than the UK copying the EU, or the other way around, the parallel legislative efforts in the EU and the UK have been marked by dialogue and close cooperation in pursuit of largely similar aims.123 The UK’s bill has many similar features to the DSA, including various reporting requirements, risk assessments, and procedural rights of appeal regarding content that is removed. It also strives to balance those prohibitions with strong protections for freedom of expression.124 On some dimensions, the OSB has an even wider scope than the DSA. It prohibits content, such as romance scams, where victims are tricked into sending money or personal information to a fraudster after being made to believe that they are engaged in a relationship through an online dating service. The bill further prohibits fraud, such as user-generated fake investment opportunities posted by users on Facebook groups or sent via Snapchat.125 The OSB envisions heavy penalties, including imprisonment for tech executives under limited conditions, in addition to the more traditional remedies such as fines or blocking access to the site containing banned content.126 The UK’s regulatory approach thus contributes to a growing trend in many parts of the world to move away from the US-style market-driven regulatory model toward the EU-inspired rights-driven regulatory model in regulating content moderation.

Antitrust Regulation

The EU has been at the forefront of deploying antitrust laws against the largest tech companies, as discussed in Chapter 3. These enforcement decisions have had a global impact in several ways. In some instances, the European Commission decisions have led tech companies to adopt the EU’s remedies globally, generating a de facto Brussels Effect. In other cases, foreign antitrust authorities have followed the EU’s lead and opened their own investigations against these companies on the same or similar grounds. Most recently, legislators and antitrust enforcers around the word are closely watching the EU roll out its Digital Markets Act (DMA), which can provide them with a template for introducing similar regulations at home, reinforcing the de jure Brussels Effect.

Whenever an antitrust remedy is imposed on a tech company, the company needs to decide whether to implement the remedy locally or globally. Only when the company opts for a global implementation does the Brussels Effect take place. The 2004 Microsoft case provides an early illustration of this concept.127 After finding that Microsoft had abused its dominant position by illegally withholding interoperability information—that is, information necessary to exchange and mutually use information related to software products for work group server operating systems—from its rivals, the European Commission ordered the company to disclose that information. While the disclosure order was limited to Europe, Microsoft implemented it on a worldwide basis in order to maintain a single, worldwide licensing agreement. This is a classic illustration of a de facto Brussels Effect. It can be contrasted with the 2017 Google Shopping decision,128 which failed to produce a Brussels Effect. In that case, Google was found to have violated EU antitrust rules by giving preference to Google’s own shopping service over other similar online comparison-shopping platforms. The Commission fined Google and ordered the company to remove any algorithmic bias that favored its own platform—a decision that was upheld in 2021 by the EU’s General Court.129 To comply with the decision, Google established a separate business unit to operate Google Shopping in the EU, confining its compliance only to the EU market.130 With the help of geolocation techniques, Google managed to ringfence its European shopping business and ensure that the users who access Google sites using a non-European IP address will continue to be governed by its previous business model for Google shopping.131 Although dividing its operations across different markets this way can be appealing for the tech company in that it allows it to evade the Brussels Effect, this option is not always available either for economic, technological, or reputational reasons.

At times, tech companies have the incentive to extend their remedies worldwide because they know that should they fail to do so, foreign antitrust enforcers can open their own investigations and demand similar remedies in their respective jurisdictions. For example, the Australian Digital Platform Inquiry emphasized the importance of consumer choice in selecting a default internet browser, recommending that “Google should provide Australian users of Android devices with the same options as those being rolled out to existing Android users in Europe,” while adding that “If Google does not introduce similar options for Australian Android users by six months from the date of the Report, the ACCC will submit to the Government that it should consider compelling Google to offer this choice.”132 In its response to the DPI Final Report, the Australian government urged the ACCC to “monitor and report back on Google’s rollout of options in Europe to allow consumers to choose their default internet browser and search engine before making a commitment to rollout in Australia.”133

Antitrust regulators around the world are increasingly turning their sights on the tech industry, following the European Commission’s lead in challenging the business practices of leading US tech companies. At times, but likely not always, these investigations can amount to so-called copycat litigation, where foreign agencies free ride on the EU’s investigations, leveraging fines or imposing other remedies domestically without the need to develop their own competitive assessment. This can be valuable as antitrust investigations take time, technical expertise, and often substantial resources. Alternatively, an ongoing EU investigation or a negative EU decision against a tech company also generates an informational benefit, alerting the foreign agencies of possible anti-competitive conduct, and giving them an impetus to act. In practice, it can be difficult to show whether any given foreign antitrust case is prompted by an existing EU challenge or driven by independent concerns and investigations unrelated to the EU probe. However, it is likely that any foreign antitrust agency looking to go after a leading tech company is paying close attention to what the most active—and at this point, most experienced—regulator is doing.

For example, the EU’s multiple investigations into Google since 2010 have paved the way for agencies in other jurisdictions to act. These EU investigations have received prominent attention worldwide, and several jurisdictions have pursued very similar cases against Google. To take one example, the European Commission’s case relating to Google’s operating system Android, which led to a $5 billion fine in the EU in 2018, has likely inspired several jurisdictions to act, including Russia, Brazil, Turkey, South Korea, and Japan. In February 2015, the Russian Antimonopoly Service (FAS) launched an investigation into Google’s business practices regarding Android. The investigation followed a complaint of Google’s biggest local competitor, search engine Yandex NV, which had also been one of the complainants in the EU’s investigation against Google. At the time FAS opened its investigation, it was public knowledge that the Commission was investigating Google’s practices regarding Android and preparing to initiate formal proceedings.134 Turkey similarly opened an investigation into Android following a complaint lodged by Yandex, and fined Google shortly after the EU had issued its decision against Google.135 Given the timing and the content of the decision, commentators suggested that “the TCA’s decision shows once again that the TCA is still following the European Commission’s footsteps to a significant extent in evaluating anti-competitiveness of a behavior, especially in complex matters.”136 Brazil’s ongoing investigation into Google’s Android, which opened a year after the EU’s decision,137 is also likely inspired by the EU. After the Commission handed down its decision, the Brazilian antitrust agency CADE’s then-President, Alexandre Barreto, indicated that “what we are doing now is analyzing the decision of the European Union to determine if we have grounds to act here.”138 To add to this increasingly global effort to restrict Google’s anticompetitive practices following the EU’s lead, Japan opened its investigation of Google in a case relating to Android in 2021,139 and Korea fined Google in 2021 for abusing market dominance in the Android operating system market.140

Brazil, Japan, Russia, South Korea, and Turkey are not alone in joining the EU’s quest to pursue antitrust enforcement against the leading tech companies. According to data collected by The Information, Apple, Amazon, Google, and Meta were facing over seventy antitrust investigations around the world in the summer of 2021.141 Interestingly, over fifty of those cases were brought in the past two years, showing the growing momentum that has recently been building around the world as countries move away from the American market-driven model and embrace—if not directly imitate—the European rights-driven model. In addition to the EU and several individual EU member states (France, Germany, Italy, the Netherlands, and Spain), these four companies were facing antitrust investigations in Australia, Brazil, Canada, Israel, India, Japan, Russia, South Korea, Turkey, the UK, and the US. Google is the most common target, with twenty-five probes pending across fourteen jurisdictions, and fines already imposed by France, Italy, and Turkey—in addition to the nearly $10 billion in fines imposed by the EU. Apple is the second most common target, facing a total of nineteen antitrust probes across thirteen jurisdictions, followed by Meta (fourteen probes in seven jurisdictions), and Amazon (twelve probes in six jurisdictions).

In addition to inspiring other countries to ratchet up their enforcement against tech companies, the EU is now showing the way for governments looking to strengthen their regulatory instruments to better contain large tech companies’ market power and the harmful conduct associated with that power. The EU’s pathbreaking DMA, which was adopted in 2022, is being closely watched around the world, with several governments introducing or considering similar regulations. The UK’s Competition and Markets Authority, led by its newly established Digital Markets Unit, issued its own regulatory proposal in December 2020—a week prior to the Commission’s unveiling of the DMA.142 The envisioned UK regulatory regime is very similar to the DMA. It is also a legally binding ex ante regulatory regime, which applies to the largest digital companies with “substantial” and “entrenched” market power that gives these companies a “strategic market status.” Both EU and UK regulations target similar concerns, containing obligations such as interoperability requirements and enhanced consumer choice over default settings. They are also backed by similar penalties, including fines or behavioral or structural remedies. The main difference is that the UK regime tailors the obligations for each tech company—for example, Meta may face different obligations than Amazon—whereas the EU’s DMA will apply the same rules of conduct for all digital “gatekeepers” even if the actual implementation of the DMA will result in more tailored obligations. The UK’s regime also contains additional obligations for notifying mergers, which were not included in the DMA, suggesting that the UK may in some ways be taking the rights-driven, consumer-centric regulatory model even further than the EU.

Japan is another major US ally that is now gradually moving away from the American market-driven model toward the European rights-driven model. Over the last few years, Japan has initiated legislative reforms to regulate large digital platforms, albeit with a considerably lighter touch than the EU. In May 2020, the National Diet, the Japanese legislator, passed the Act on Improvement of Transparency and Fairness in Trading on Specified Digital Platforms (TFDPA), which entered into force in February 2021.143 The law currently targets online mall operators and app store operators, yet its scope is expected to widen to cover digital advertising companies. Apple, Amazon, and Google have already been designated as “specific digital platform providers” that fall within the scope of the law.144 The law imposes new disclosure obligations on these designated tech companies,145 and requires them to conduct self-assessments and submit annual reports to the Japanese Ministry of Economy, Trade and Industry (METI) to further enhance transparency and accountability.146 This self-reporting may lead to an antitrust investigation by the Japan Fair Trade Commission if METI finds that the designated platform impairs transparency and fairness.147 The TFDPA reflects a coregulation approach, which combines the European rights-driven regulatory model in terms of the substantive goals it embodies, and the American market-driven model in trusting the companies to implement those goals.148 The TFDPA falls short of the DMA, yet resembles the EU’s 2019 Regulation on Platform-to-Business Relations,149 which similarly focuses on promoting fairness and transparency for business users of online intermediation services.

South Korea’s regulatory efforts, comparatively bolder than Japan’s, also point to the EU’s influence. In August 2021, the government adopted a landmark amendment to the country’s Telecommunications Business Act 31 that targets Google’s and Apple’s app stores.150 The new law, dubbed the “Anti-Google Law,” bans Google, Apple, and other app store operators from requiring their users to exclusively use their own in-app purchasing systems when paying for their apps. The law prohibits app stores from “inappropriately” removing apps from their app stores or delaying their approval or insisting on exclusivity with app developers.151 The law echoes the EU’s emphasis of fairness in its antitrust regulation, as evidenced by the law’s use of the language of “gapjil,” which refers to the practice being “unjust.” It also resembles the pending European Commission investigation into Apple’s app store practices, the language of the DMA, as well as the pending private lawsuit against Apple in California and the US government suit against Google on similar grounds. However, South Korea is the first country in the world to make this practice illegal, thereby not only following the EU but showing the way for the EU and the rest of the world.

Even China and the US are now increasingly sharing the EU’s view that more robust antitrust enforcement is warranted to restore competition in the digital marketplace. Indeed, antitrust is the domain of the digital economy where all three powers—the EU, the US, and China—are now beginning to converge behind a similar regulatory approach. Over the past two years, China has initiated an unprecedented crackdown on its tech sector, as discussed in Chapter 2. In an effort to advance “common prosperity,” the Chinese government has repeatedly leveraged its antitrust powers to distribute wealth away from its largest tech companies. In February 2021, China’s market watchdog, the State Administration for Market Regulation (SAMR), released new Anti-monopoly Guidelines,152 marking the beginning of a new era in the country’s antitrust enforcement. In April 2021, SAMR imposed a record 18.2 billion yuan ($2.8 billion) fine on China’s e-commerce giant Alibaba because the company “had been behaving like a monopoly.”153 In July 2021, SAMR blocked the Tencent-driven $5.3 billion merger between China’s top two streaming operators DouYu and Huya,154 while in October 2021, it was food-delivery giant Meituan’s turn, with SAMR imposing a $530 million fine on the company for its monopolistic practices.155 While China’s antitrust actions feature some distinctly Chinese procedural characteristics, they clearly indicate that China increasingly shares the EU’s view that antitrust laws are well suited to promote a fairer marketplace. Thus, even while China and the EU remain far apart in some policy domains, such as censorship and digital surveillance, in the antitrust domain, China is moving toward the regulatory approach that the EU has pioneered over the last decade.

While the Chinese government’s regulatory turn has been both swift and decisive, a change in the US’s regulatory approach toward that of the EU has been harder to implement. As discussed in Chapter 1, criticism toward the American market-driven regulatory model is growing. With dominant tech companies exploiting the marketplace, pressures to revive, even rewrite, antitrust laws are increasing. Even Congress is now increasingly embracing a view that more robust antitrust laws are needed, in particular vis-à-vis the tech industry. It has held several antitrust hearings questioning tech executives, drafted reports, and introduced bills that seek to strengthen existing antitrust laws, with some proposed changes closely resembling those embedded in the DMA.156 The Executive branch has also been spurred into action, with the Department of Justice and the Federal Trade Commission challenging the business conduct of Google and Meta, respectively.157 These developments are bringing the US antitrust conversation close to the one the EU has been having for a long time. However, it is unclear whether the changed US rhetoric will translate into new legislation, and whether US courts will ultimately embrace the new theories of antitrust harm that are driving the ongoing enforcement actions against the largest tech companies.158 However, it is obvious that any regulatory alignment that we are witnessing in antitrust is clearly moving toward the EU approach—even in the US, which has thus far been one of the last frontiers untouched by the Brussels Effect.

Artificial Intelligence

Artificial intelligence may well be the next frontier of the Brussels Effect. The EU is taking a lead in regulating artificial intelligence with its ambitious and comprehensive regulatory proposal on AI unveiled in April 2001.159 The EU’s goal is to ensure that AI is ethical and that the algorithms empowering AI applications are free of harmful bias, as discussed in Chapter 3. This regulation has the potential to shape the development of AI globally for a number of reasons. Any developer of AI systems who wants to include European data in training the algorithms, or develop AI applications for the European market, will be bound by the new EU regulation. If this developer then offers this same AI application outside the EU, those algorithms would need to be retrained based on different, non-European data, to escape the EU’s regulatory constraints. Such divisibility may not be in the AI developer’s economic interest as high-quality AI applications benefit from large datasets. AI developers may therefore conclude that they prefer to include data on European data subjects even if that would extend the European norms across all markets where the AI application is deployed. Of course, there may be several AI applications developed for specific geographical settings where European data is less useful and customized algorithms hence preferable. Those settings would always remain outside the reach of the European rights-driven regulatory model.

There may also be other reasons for tech companies to use the European standard as their global standard in AI development. The proposed EU regulation requires AI developers to adopt several data governance measures that are likely to be implemented company-wide. For example, the measures taken to ensure the robustness, accuracy, and security of European data will likely be extended across the board. Once the company has invested in processes to manage risk and ensure high data quality for the EU, it has few incentives to develop less accurate AI systems for other markets. If a global company relies on AI in recruiting, it is similarly unlikely to develop bias-free hiring algorithms that it uses in Europe while resorting to lesser-quality algorithms for its hiring in other markets. Instead, the firm is likely to deploy a standardized algorithm across all its human resource practices. The EU’s push for greater transparency of algorithms also exposes the AI developers globally as information about the quality of AI systems will be available outside the EU as well. Any information that the EU’s transparency regime generates about the safety of AI could even be deployed in litigation in the US.160 If self-driving cars powered by AI had been programmed to stop operating under certain conditions under EU rules, for example, would the developer turn off this feature in the US? If an accident happened in the US under those same conditions, the company would have a hard time arguing before US courts that such an accident was not reasonably foreseeable when the plaintiff can show that additional safety features were adopted for the European market. This is just one example to illustrate how legal risk and reputational concerns may push companies toward global compliance with EU rules.

The EU’s AI regulation may also serve as a template for other jurisdictions, given the EU’s role as the first mover in this space. There are currently no other comprehensive AI regulations for countries to use as a benchmark as they start developing their own regulatory frameworks. For example, in March 2019, the Japanese government released Social Principles of Human-Centric AI (Social Principles),161 which closely replicate the values embedded in the EU’s proposed AI regulation. The Social Principles emphasize dignity, diversity, and inclusion. They envision a society where “human dignity is respected” as opposed to building a society where “AI is used to control human behavior.” The Social Principles emulate the EU’s strong fundamental rights language, noting how “utilization of AI must not infringe upon the fundamental rights guaranteed by the Constitution and international standards.” To echo the European approach, the Social Principles call for strong privacy protection, fair competition, fairness, accountability, and transparency. However, Japan has thus far chosen to pursue these principles through voluntary norms, citing the need to keep up with the speed and complexity of AI development and deployment, as well as the risk that prescriptive regulation poses to innovation.162 An expert group involved in preparing the legislation in Japan also adopts a techno-optimist tone, noting the possibility that certain risks associated with AI “may be eliminated due to the development of technologies.”163 Thus, as with the Japanese digital regulation TFDPA, discussed earlier, Japan seems to embrace values and goals that it shares with the EU yet opts for a more American-style implementation of those values through voluntary norms.

There are other countries that, like Japan, are preparing new regulations to govern AI and whose approaches are clearly influenced by the EU. Australia, for example, is contemplating a new regulation to govern AI, and its preparatory works in this domain reflect very similar principles to those embraced by the EU. In 2019, the Australian government published an AI Ethics Framework, which emphasizes the need to ensure “safe,” “secure,” “reliable,” “fair,” “inclusive,” “ethical,” and “trustworthy” AI that centers on fundamental rights.164 The government notes that the Framework was developed while monitoring similar developments abroad, including the EU’s 2019 Ethics Guidelines for Trustworthy AI.165 The Australian government’s 2021 AI Action Plan also emphasizes “trusted, secure and responsible AI,”166 again echoing the EU’s approach to regulating AI. As a further sign that Australia is likely to embrace the EU’s rights-driven regulatory approach, the Australian Human Rights Commission (AHRC) issued a “Human Rights and Technology Final Report” in March 2021. Among its recommendations, the Report calls for the Australian government to undertake a human rights impact assessment before adopting a new AI-informed decision-making system to make administrative decisions. It states that “this approach aligns with the advice of expert authorities, such as that of the Council of Europe’s Commissioner of Human Rights.”167 In relation to facial recognition, the AHRC also endorsed the risk-based approach taken by the Council of Europe’s Directorate General of Human Rights and the Rule of Law’s in their Guidelines of Facial Recognition.168 Australia may further continue to develop its AI legislation in close cooperation with the EU after the two jurisdictions launched a digital economy and technology dialogue to promote mutual cooperation “based on shared values” in areas such as AI and blockchain.169

Until recently, the US has been focused on maintaining its lead over China in the AI race and warned the EU against overregulating AI. In January 2020, the White House stated that “Europe and our allies should avoid heavy handed innovation-killing models,” while adding that “the best way to counter authoritarian uses of AI is to make sure America and our international partners remain the global hubs of innovation.”170 These statements underscore the US’s view that emphasizes clear benefits of the American market-driven model over the European rights-driven model. However, the Biden administration has responded to the EU’s AI proposal positively, with the White House National Security Advisor Jake Sullivan tweeting soon after the proposed regulation was issued that “The United States welcomes the EU’s new initiatives on artificial intelligence. We will work with our friends and allies to foster trustworthy AI that reflects our shared values and commitment to protecting the rights and dignity of all our citizens.”171 This comment suggests that even the US may now be inching toward the European rights-driven approach on regulating AI. This shift in tone is likely explained by the US government’s growing awareness of the ways in which the Chinese government deploys AI toward repressive ends, and the recognized need to ensure that Chinese AI-powered surveillance technologies will not become common around the world, as discussed in Chapter 8.

As these examples above highlight, the European rights-driven regulatory approach has influenced both tech companies’ global business practices and the regulatory practices of foreign governments in domains ranging from data privacy to content moderation, and from antitrust to artificial intelligence. However, additional examples exist as well. These include the EU’s pathbreaking 2019 Online Copyright Directive,172 which provided an impetus for Australia to regulate the news industry—and even go beyond the EU—in its own pro-regulation approach toward internet platforms. In early 2021, the Australian government was poised to introduce a news media mandatory bargaining code designed to encourage digital platforms such as Google and Meta to pay news publishers for the content they display on their platforms.173 The backlash was both immediate and drastic. As the law was about to pass, Meta blocked all Australian news outlets from posting on its platform globally, and prevented Australian Facebook users from viewing or sharing Australian or international news content.174 This decision caused an even greater uproar, as the public could not use Facebook to access critical health and emergency information in the midst of the COVID-19 pandemic.175 Google took a different approach—even if reluctantly, as it had also criticized the law and threatened to leave the Australian market—by striking a revenue sharing deal with media conglomerate NewsCorp.176 Even Meta subsequently reversed its decision, following last-minute negotiations with the Australian government, which resulted in an amended version of the bargaining code passing into law in February 2021. Under this compromise, the Australian government agreed not to apply the mandatory bargaining code to a digital platform if the digital platform has made a “significant contribution” to the Australian news industry.177 Meta and, by extension, Google are not mandated to negotiate with every news outlet but are expected to do so with those media companies whose content they feature. The EU may now follow Australia’s example and tighten its own Copyright Directive, with some politicians already calling for the EU to incorporate stronger provisions on revenue sharing within its digital regulation.178

The digital services tax (DST) is another policy area where several European countries’ decisions to impose a DST—and the EU’s proposals to replace those national DSTs with an EU-wide digital levy—have provided a template for other governments eager to claim their share of the profits generated by the large tech companies operating on their markets. Canada, for example, had vowed to move ahead with a national digital services tax, despite US opposition, if an agreement was not reached at the OECD level by 2023.179 Pierre-Olivier Herbert, a spokesman for Canada’s Minister of Finance, said that while the country was committed to OECD negotiations, “at the same time we will make sure that multinational tech giants pay corporate tax on the revenue they generate in Canada.”180 Similar to the EU proposal, Canada’s national DST, if implemented, would impose a 3 percent tax on annual revenue earned over a certain amount by an individual entity or consolidated group with at least €750 million in global revenue.181 In 2019, it was reported that the Israeli Tax Authority and the Ministry of Finance were preparing draft legislation to introduce a 3–5 percent DST, modeled on the French proposal.182 Similarly, Turkey adopted a DST in 2019 that emulated key provisions of the EU digital levy. While Turkey’s DST rate is set at 7.5 percent and is broader than the EU proposal, Turkey’s DST contains many similarities in that it sets a global revenue threshold of €750 million; covers digital advertising services, digital platform services and data-related services; and applies to revenue rather than income.183 For these reasons, the Office of the United States Trade Representative concluded that “the EU’s 2018 proposal appears to have served as the model” for Turkey’s DST.184

These examples suggest that the EU is hardly alone in looking to regulate the tech industry. Numerous governments around the world share the EU’s concern that the largest tech companies have become too powerful and need to be governed through regulation. Even countries that are typically more closely aligned with the US in their approach to regulation and markets, such as Australia, are pursuing extensive digital regulation to advance values very similar to those underlying the European rights-driven regulatory model. The tech industry is feeling the pressure around it grow, as regulators around the world challenge their business models on multiple fronts, contesting the way they compete on the marketplace, manage content on their platforms, develop algorithms for AI applications, and handle consumer data. Combined, these regulatory efforts suggest that the European rights-driven regulatory model is no longer only guiding the EU and its member state governments, but a growing number of governments around the world, all of which seek to take back control from the tech companies and reassert their role in shaping the digital economy.

Foreign Tech Companies and Governments’ Concern With the Brussels Effect

The Brussels Effect is neither universally celebrated nor derided outside the EU. While some foreign stakeholders welcome the global reach of the EU’s rights-protective regulations, others condemn the EU’s role as a global regulatory hegemon in either economic or political terms. There are several strands of common criticism that have been invoked in assessing the EU’s growing, and increasingly global, regulatory influence. Some of this criticism, as outlined in Chapter 3, relates to the European rights-driven regulatory model in general. But there is also a specific concern among some companies and governments regarding the externalization of that regulatory model via the Brussels Effect. In some cases, this resentment of the Brussels Effect has caused foreign companies and foreign governments to look for ways to counter the EU’s digital regulations that adversely affect them. But as described below, these efforts have achieved limited success to date.

Common Criticism of the Brussels Effect

The main criticism against the globalization of the European rights-driven regulatory model relates to the so-called multiplier effect, whereby the Brussels Effect globalizes not only the benefits but also any costs of the EU model. For example, if any given EU regulation is inefficient, those inefficiencies become entrenched in the global business practices of multinational companies, in addition to often being replicated in legislative frameworks around the world. In other words, if the EU gets it right, it may get it globally right; but if the EU gets it wrong, it may get it globally wrong. The EU’s global regulatory influence also removes the benefit of experimentation and hedging, whereby different regulatory frameworks are tried out in different jurisdictions, allowing policy makers to learn from those differences and adjust their own domestic regulatory approaches accordingly.

The primary criticism of the EU’s regulatory approach, discussed in Chapter 3, relates to the relationship between regulation, costs, and innovation. Critics often assert that the EU’s heavy-handed approach toward the digital economy increases the costs of doing business and dampens innovation in the sector.185 If this is right—and Chapter 3 argues that it might be, but does not have to be—these costs can be felt outside the EU as well. Another criticism relates to assertions that the EU regulation is motivated by protectionist impulses, targeting in particular US tech companies with its laws and enforcement actions.186 This has raised a suspicion that the EU is using its tech regulation as a weapon against more successful US companies to enhance the relative position of their less innovative European counterparts. This allegation was examined closely in Chapter 6. That discussion suggested that protectionism has not been a major driver of the EU’s digital regulation but also acknowledged that protectionist pressures are growing in the EU and around the world, as countries are seeking to enhance their “digital sovereignty” in a volatile world.

Another strand of criticism leveled against the Brussels Effect relates to its inherent ability to undermine democratic institutions in foreign countries. According to this view, the EU’s global regulatory influence compromises the democratic prerogatives of foreign sovereigns and undermines the political autonomy of their citizens. The most pointed criticism invokes the language of “regulatory imperialism,” accusing the EU of exporting its norms abroad without seeking the consent of foreign regulators, companies, or consumers.187 For example, the EU has been accused of engaging in “data imperialism,” deploying the GDPR to “conquer the world all over again,” through its “legal juggernaut aimed at imposing ever tougher privacy rules on governments and companies from San Francisco to Seoul.”188 The EU can counter this criticism by arguing that it is simply regulating its own market, which it has the sovereign right to do. All the EU is doing is asking any company—domestic or foreign—doing business in Europe to play by European rules.189 If tech companies’ business considerations lead them to voluntarily extend EU regulations across their global operations, the EU can hardly be accused of “imperialism.” For example, the EU is not compromising the foreign sovereign interests if Facebook chooses to adopt the EU’s definition of hate speech to govern its global operations, or if Google decides to offer GDPR protections to internet users in the US or across Latin America.

However, even if the Brussels Effect does not amount to a new form of imperialism, in practice it does constrain foreign governments’ regulatory freedom by often overriding their preferences. For instance, if the European Commission prohibits a merger between two US companies that the US regulators have cleared, it is the more stringent EU decision that prevails over the US decision. This dynamic reveals the logic whereby the European rights-driven regulatory model eclipses the American market-driven regulatory model simply by virtue of being more constraining on tech companies. Many Americans may be uneasy with unelected European civil servants ultimately deciding the fate of a transaction involving US companies. After all, American citizens cannot hold European politicians accountable for decisions they disagree with, compromising their political autonomy. This countermajoritarian element inherent in the Brussels Effect arguably undermines the ability of foreign governments to serve their citizens in accordance with their democratically established preferences. The US government may therefore argue that the Brussels Effect constrains its regulatory freedom, undermining US sovereignty in the process.

Even if one accepts that the Brussels Effect compromises foreign governments’ regulatory autonomy, some may still argue that it does not compromise democracy. Many Americans worry that extensive business lobbying has distorted the American democratic process and legislative agenda, especially after the US Supreme Court’s ruling in Citizens United paved the way for unlimited corporate spending to influence elections.190 The EU’s legislative process, while not flawless nor perfectly democratic,191 is less susceptible to corporate influence when compared to the legislative process in the United States. In the EU, business interests are typically balanced with the influence that civil society groups exert over regulation.192 Thus, an argument—even if potentially a controversial one—exists that the Brussels Effect may partially offset the overrepresentation of corporate interests in the US by restoring some of the consumer interests that have been overridden in the process.

Despite the occasional criticism, it is important to recognize that not all foreign actors view the EU’s global regulatory influence as sovereignty-infringing. Some even welcome the Brussels Effect. Public opinion surveys indicate that most Americans (75 percent) think there should be more governmental regulation of what companies can do with personal data, and favor the use of better tools that would allow users to exercise greater control over their own personal data.193 In a large-scale 2020 survey of American consumers, 93 percent of the respondents said they would switch to buying from a company that prioritizes data privacy, and another 91 percent said they would prefer to buy from a company “that always guarantees them access to their information.”194 EU regulations often help foreign advocacy groups raise awareness of a policy problem at home, and influence domestic debates on the issue.195 For example, the American Civil Liberties Union has said that “the U.S. can learn from the approach being taken by the European Union” and that “Congress should look to this model and similarly enact comprehensive privacy legislation.”196 In advocating for stronger federal data privacy legislation, the US-based Council on Foreign Relations also cited the GDPR as an example of comprehensive data privacy legislation that “protects all people” in contrast to the “patchwork approach of the United States.”197 Linda Sherry, director of national priorities at US-based advocacy group Consumer Action, also described how US consumer rights are inadequately protected by state and federal laws. According to Sherry, “as global firms adapt to the EU’s data protection law, we’re hopeful that all consumers will benefit from stricter data security and gain a reasonable measure of control over their personal information that so many others prosper from the EU’s strong regulation.”198 This suggests that any foreign criticism of the Brussels Effect is unlikely to be uniform, and examples of foreign stakeholders embracing the reach of the European rights-driven regulatory model abound as well.

How Tech Companies and Governments Are Seeking to Counter the Brussels Effect

Even when foreign companies or governments resent the EU’s global regulatory power, it is difficult for them to do much about it, highlighting why the Brussels Effect has enabled the EU to become a major player alongside China and the US in shaping today’s global digital economy. Being market-driven, the Brussels Effect is not subject to political negotiations. Foreign companies affected by EU rules have therefore realized that they need to influence those rules before they are adopted and enforced by EU institutions and EU member state governments. As a result, lobbying activity is particularly salient in Brussels. This is because the benefits available from the possible regulatory capture of the Commission or other EU institutions are particularly high: at best, being able to shape European regulatory response gives the successful lobbyist a say over not just European, but global, regulation.

The Brussels Effect has given foreign firms, including tech companies, an incentive to invest heavily in the EU regulatory process through lobbying, with the Commission and the Parliament being their primary targets. According to a 2021 study conducted by Corporate Europe Observatory, the digital economy is the biggest lobbying sector in the EU as measured by spending, ahead of industries such as finance, pharmaceuticals, and energy.199 US tech companies in particular are increasing their lobbying presence in the EU: out of the top ten digital industry lobbyists, eight are US-based tech companies, with Google, Meta, Microsoft, and Apple spending the most on lobbying. These companies also benefit from active lobbying by industry associations. For example, the Information Technology Industry Council—a US-based lobbying group representing several tech companies—is increasing its staff in Brussels because they explicitly recognize that the EU is “driving and directing policy.”200

The GDPR is one of the most lobbied pieces of EU legislation to date, pitting digital companies against consumer and data protection advocates. This contributed to a highly contentious legislative process. It is telling that over 4,000 amendments were introduced in the European Parliament’s legislative process alone.201 Foreign governments, companies, and business groups engaged in active lobbying to mitigate the costs of the GDPR on their businesses. Leading US companies such as Cisco, Intel, Microsoft, and NBC Universal, as well as organizations such as TechAmerica Europe, the American Chamber of Commerce, and the Japan Business Council in Europe submitted comments at the consultation stage.202 On the civil society side, European nongovernmental organizations (NGOs) such as European Digital Rights received support from foreign NGOs such as the Australian Cyberspace Law and Policy Center and the American Center for Democracy & Technology.203 Ultimately, while privacy advocates may not be able to declare a complete victory, what emerged from the legislative process was an unprecedentedly stringent data protection law, with extensive obligations imposed on data controllers, backed by severe penalties.

Despite their concerted efforts and growing lobbying budgets, foreign companies have not to date been able to substantially mitigate the Brussels Effect through lobbying. They may be able to win some concessions, but often their influence is offset by that of citizen groups and other nonbusiness actors. According to a 2019 study on lobbying in Europe, business interests are no more influential in shaping EU regulations than other interests.204 The recent DMA was subject to relentless lobbying in Brussels, yet those lobbying efforts did little to rein in the European regulators. When the DMA was provisionally adopted in March 2022, policy commentary uniformly described how tech giants “lost the antitrust battle with Europe” and noted how the legal teams of these companies have started to focus on compliance with new rules, conceding that the regulators prevailed.205 Even lobbyists hired to fight the DMA were hesitant to defend the tech sector in public, with one lobbyist noting how “it was a done deal from the start. It’s been an artificial battle. The sector was always going to lose after fighting against the entire establishment.”206

With political momentum behind the regulators in Brussels, tech companies have often had to concede that the EU will regulate them, and there is only so far they should go in fighting a losing battle. As a result, some of them have not only adopted regulations such as the GDPR as their global privacy norm, but have also become advocates of similar regulatory reforms at home—a dynamic discussed earlier. Occasionally, these companies also leverage the EU’s regulatory prowess against their own competitors. Foreign tech companies are increasingly bringing their legal battles to Brussels, urging the Commission to challenge their competitors’ practices. For example, Microsoft lodged an antitrust complaint before the European Commission against Google in 2011,207 and even though Microsoft ultimately reached a settlement with Google in 2016, other US companies, including Oracle, Kayak, Expedia, and Trip Advisor, continued to press the Commission to reach a decision against the company.208 In 2020, Meta and Microsoft voiced concerns before the Commission regarding the Apple App Store’s restrictive rules.209 Smaller US tech companies have been particularly active in urging the European Commission to leverage its antitrust powers against the US tech giants. In 2021, Epic Games filed a formal antitrust complaint before the Commission against Apple.210 Yelp has repeatedly urged the EU to act against Google.211 It was also among the group of US companies that sent a letter to the Commission in 2017, accusing “Google of destroying jobs and stifling innovation” while supporting “penalties against Google for ‘anticompetitive conduct,’ ”212 in addition to supporting the EU’s proposed DMA.213 These examples illustrate how some foreign firms are occasionally able to turn the Brussels Effect to their advantage—even if only by shifting the costs of European digital regulations to their competitors.

Tech companies are not alone in struggling to respond to the Brussels Effect. Foreign governments have equally few pathways available to limit the EU’s regulatory reach. After all, the EU is regulating its own market, which is its sovereign prerogative. When US companies voluntarily adjust their global practices to the EU rules, the US government cannot easily blame the EU for impacts on the US market that arise as a byproduct of those private business decisions. As a result, the US government—like any other foreign government—is often left as a spectator, unable to influence the market forces pushing companies and governments toward EU regulations. International institutions, such as the World Trade Organization (WTO), also fail to provide a venue for foreign governments to challenge the EU regulations. To successfully challenge EU tech regulations before the WTO, foreign governments would need to show that the EU regulations are discriminatory, which is difficult to do given that EU companies are subject to the same rules. The WTO therefore offers, at best, a limited avenue for foreign governments to mitigate the costs they incur through the external effect of EU regulations. At times, the WTO may even facilitate the Brussels Effect by constraining the EU’s trading partners’ ability to respond with unilateral retaliation. Had the US, for instance, imposed trade sanctions on the EU when faced with the EU’s data transfer ban, it would have violated the WTO rules and subjected itself to a WTO complaint by the EU. In this sense, the WTO can more often provide a shield for, rather than a weapon against, the Brussels Effect.214

Given the difficulties of evading the EU’s regulatory influence, foreign governments’ best strategy would seem to be regulatory cooperation with the EU. Such cooperation would offer them an opportunity to play a shared, rather than obsolete, role in shaping global digital regulation. It may therefore seem surprising that the US has deliberately turned its back on international trade deals with the EU, including the Transatlantic Trade and Investment Partnership.215 The trade deal’s potential to overcome US–EU regulatory disagreements presented the greatest opportunity for economic gains for both parties. Abandoning the negotiations in 2019, the US directly undermined its ability to influence global regulatory standards, inadvertently cementing the Brussels Effect. Now, the US and the EU are seeking to cooperate more closely on technology standards through the newly established Transatlantic Trade and Technology Council,216 which may again present the US with an opportunity to counter the EU’s unilateral regulatory influence. At the same time, it is less clear that the US even wants to counter the globalization of the European rights-driven regulatory model today, given the growing popular support and bipartisan backing of more stringent digital regulations in the US. Given the inability of the US Congress to enact many key laws—whether on data privacy, antitrust, or content moderation—the best hope of the US may indeed lie in the Brussels Effect and its ability to deliver to Americans the kind of digital regulatory model that they have increasingly come to support.


Conclusion

this book has described the three digital empires and their models of regulating the digital economy, each organized around a different emphasis of the market, the state, or the rights of digital citizens. It has also shown how these respective American, Chinese, and European regulatory models reach across the deeply intertwined global digital economy, shaping societies and individuals’ lives at home and abroad. The models have also frequently come into conflict with one another, fueling contested battles that have a profound impact on the future of our digital economies and societies. This discussion raises important predictive questions: Which regulatory model—or which aspects of various regulatory models—will ultimately dominate, and how will the ongoing digital rivalries reshape the global economic and political landscape?

This concluding chapter takes on these questions, asking which regulatory model will prevail in the horizontal battle between governments, while simultaneously examining whether the tech companies or governments will ultimately triumph in their various vertical battles. It looks closely at one of the most pressing questions relating to these battles: how the digital economy will be governed in the near future, and whether a regulatory model focused on markets, the state, or citizens’ rights will gain the greatest traction worldwide, shaping our digital lives in line with the values embedded in that model. Similarly, it explores whether governments will continue to set the rules for tech companies—which today rival many states in size and influence—or whether it is the tech companies that will exert more influence than governments over societies’ economic, political, and cultural destinies. These questions go to the heart of how we organize and govern every aspect of our societies. Gaining insight into their answers will help us envision a path forward and, hopefully, guide our decision-making along that path toward a vibrant digital economy and a thriving digital society.

The US Is Losing the Horizontal Battle to China and the EU

Much of the public conversation on the future of the digital economy to date has focused on the technological rivalry between the US and China. In this conversation, the EU is treated as a powerless bystander with no significant technology industry of its own, squeezed between two superpowers battling for technological supremacy.1 Some commentators describe Europe as becoming a “casualty in the U.S.–China tech war” or “a colony caught between the U.S. and China,” with “less bargaining power to determine its own digital fate,” and thus forced to “make a choice” between the US and China.2 What this narrative gets right is the indisputable lead that the US and China currently have over the EU in developing new digital technologies and nurturing national champions in the tech industry. However, this narrative is also incomplete in that it focuses on a single aspect of the global digital contest—technological dominance—while casting aside an equally significant, ongoing contest over the rules and norms that govern the digital economy. This more complete understanding of the ongoing superpower rivalry reveals that the EU is not a powerless bystander forced to choose between its two rivals, but retains considerable power and influence in advancing its own digital agenda.

This book has shown that the EU is adamant in asserting its own vision for the digital economy and explained how that vision is backed by a strong regulatory apparatus that resonates around the world. Thus, while the EU may not be the source of many of the leading technologies, it remains the primary source of the rules that govern those technologies. In many cases, the EU’s regulatory rivals have little to no effective response to counter the influence that European regulations have on the conduct of tech companies, in Europe and around the world. As a number of countries accelerate their recent turn away from the American market-driven model, the EU’s cascade of regulations provides both a normative vision and a legal foundation for the digital economy for the majority of the nonauthoritarian nations. As a result, when it comes to governing the digital economy, it is not the EU that will be forced to choose between China and the US, but rather the US that must choose between joining forces with the EU or allowing China’s influence to further grow.

The Decline of the American Regulatory Model

One of the primary conclusions of the earlier chapters is that the American market-driven regulatory model is fading in its normative appeal and global influence. As the discussion in Chapter 7 made clear, the authority of the US model has been dwindling across jurisdictions. For years, the US actively promoted its internet freedom agenda abroad, urging countries to implement its market-driven regulatory model. This freedom agenda called for governments to refrain from regulating technology companies or censoring the internet. However, this agenda has largely failed, with digital regulations burgeoning and internet censorship increasing across the world.3 In many ways, the tremendous success of the US tech companies may have sown the seeds of the demise of the US model, exposing the downsides of the freewheeling pro-market ethos that sustains it. The global presence of these companies—and what is often seen as the excessive power they wield around the world—has triggered backlash worldwide, prompting numerous jurisdictions to mobilize efforts to curtail the power of these corporations with mounting regulation.4 As part of this regulatory response, many democratic countries have abandoned the American market-driven model in favor of the European rights-driven model. At the same time, in several more authoritarian countries, governments have shifted toward the Chinese state-driven regulatory model. At some level, this shift toward greater state control over the digital economy can also be understood as a response to the outsized influence of US tech companies, which many governments saw as a threat to their ability to maintain authoritarian rule. That gave these countries an additional reason to consolidate the power of the state over the digital realm.

Yet what provides perhaps the strongest evidence of the decline of the American regulatory model is that the US itself is now gradually turning away from it, as documented in Chapter 1. American internet users have started to question the benefits of the market-driven regulatory model, saying that they, too, want more digital regulation. For example, according to a 2020 survey, 72 percent of US adults believe social media companies have “too much power and influence in politics.”5 The American public is also rethinking the US model’s traditionally inviolable commitment to free speech. Internet users are growing more concerned about harmful content online, including rife disinformation, terrorist propaganda, and foreign interference with elections. In recent years, the public has also become vehemently opposed to the misogyny and racism running rampant both offline and online. These attitudes are amplified through the #MeToo and #BlackLivesMatter movements, which have exposed the deep structural discrimination and abuse endured by women and people of color. These public campaigns have directed new attention to racism and hate speech appearing online and resulted in mounting calls for tech companies to remove such content from their platforms.6 This popular criticism of the platforms’ content moderation policies is increasing in parallel with a reinvigorated conversation about the need to revitalize antitrust laws in the US, particularly against the largest tech companies.

This shift in public opinion is increasingly reflected in the views of political leaders, who are starting to question the merits of the market-driven regulatory model. The US Congress is debating several bills seeking a reversal of the long-standing policy of nonregulation in areas such as antitrust, content moderation, and data privacy.7 After a long hiatus, the US government is leveraging its antitrust powers, with the Department of Justice and the Federal Trade Commission challenging the business conduct of Google and Meta, respectively.8 These developments are bringing the US policy discourse closer to the conversation that has been taking place in the EU for the past decade. Even tech companies themselves are increasingly conceding that regulation is needed. As the number of high-profile scandals increases, the tech industry has lost its credibility in arguing that, if technology is the problem, technology is the solution. And if anyone had any doubts left, the Wall Street Journal’s recent reporting on the “Facebook Files” showed how Facebook knew that its platform was causing serious societal harm but did not take measures to address those harms.9 These public scandals have put the tech companies on the defensive, forcing them to acknowledge that the era of self-regulation is over. As a result, much of the tech industry’s lobbying effort is now geared at shaping government regulation rather than resisting it—though a more cynical view suggests that while they are publicly endorsing regulation, they are privately counting on the US Congress’s inability to ultimately agree on any meaningful legislation that would fundamentally rein in their existing commercial freedom.

Some commentators suggest that the January 6, 2021, attack on the US Capitol may have been a turning point in the US’s approach toward regulating online content.10 Emily Bazelon described the event as showing how the “American marketplace of ideas clearly failed,” implying that American techno-libertarian beliefs about free speech were among the causes of the event.11 The Capitol riots led to broad condemnation of the role that online platforms played in allowing harmful and dangerous speech to gather so much momentum that it ultimately led to violence. Given these developments, it is plausible that the US will come to embrace an EU-style regulatory model through a series of legislative reforms in the coming years. As shown in Chapter 6, the US–EU horizontal regulatory battles over data privacy, digital taxation, and antitrust are already being resolved largely in favor of the European model. Many stakeholders in the US are endorsing the EU-style regulatory model in its own right as the public becomes more skeptical of the role that tech companies play in our society. Others focus more on the rising threat of China’s digital authoritarian norms, which provides an additional impetus for the US to seek greater alignment with the EU and other techno-democracies, discussed in more detail below.

At the same time, other commentators believe that any regulatory reform in the US is unlikely. There is no guarantee that the political dynamics in the Congress, including the different concerns that Democrats and Republicans have about Section 230 of the Communications Decency Act, will lead to any substantial legislative reform on content moderation.12 For similar reasons, bills proposing a federal privacy law may also falter. While discontent about tech companies is strong, the political dysfunction of the US Congress might prove to be even stronger, preventing any meaningful legislation from being enacted. It is also unclear whether US courts are ready for an antitrust revolution, which could lead to judges rejecting the new theories of antitrust harm that are driving the pending enforcement actions against the leading tech giants.13 In addition, there remains a genuine concern about the potential downsides of regulation, including that regulation might curtail future innovation by these companies whose products consumers desire and have come to depend on. There are many internet users who say that they value consumer choice and data privacy—but, at the end of the day, they may value daily conveniences such as Amazon’s free shipping even more.14 Americans are also torn on how to regulate online speech given that, as Bazelon notes, “we are uncomfortable with government doing it; we are uncomfortable with Silicon Valley doing it. But we are also uncomfortable with nobody doing it at all.”15 As a result, this shift in the American public discourse may not ultimately translate into regulatory reforms, or at least into ambitious ones. If this turns out to be the case, the EU may remain the primary source of regulatory constraints for the tech industry in the years to come, with US citizens and regulators watching from the sidelines—or even cheering the EU on and hoping that it will succeed.

Authoritarian Governments Are Turning to the Chinese Regulatory Model

While the American market-driven regulatory model is waning in popularity in both the US and abroad, the Chinese state-driven regulatory model is on the ascent worldwide, leading to growing concern in the US, the EU, and the rest of the democratic world about the implications of that ascent. The worry that China’s regulatory model will prevail is real, both normatively and descriptively. China’s technological development is impressive, but its way of harnessing that technology is often deeply oppressive. The Chinese government has converted the internet from a tool that advances democracy to an instrument that serves autocracy. China’s digital authoritarian governance model infringes individual rights and deprives Chinese citizens of key civil liberties. It also contributes to the political oppression of minorities through far-reaching government surveillance. This shows that freedom is not inherent in the character of the internet, but rather subject to a political choice by those with the power to permit or suppress that freedom. China’s success in exporting its norms and surveillance technologies abroad through the Digital Silk Road, discussed in Chapter 8, further suggests that the Chinese regulatory model presents a threat to liberal democracy and individual freedom not just in China, but around the world.

However, even if a strong normative case could be made against the Chinese regulatory model, it is harder to predict its demise in practice. The state-driven model is faring well, as indicated by several governments around the world emulating many of its key censorship and surveillance features. These governments do not share the US’s and EU’s concern about the future of liberal democracy. The number of countries embracing that view is also rising as the world is turning more authoritarian. According to research by the US-based NGO Freedom House, the year 2021 was the eleventh consecutive year of a decline in global internet freedom, as governments were increasingly curtailing online speech; arresting internet users for nonviolent political, social, or religious speech; and suspending access to various social media platforms, or the internet itself.16 A growing number of governments are also obtaining spyware, facial recognition, and other data-extraction technologies from private vendors, vesting themselves with tools for authoritarian control in violation of individual rights. This trend bodes well for the global appeal of Chinese digital authoritarianism as an ideology, while increasing the demand for Chinese-made surveillance technologies or censorship techniques that help governments ingrain that ideology into the structures of their societies. The COVID-19 pandemic has provided an additional reason for many authoritarian-leaning governments to deploy emergency powers and engage in various forms of digital surveillance.17 These measures may not be repealed even as the pandemic wanes, instead becoming permanent features of digital societies in many parts of the world.

The Chinese state-driven model also appeals to many developing, authoritarian countries in that it combines political control with tremendous technological success, which has fueled China’s rapid economic growth. Although the US has traditionally been viewed as the technological superpower, China is quickly catching up, and even surpassing the US in several domains, as documented in Chapter 5.18 For example, Chinese tech companies currently lead the world in sales of smartphone and telecommunications network equipment. China is also well on its way to become the world’s premier AI superpower, potentially surpassing the US in the next decade.19 For many developing countries hesitant to embrace the American market-driven model that is centered on economic and political freedom, these statistics offer a reassuring message. They show that political freedom is not necessary for technological and economic progress, which provides these countries with an additional reason to embrace the Chinese regulatory model.

The US government’s assertive response to the US–China tech war may have further elevated the Chinese regulatory model in the horizontal battle, however unintentionally. As shown in Chapters 4 and 5, the intense US–China tech rivalry has led the US government to abandon many of the key principles—such as openness and nondiscrimination—underlying the American market-driven regulatory model. In an effort to limit China’s access to strategic technologies that are central to the US–China geopolitical rivalry, the US has moved to restrict exports of such technologies, such as advanced semiconductors, to China. The US has also banned Chinese investment into critical digital infrastructures, such as 5G networks, in the US. To preserve its technological lead over China, the US is now shoring up its strategic capabilities by pouring unprecedented amounts of government funding into technologies such as AI and semiconductors, fueling a subsidy race that is leading to growing techno-nationalism around the world. Thus, instead of embracing and exporting its values around freedom or advocating a limited role for the government as it has traditionally done, the critics are now accusing the US government of playing Beijing’s game. In doing so, the US is modeling elements of the state-driven model and thus, effectively even if inadvertently, leading the world away from the values underpinning the American market-driven model toward those that reinforce the Chinese state-driven model.

Democratic Governments Are Turning to the European Regulatory Model

The Chinese regulatory model is not the only one benefiting from the decline of the American regulatory model; the turn away from the techno-libertarian worldview has also elevated the EU’s standing in the horizontal battle. While the authoritarian governments are turning toward the Chinese state-driven regulatory model, deepening discontent with the American model is pushing much of the democratic world toward the European model. For many democratic countries, the American market-driven regulatory model has proven to be too permissive, while the Chinese state-driven model is seen as too oppressive, leaving the European rights-driven model the most attractive one to follow. Chapter 3 argued that the European regulatory model rests on three pillars—fundamental rights, democracy, and fairness—all of which, according to the EU, require government oversight to be adequately protected in the modern digital era. These key elements of the European model are increasingly seen as necessary building blocks of a more equitable and human-centric digital economy. Each additional privacy scandal and online disinformation campaign further vindicates the European model while revealing the limits of the American model. Even the US itself is now growing aware of the limits of its regulatory approach, asking whether it also ought to implement several aspects of the European rights-driven regulatory model, including more robust antitrust laws or enhanced data privacy protections for its citizens.

Several normative arguments suggest that the US should, indeed, abandon elements of its market-driven regulatory model and emulate aspects of the European rights-driven model. There is growing consensus in the US that free markets and free speech as cornerstones of a digital economy no longer seem adequate to address the challenges of modern society. The US’s hands-off approach toward regulation has allowed the leading tech companies to amass the kind of economic and political power they are no longer equipped to responsibly handle. As a result, the shortcomings of the US regulatory model have left many Americans searching for a different way of governing the digital economy, with the European rights-driven regulatory model emerging as an increasingly attractive alternative.

The European regulatory model is seen as appealing, in part, because it is associated with greater economic fairness and distributional justice. Its central goal is to foster a fairer digital economy that ensures that the gains from the digital economy are divided more equally. In practice, this has entailed leveraging European antitrust, employment, and tax laws to redistribute power away from platforms, vesting more power instead with internet users and consumers, platform workers, smaller businesses, and the public at large. This regulatory philosophy is more in line with today’s political environment where the ideological underpinnings of neoliberalism, including any manifestations of capitalist excess, are increasingly criticized. As a result, there is a growing number of voices arguing that the European regulatory model facilitates greater economic success not because of its ability to maximize wealth through digital transformation, but because of its commitment to distribute that wealth more evenly across society.

Another normative argument in favor of the EU model stems from the growing discontent toward the US’s uncompromising commitment to free speech, even when that speech harms individuals and destabilizes societies. One can be a staunch proponent of free speech yet still argue that the US government has gotten more than it bargained for with Section 230 of the CDA. That provision created an online world in which techno-libertarianism has gone wild, turning the American regulatory model against the country’s own democratic institutions and wreaking havoc around the world. Many of the deeply disturbing examples described in this book—be it the disinformation-fueled US Capitol insurrection, the encouragement of illegal sex trafficking in the infamous Backpage case, or the hate speech–fueled genocide in Myanmar—have their roots in the digital economy created by Section 230, vividly illustrating the fallacies of the market-driven model, which placed its trust in internet platforms as the guardians and amplifiers of democracy.

Now this illusion has been shattered. The digital public space is frequently compromised by rampant disinformation, which interferes with elections and destabilizes democracies. America had a rude awakening on January 6, 2021, when President Trump’s loyalists stormed the US Capitol, riled into action by social media–amplified lies about a stolen election. Platforms and their algorithms have also contributed to greater polarization by delivering each internet user a highly personalized online experience, thereby insulating citizens from alternative viewpoints and genuine societal debate, and undermining, as opposed to enhancing, democracy.20 Similarly, harmful content online has too often trumped the decency, dignity, and safety of individuals, with Section 230 coming to the rescue of tech companies no matter how repulsive or harmful the content they host. Here, the contrast to the EU is again stark. Even though the EU shares the US’s commitment to protecting free speech, it is prepared to restrict that fundamental right in the name of other fundamental rights and important public policies, be it human dignity, personal privacy, public safety, or democracy. The EU’s willingness to intervene in internet freedoms by restricting hateful or dangerous content is increasingly seen as necessary in today’s society, lending further support to the EU model.

The European regulatory model also protects internet users’ privacy more than the extensive “surveillance capitalism” enabled by the American market-driven model, where tech companies track internet users’ every move online and acquire a trove of personal data that they then monetize through targeted advertising.21 But the perverse impact of this targeting on users can go even deeper. Disturbing revelations by a Facebook whistleblower, Frances Haugen, provide evidence of how Facebook’s algorithms intentionally target the vulnerabilities of teenage users by, for example, displaying weight loss adds to a teen with an emerging eating disorder.22 At worst, privacy-infringing data extraction can compromise users’ “decisional privacy” by subverting individual choice, liberty, and self-governance.23 Voter behavior can also be manipulated whenever someone gains access to internet users’ personal data and deploys that data for psychographic profiling that enables microtargeted political advertising. This is exactly what happened in the infamous Cambridge Analytica scandal, where British political consulting firm Cambridge Analytica harvested data from 87 million Facebook profiles for use in political advertising. This data, which was obtained without user consent, was used to build psychological profiles of users, and then leveraged in political campaigns, including Donald Trump’s 2016 presidential campaign. Meta admitted to mishandling user privacy and has pledged to make significant changes in securing user data going forward.24 Regardless of this pledge, the scandal has been engrained in the memory of internet users and regulators alike, elevating the importance of data protection in their minds. In doing so, such scandals also lend support for the European regulatory model, which views safeguarding personal privacy and individual self-determination as a paramount concern, vigorously defended by European courts.

It is these types of normative concerns that are behind the evident dimming of the techno-optimist vision that marked the early days of the digital economy: a vision that came to define the American market-driven regulatory model. These concerns also explain why a growing number of governments and individuals around the democratic world are coalescing around a view that the European regulatory model best enhances public interest, checks corporate power, and preserves democratic structures of society, and are increasingly emulating that model as a result. This shift in public discourse also sheds light on why some degree of convergence between the American and European regulatory models is already occurring, and why the direction of that convergence comes from the US adjusting toward the EU model. Next, the discussion moves to examine potential concerns with the prevalence of the European regulatory model over that of the American regulatory model, assessing both the challenges and opportunities that such a shift is likely to entail.

The Convergence Around the EU Model Does Not Inevitably Compromise Innovation

Perhaps the biggest concern discouraging a potential shift away from the American market-driven model toward the European rights-driven model is the widely held belief that such a shift would necessitate that the US give up some of its fundamental values, such as economic freedom. It is almost an article of faith that innovation, technology leadership, competitiveness, and economic growth derive from an unregulated marketplace, explaining the dominance of US tech companies in the global digital landscape. Thus, a deep-rooted concern remains that, by abandoning its faith in the free market and moving toward a more regulated digital economy, the US would inevitably be forced to relinquish its role as a technological leader. This would leave the US, and the entire world, without many beneficial innovations that economic prosperity and social progress depend on.

However, this concern about a potential trade-off that the US would be making by adjusting its regulatory model toward that of the EU reflects several misunderstandings about both the American and European regulatory models. First, under the US model, a free market was never the end goal in itself, but rather the means to safeguard both economic and political freedom. Keeping the government at bay was seen as necessary to maximize economic progress and innovation, while also ensuring that democracy will thrive. However, today’s concentrated digital marketplace dominated by a handful of tech giants is hardly a reflection of economic freedom as conceived by early techno-libertarians. Similarly, recent scandals, including those revealing how online disinformation campaigns can undermine democratic elections, have shown that strong democracy does not necessarily flow from an unregulated digital marketplace. Consequently, a more regulated digital economy in the US may be one where, in the end, greater political and economic freedom will prevail.

Second, this view that associates the European regulatory model—or the US’s potential shift toward that model—with meager technological innovation reflects a limited understanding of the EU’s strengths and weaknesses. It also relies on a simplistic view regarding the relationship between digital regulation and innovation. A common criticism associated with the European rights-driven regulatory model is that the EU model overdoes regulation—to the extent that it kills innovation and stifles economic progress. According to this view, while the EU may be more successful in safeguarding the fundamental rights of individuals and the democratic structures of the society, its regulatory approach will deprive societies of economic opportunities. This concern stems from a widely held belief that there is an inevitable trade-off between regulation and innovation. However, although it is true the EU has been less successful in producing leading tech companies to date, as discussed below, there are other reasons besides regulation that primarily explain this fact. There is much that Europe is not getting right in terms of nurturing innovation. But choosing to regulate the tech industry in the name of safeguarding individual rights and societal freedoms is not where the problem lies.

It is tempting to observe causality between the EU’s stringent regulatory regime and the dearth of leading tech companies emanating from Europe. After all, there is no European Amazon, Apple, Meta, Google, or Microsoft. As Chapter 3 documented, various metrics all point to the same, unambiguous conclusion that the EU is currently lagging behind the US and China in technological prowess. However, as that chapter also pointed out, it is questionable whether EU tech companies’ relative lack of success can be attributed to the level of tech regulation they face. After all, digital regulation in Europe is more recent, and there was no substantial tech regulation in place in the EU at the time when today’s leading tech giants were founded—yet those companies were founded in the US and not in Europe. European tech regulations, once enacted, have also frequently targeted US tech companies, without compromising their ability to innovate. This suggests that the EU’s lackluster performance as a developer of new technologies may not, at least in its entirety, be attributed to its pro-regulation instincts.

However, we are still left with the question of why the EU has not produced tech giants comparable to those in the US and China. If onerous regulation is not the main problem, what keeps EU tech companies from succeeding? Looking more closely, the EU’s innovation gap can be largely explained by other factors, all discussed in detail below, including the fragmented digital single market (DSM), underdeveloped capital markets, punitive bankruptcy laws that deter risk-taking, and the absence of a proactive immigration policy that would allow the EU to harness foreign talent in the way the US has done over the past decades. Recognizing these reasons should offer solace to any American decision-maker—or any other foreign government—that harbors a view that embracing a European-style rights-driven regulatory model would inevitably hamper innovation and set back the country’s economic and technological progress.

One significant impediment faced by EU tech companies is that they do not benefit from a fully integrated DSM that would allow them to seamlessly operate across the EU. This explains, in part, why European tech companies have struggled to build a market presence comparable to their American and Chinese rivals. Scaling is key to growth and competitiveness, yet such a growth strategy is harder to pursue when companies are operating across numerous national markets that possess different languages, cultures, and government regulations. It was naturally easier for Amazon to grow as an online bookseller in the US where the demand for English-language books was high across the country. In Europe, the publishing market is more fragmented because of linguistic diversity. Video-on-demand (VOD) services have similarly been difficult to scale in Europe because audience demand varies across member states.25 As a result, providers of VOD services in Europe sometimes have to offer a different mix of content in different member states, which hinders their ability to market their services at scale. Legal barriers have further contributed to fragmentation of the DSM. Tech companies must often navigate a diverse set of national laws across Europe, which adds costs and complexity to their business operations.26 This fragmentation forces European startups to internationalize earlier than their American counterparts, which are able to build scale domestically at first.27

European lawmakers acknowledge that the fragmented DSM hampers the European technology sector’s growth. Back in 2010, the Commission recognized that, as a result of this fragmentation, few of Europe’s innovative SMEs (small and medium-sized enterprises) grow into globally successful companies.28 However, these barriers to growth and innovation have remained in place since 2010, despite the EU’s efforts to pursue greater digital integration. In 2015, only 4 percent of all digital services consumed in the EU were sold cross-border.29 A 2019 study conducted by the McKinsey Global Institute concluded that “fragmentation seems to put Europe at a structural disadvantage” when considering the innovation deficit between Europe and competing regions.30 This fragmentation is costly for large tech companies but imposes even greater costs on the SMEs that form the majority of the European homegrown tech companies. Around 96 percent of the over 10,000 potentially high-growth platforms established in the EU are SMEs.31 For them, the costs of fragmentation are prohibitively high as they cannot draw on economies of scale to grow beyond a certain size. In contrast, American and Chinese companies benefit from more homogenous home markets, which makes it relatively easier for their companies to scale in size.

The DSM is not the only domain where European integration is falling short and hindering the growth potential of the EU’s tech sector. Another major impediment is the absence of deep and integrated capital markets that would allow European companies to fund their innovations in Europe. Instead, EU firms often need to rely on the US capital markets for growth opportunities. According to a study by the McKinsey Global Institute, the underdevelopment of equity finance in Europe poses a major challenge for startups seeking funding.32 Analyzing the density of European AI startups, this study concludes that financing has a “significantly higher impact” on the density of AI startup networks than other factors such as the ability to build innovative business models. While European companies can often secure seed funding and succeed in early fundraising rounds, they struggle to raise capital in later rounds. The comparison to the US here is stark: when companies enter the later stage D and E funding rounds, the percentage of total European VC funding as a proportion of US VC funding falls by approximately 50 percent.33 In the absence of large European VC funds that have the capital to support late-stage rounds, US companies with “similar success metrics” in comparable industries tend to raise significantly higher sums than their European rivals.34

Despite the fragmented and relatively underdeveloped capital markets in Europe, recent years offer a ray of optimism for the European tech industry. There are signs that American VC firms view Europe as an increasingly attractive investment destination, and their capital is now flowing into European startups at a greater rate than before. As evidence of this trend, investments made by American VC firms in European ventures tripled between 2020 and 2021, reaching $83 billion.35 Several prominent US-based investment firms have also opened European offices, which may indicate the arrival of more American capital in the future. For instance, the storied Sequoia Capital—which had $85 billion in assets under management in 202236—opened an office in London in early 2021.37 These developments reflect an increasing conviction among some of Silicon Valley’s most successful venture capitalists that the European tech ecosystem is on the cusp of exponential growth.38 They also give hope that even if European sources of capital remain limited for the continent’s startups, American and other foreign capital may be able to offset some of those deficiencies.

Despite this greater availability of US-based VC funding for promising European startups in recent years, few question the benefits that would ensue from more integrated and robust European capital markets. The EU has undertaken several initiatives aimed at improving the funding available for European startups and scale-ups. One landmark initiative is the Capital Markets Union (CMU), established in 2015. The CMU’s goal is to reduce fragmentation in financial markets by creating a single market for capital in the EU. Deep and integrated European capital markets would help diversify financing sources, facilitate cross-border capital flows, and improve businesses’ access to finance. The Commission has stated that the completion of the CMU is needed to strengthen the EU’s global competitiveness.39 Key leadership from the European Central Bank has similarly called for deeply integrated European capital markets. According to these individuals, boosting capital markets and progress toward the CMU would “support growth and innovation” as capital markets are “better at financing innovation and new sources of growth.”40 However, the implementation of the CMU has been slow. In practice, European capital markets remain far from integrated, hampering European tech companies’ ability to access the kind of funding available to their American counterparts.

Another potential reason for the absence of European tech giants is Europe’s legal and cultural barriers to risk-taking and entrepreneurship. Punitive bankruptcy laws across the EU have made failure so costly that European entrepreneurs often shy away from the kind of risk-taking required for ambitious technological ventures. In a report studying insolvency regimes across countries, the Organisation for Economic Co-operation and Development (OECD) found that the personal costs of entrepreneurship were the lowest in the US, Canada, and Turkey, and the highest in the Czech Republic, Sweden, Portugal, and several other European countries.41 Aware of this problem, EU institutions have sought to pursue greater harmonization of national insolvency laws across member states, mindful that insolvency should not have to turn into a “life sentence.”42 In 2016, the European Commission proposed a Directive aimed at reducing the costs of failure for entrepreneurs, endorsing the “principle of second chance.”43 The Directive, which bears similarities to Chapter 11 of the US Bankruptcy Code, was formally adopted in 2019.44 This and other legislative efforts to date have, nevertheless, been slow to harmonize and modernize EU bankruptcy laws across member states, prolonging the problem faced by European tech entrepreneurs.45 Yet unforgiving bankruptcy laws are only part of the story behind European entrepreneurs’ risk aversion. Cultural factors also play a role. Business failure carries a greater stigma in Europe, hampering risk-taking and consequently holding back innovation. In Europe, failure is viewed as a “personal tragedy,” whereas in Silicon Valley failure is seen as a badge of honor or rite of passage, leading to the mantra of “fail fast, fail often.”46 Instead of celebrating—or even merely accepting—failure, Europeans value stability, which cultivates a mentality that is antithetical to disruptive innovation.47

Finally, the innovation deficit in Europe can be partly attributed to the EU’s inability to attract the world’s best innovative talent through a proactive migration policy. In comparison, the US technology sector relies heavily on its ability to attract immigrants. Looking at the founders of the most successful US tech companies reveals a powerful story of the role of immigration behind these tech companies. Steve Jobs of Apple was the son of a Syrian immigrant; Jeff Bezos of Amazon is a second-generation Cuban immigrant; Eduardo Saverin, the cofounder of Facebook, is Brazilian; Sergey Brin, the cofounder of Google, was born in Russia; and Elon Musk of Tesla was born in South Africa. And these famous individuals are not rare exceptions. According to a 2018 study by the National Foundation for American Policy, 55 percent of America’s billion-dollar companies have an immigrant founder.48 Looking at skilled migration more generally, Europe also fares worse than the US. According to a 2019 study, only 25 percent of immigrants to Europe are highly educated, compared to 36 percent of immigrants who migrate to other OECD countries.49 The EU is not only struggling to attract migrants to its tech sector, but is also losing European talent to the US. This brain drain can be measured in several ways. One study focusing on the distribution of top AI talent around the world reveals that while top AI researchers overwhelmingly work in US institutions—60 percent of the talent pool is US-based, as opposed to 11 percent in Europe—this US-based talent is only partially homegrown. Over half of the top-tier AI researchers in the US are immigrants or foreign nationals, with 29 percent of them having received their undergraduate degree in China, followed by 20 percent in the US and 18 percent in Europe.50 This suggests that the world’s top AI researchers, including top European AI researchers, are migrating to the US and rarely the other way around.

There are several reasons for why the global tech talent prefers the US to the EU, including the attractiveness of US universities that can act as a gateway to the US labor market.51 According to the 2021 Times Higher Education World University Rankings, only six universities in the EU are listed among the top fifty universities in the world, with the highest ranked number thirty-two. In contrast, the same list features twenty-two universities in the US among the top fifty.52 The US’s world-class universities are a major draw for foreign talent. Many foreign students stay in the US after graduating, subsequently contributing to the US talent base in the labor market. A 2018 report by the National Science Foundation revealed that 70 percent of foreign-born, noncitizen science and engineering doctoral students in the US remain in the US after graduating.53 Another reason that explains why foreign talent prefers the US is the financial rewards available in the US for tech entrepreneurs. A 2017 study by European VC firm Index Ventures found that more than 75 percent of the EU countries’ stock-option rules lagged those in the US.54 European tech startups are aware of this limitation. In 2019, five hundred chief executives from European startups, joined by European VC investors, signed an open letter to European policymakers, urging them to overhaul regulations governing employee stock options so that EU tech firms can attract better talent and thereby better compete with Silicon Valley.55

The examples noted above largely dispel the notion that the European rights-driven regulatory model would inevitably hinder innovation and curtail technological and economic progress. Instead, the EU’s inability to produce digital giants can be traced to a variety of policies other than digital regulation that have, to date, thwarted European technological progress. This observation should alleviate the concerns of American policymakers and other stakeholders about the expected consequences of endorsing EU-style digital regulations. Any adjustment in the US toward the European rights-driven regulatory model—or the widespread emulation of that model across the world more generally—would not, as a rule, set the US back in terms of innovation. Protecting internet users’ data privacy, regulating tech giants’ anticompetitive behavior, or calling for more platform accountability over harmful online content would not dismantle the dynamic US capital markets, repeal its entrepreneurship-friendly bankruptcy laws, or discourage the global tech talent from migrating to the US. This suggests that when it comes to the regulation of the digital economy, the US would be well served by adopting some of the rights-protective regulatory policies promoted by the EU. However, when it comes to capital markets, insolvency laws, the entrepreneurial culture of risk-taking, and attracting global innovative talent, the EU should learn from the US. The two digital regimes should not be viewed as alternatives, but instead as complementary digital ecosystems whose best features can be emulated and pursued in tandem.

Governments Are Not Destined to Lose Their Vertical Battles Against Tech Companies

Rather than worrying that a victory for the European model would come with too much regulation, one should instead be concerned that it will not lead to effective enforcement of that regulation, with dire consequences for both the US and the EU. In many domains of digital regulation, the EU has been successful in articulating policy goals that resonate globally and adopting stringent regulations that are being replicated across jurisdictions, as evidenced by Chapter 9. However, as Chapter 3 showed, the EU has seen less success in translating those policy goals and regulations into concrete changes in the marketplace. Tech companies’ market dominance remains undented, the internet continues to be flooded with hate speech and other harmful content, and internet users’ personal data is still being exploited by companies and governments alike. The discussion below explores reasons for the deficiencies in the EU’s enforcement record, showing how the horizontal and vertical battles are interconnected. For the EU to win the horizontal battle against the US—not just the battle of values, but also the battle of outcomes—it needs to first win the vertical battle against global tech companies. Were the EU to lose that vertical battle, the American market-driven model—through its tech giants—would govern the digital economy in practice, even if US regulators and users themselves had already lost faith in that model.

Why Large Tech Companies Are Difficult to Regulate

It has become increasingly obvious that the EU—like other democratic governments—is struggling to effectively govern tech companies that have grown to unprecedented scale and global reach. Today’s largest tech companies rival some countries in their size and influence, and these companies’ tremendous economic, political, and social influence make it difficult for governments to police their business practices. The tech industry also has almost unlimited resources to spend on lobbying against regulations and defending themselves in legal battles against the government, further strengthening their position vis-à-vis governments. For example, recall the discussion in Chapter 3 on how the Irish Data Protection Commission (DPC) has struggled to enforce its sprawling data privacy docket against Dublin-based US tech companies that fall within its jurisdiction. Ireland’s limited enforcement activity likely has multiple causes but is at least in part explained by the DPC’s inadequate resources. The DPC must take on some of the world’s most powerful tech giants, whose resources dwarf its modest budget. When the GDPR entered into force, the Irish agency was bestowed a $9 million annual budget, which is equivalent to the revenue that the large US tech companies based in Dublin—including Apple, Facebook, Google, Twitter, and Microsoft—generate roughly every ten minutes.56 It is therefore not surprising that we have not witnessed as many cases brought by the Irish regulator against these tech giants as we may have hoped.

The tech giants’ size and resources are not the only reasons why governments’ vertical battles against them are challenging. The digital economy is also difficult to regulate given the sheer volume of economic activity that would require regulatory oversight. In the EU’s defense, one of the reasons why it has relegated so much power to the platforms to manage their own behavior is the unremitting amount of content that needs moderating and the unfeasibility of policing it at scale. In December 2021, Facebook had 1.93 billion daily users on average.57 Every minute in 2020, Facebook users uploaded about 147,000 photos and shared 150,000 messages, Twitter gained 319 users, Instagram users posted 347,222 stories, and YouTube users uploaded 500 hours of video.58 There is no realistic way that someone in Brussels, or anywhere else, could review this amount of content to ensure nothing illegal ends up online. Ex ante content review is rarely possible even for companies armed with unparalleled technological filtering tools. Apple is an exception, reviewing all submitted apps before making them available in the App Store. But compared to the scale of the content circulating on Facebook, YouTube, or Twitter, Apple’s App Store review is manageable—the company reviews over 100,000 applications weekly.59 Beyond this anomaly, platforms review the content posted on their platforms ex post—and even then, only do so when an algorithm, a platform user, or some other entity flags the content to them as potentially harmful.

Finally, some of the EU’s enforcement challenges can be traced back to its commitment to democracy and fundamental rights, which entails a need to carefully balance numerous competing rights in enforcing its rights-driven model. Digital regulation poses difficult trade-offs that complicate any enforcement task. It is naturally easier for an authoritarian government to “effectively” enforce online content rules when they do not need to balance freedom of speech considerations with other grounds for content removal. In contrast, the EU’s attempt to weigh its commitment to free speech against its desire to restrict illegal and other harmful speech calls for the kind of nuanced enforcement approach that is much harder to implement in practice. It is time-consuming, error-prone, and—in a democratic society—open to constant criticism.

The EU’s commitment to the rule of law and due process also explains, at least in part, the deficiencies in its antitrust enforcement. The much-disparaged delays in the EU’s enforcement of antitrust laws against tech companies stem from the EU’s adherence to due process in its investigations. A dramatic and speedy crackdown on the tech industry, akin to what has recently taken place in China, is not feasible in Europe. Instead, proposed laws must go through a legislative process that consists of numerous democratic checks and balances across several institutions—the Commission, the Council of Ministers, the European Parliament, and the legislative institutions across all twenty-seven member states—to ensure that all interests are carefully considered before any regulations are enacted. Similarly, in enforcing those laws, the EU remains sensitive to the tech companies’ right to be heard and offers two layers of appeals following any adverse decision the Commission makes against tech companies. Thus, it is the combination of these factors—regulating an unrelenting flow of complex economic activity with limited human and financial resources while adhering to a carefully crafted democratic process and observing the rule of law—that explains why the EU’s vertical battle against the tech companies has been so challenging to date.

What Governments Can—and Must—Do to Win the Vertical Battle

These enforcement challenges are daunting yet do not mean that tech companies are destined to win the vertical battle against governments or that the European rights-driven regulatory model is doomed to fail in practice. It would be imprudent to write off governments and endorse a technological determinist view, according to which technologies developed by companies override governments and determine the future of our societies. While several commentators have argued—some convincingly—that tech firms are increasingly “new governors”60 that “are exercising a form of sovereignty,” even ushering in a world that will not be unipolar, bipolar, or multipolar but rather “technopolar,”61 there are reasons to doubt that states will be powerless to govern these firms. Governments have always been the fundamental political unit around which societies are built. As aptly asked by Stephen Walt: “Which do you expect to be around in 100 years? Facebook or France?”62

Writing in 2006 against a tide of scholarship that envisioned the internet to be self-governing, Jack Goldsmith and Tim Wu reminded us why and how states continue to matter.63 They argued that while the internet may be disruptive and transformative in shaping societies and human interaction, it will not replace the central role of governments. Governments retain the authority to exercise coercive force on firms. This authority to coerce can be, and frequently has been, deployed to change the way these firms operate. Tech companies today are more powerful than they were in 2006, but the basic argument still stands: the codes, community guidelines, and any other rules written by large tech companies ultimately remain subject to the laws written by governments possessing the coercive authority to enforce compliance with those laws. The US government may have set these companies free with Section 230 of the CDA but it retains the authority to repeal or rewrite that law. Tech companies cannot decouple themselves from governments, and while these companies may resist government regulations, they ultimately must comply with them. They cannot coerce their way into merger clearances, refuse to pay digital taxes, or restore content that the government has ordered them to take down. Neither can they engage in targeted advertising if governments ban such targeting, or treat gig workers as independent contractors if the government has legislated for these workers to be employees. The power of these companies—their ultimate sovereignty—is limited to not doing business in jurisdictions whose laws they do not like. However, that is a distinctly costly way for them to exercise sovereignty.

Acknowledging that tech companies remain subject to the coercive power of the state does not mean that regulating these companies is easy, or always effective. Noting the challenges associated with restraining today’s tech giants, the literature regarding the relationship between states and tech companies has undergone an evolution. The early contributions to this line of scholarship in the 1990s claimed that the tech industry is self-governable and that states should stay on the sidelines.64 The second wave of literature in the 2000s argued that states should, and can, assert power over tech companies.65 However, if the first wave was overly optimistic about tech companies’ ability to self-govern, the second wave might have at times been too optimistic about states’ ability to govern these companies successfully. We are now moving into an era where there is an increasing consensus that tech companies’ self-governance does not work and governments need to get involved, but there is increasing doubt about governments’ ability to do so effectively. Thus, it is not that governments should not engage in a vertical battle against tech companies (because they should) or that they could not prevail in that battle (because they could). However, governments may need new tools to engage in that battle effectively.

For European regulators, this entails figuring out how to reclaim democratic control over the tech industry. If the EU fails in its vertical battle, it is indeed the tech companies, not democratically elected governments, that will build and run the digital society. In that society, democracy, rule of law, and individual and collective rights will only be as strong as is compatible with the profit-seeking business motives of tech companies. Thus, instead of reining in its regulatory instincts for fear of overregulating, the EU needs to double down on its commitment to regulation and follow through with more potent enforcement. However, this claim comes with a word of caution. In recommitting to regulation, the EU must remain true to the rights-driven values guiding that regulation, as it is those values which have gained traction around the world and have ultimately served the EU well in its horizontal battle against the US and China. Given that the EU is increasingly regulating the digital economy in the shadow of the US–China tech war, there is a risk that its regulatory instincts are veering it toward techno-nationalism in an effort to safeguard its digital sovereignty in a volatile and uncertain world, as recognized in Chapter 5. This could lead to regulations calling for data localization or industrial policy–driven antitrust enforcement. Yet if the EU starts embracing digital protectionism, there is a risk that techno-protectionism will become the global norm. After all, EU regulators should keep in mind that the Brussels Effect—the EU’s ability to externalize its regulations—is a potent mechanism for exporting both good and bad regulations alike.

The EU has repeatedly acknowledged that its enforcement record to date leaves much to be desired and knows that it must find a way to translate its stated values and adopted laws into concrete progress on the ground. As a result, the EU has recently shown greater resolve by adopting new digital regulations that are designed to address some of the known shortcomings of its existing policies. To avoid lengthy delays associated with its past antitrust investigations focusing on the tech industry, the EU adopted the Digital Markets Act (DMA), discussed in Chapter 3, which will ban ex ante a set of anticompetitive practices by digital gatekeepers—including Amazon, Apple, Google, Meta, and Microsoft—without the need to show that these companies harm competition.66 Prohibiting a set of business practices outright allows the Commission to bypass lengthy investigations, which have often hampered its efforts to intervene in digital markets in a timely fashion. Mandating a set of practices (such as interoperability or data portability) and banning a set of practices (such as self-preferencing or using data across different services) will strike at the heart of these companies’ business models, giving European regulators stronger tools to enhance competition.

Similarly, the EU’s recently adopted Digital Services Act (DSA), also discussed in Chapter 3, will introduce binding obligations on tech companies in relation to content that is hosted on their platforms.67 The DSA calls for platform transparency and accountability, and strengthens those mandatory requirements with heavy sanctions. While it does not impose a general monitoring obligation on platforms in terms of the content they host, the DSA sets clear limits on platforms’ freedoms by, for example, banning targeting advertising toward minors and forbidding manipulative designs that distort autonomous and informed decisions or choice.68 These specific provisions accompany a host of general rules on algorithmic transparency and due process regarding the users’ ability to contest any content moderation decisions. The largest platforms will be subject to additional rules, including independent audits and an obligation to grant access to authorities and researchers to investigate their business models. Whether these regulations will eventually push tech companies to govern in ways that are more democratic, more transparent, and more accountable will be one of the biggest tests of the EU’s ability to translate its stated values into actual market outcomes—and, with that, prove the viability of its regulatory model as a template for other democracies to follow.

Harnessing the Power of the Large Tech Companies to Enforce Digital Regulations

The next several years will reveal whether the more assertive regulatory action by the EU will enhance its standing in the vertical battle against tech companies. These coming years will also tell if the US will join this battle by strengthening its own regulations against tech companies or whether Congress will remain deadlocked, leaving US citizens with heated congressional debates but ultimately failed bills that do little to overhaul the American market-driven regulatory model. Yet a transformed political environment that is increasingly hostile to tech companies may help these governments’ regulatory efforts. Tech companies suffer from a deep reputational and trust deficit with policymakers and the general public, making it difficult for them to take a combative stand against the regulators without triggering an even harsher backlash. Afraid of antagonizing regulators even more, tech companies are likely to pick their vertical battles and fight only some of them, while conceding others.

The battlefield is also shifting in ways that might make the governments’ failures to enforce their regulations against tech companies less consequential. Most strikingly, certain large tech companies are now leveraging their market power against other large tech companies, helping the governments’ enforcement efforts in the process. These horizontal battles within the tech industry can transform the digital marketplace, while offsetting the enforcement deficit that has haunted the EU and other regulators to date. One of the most consequential horizontal battles over data privacy is now unfolding between Meta and Apple. Meta has the most to lose from stronger data privacy protections as the business model for Facebook is dependent on access to consumer data that fuels targeted advertising.69 In contrast, Apple’s revenue is primarily driven by selling hardware. Consequently, Apple can seize on the privacy narrative and leverage it strategically against companies like Meta. In April 2021, Apple rolled out an update on its iPhone that asks users whether they want apps, such as Facebook, to track them.70 This change is seen as a tremendous boon for user privacy, but a devastating blow to companies like Meta.71 Meta reacted with a fierce—and contested—argument outlining the economic benefits of unrestrained personal data collection, while claiming the mantle of the defender of small businesses that rely on Facebook’s personalized advertising tools.72

Meta was right to fear Apple’s new anti-tracking measures: users have overwhelmingly chosen not to be tracked. Early market research from July 2021 shows that users permit tracking only around 25 percent of the time.73 Other market research suggests an even more drastic outcome. According to one analysis published in May 2021, 96 percent of the users in the US were found to be opting out of the app tracking since Apple introduced the option, while the percentage worldwide was 89 percent.74 Despite some variance across these numbers, the general trend is undisputed: users are choosing privacy over surveillance. This, in part, explains the unprecedented 26 percent plunge in Meta’s stock price in February 2022, following Meta’s disclosure that Apple’s privacy change will cost the company billions of dollars a year.75 Meta stood to lose the most, yet several other tech firms, including Twitter, Snap and YouTube, also saw their revenues evaporate following the introduction of Apple’s App Tracking Transparency tool.76

In another example of a large tech company aligning itself with governments, Microsoft has urged regulators in Australia, the EU, and the US to mandate platforms displaying news to share revenue with media outlets that generate the news.77 This breaks the united front that the tech industry typically assumes against governments while also helping Microsoft tilt the market toward its products and services at the expense of those of its rivals, including Google and Meta. This is not the first time Microsoft has advocated regulatory action against its rivals. After fighting the EU’s antitrust regulators for years—largely unsuccessfully—Microsoft turned the tables and initiated an EU antitrust complaint against Google in 2011, accusing Google of entrenching its dominance in the markets for online search and search advertising.78 News reporting acknowledged the shift in the regulatory landscape, noting how “Microsoft is relishing a second act in Brussels, playing the role of scold instead of victim.”79 While Microsoft entered into a temporary truce with Google in 2016,80 Microsoft has recently again become more vocal in urging governments to act against Google and other tech giants. In 2021, Google’s Senior Vice President Kent Walker accused Microsoft of “reverting to their familiar playbook of attacking rivals and lobbying for regulations that benefit their own interests,”81 while accusing Microsoft of “naked corporate opportunism” in the wake of Microsoft’s support for legislation that forces platforms to share revenue with media organizations.82 These examples involving Microsoft and Google further reveal that leading tech companies can be seen as allies and enemies alike, at times working in unison to defend their common interests against governments eager to regulate them, while at other times engaging in bitter horizontal battles with one another and thus—directly or indirectly—assisting the regulators in their vertical battles against some of those same warring tech companies.

These horizontal battles within the tech industry can be highly consequential in transforming the regulatory landscape. A single decision made by a large tech company to curtail the business model of another large tech company can be a considerably more effective way to realize the goals of the GDPR than any effort by European privacy regulators. No doubt Meta would rather pay fines to European regulators than have Apple ask every user on its devices whether they want the Facebook app to track them. Now, some may argue that these horizontal battles are proof that the tech industry should be self-regulating. Some may go further and suggest that the American market-driven model is vindicated, since tech companies can, and do, keep one another in check. Why worry about vertical battles between governments and tech companies if those can be replaced by horizontal battles among the tech companies themselves? Yet anyone who takes democracy seriously is likely to be uncomfortable with the idea that digital citizens’ privacy rights will be respected as long as the tech companies determine that this beneficial societal objective and their business interests are aligned.

Reliance on tech companies’ horizontal battles as a tool for digital governance invites the question of what these companies’ values are, and whether they could thus replace governments as regulators of the industry. There are, indeed, signs that tech companies are gradually shifting their corporate policies and actual business practices toward the values espoused by the EU, potentially alleviating governments’ vertical battles against them. Numerous highly publicized scandals have left tech companies embattled, making their defense of the free-for-all techno-libertarianism untenable. Instead, they have joined the calls to reform Section 230 of the CDA and have urged Congress to adopt a GDPR-like federal privacy law in the US.83 We see a shift not just in these companies’ public relations rhetoric but also in some of their policies. Initially, tech companies were reluctant to moderate content on their platforms but now increasingly concede that they have a responsibility to do so more proactively. Until recently, Meta remained adamant that it is not “the arbiter of truth” and refused to remove some controversial speech, including hate speech.84 The #StopHateForProfit boycott embodied the widespread criticism of Facebook’s policy, with several advertisers withholding advertising on any social media platform that failed to condemn or remove racist content on their platforms.85 The January 6 Capitol attack compelled Meta to take action, leading it to temporarily suspend President Trump from the Facebook platform. Most recently, the Russian invasion of Ukraine forced Meta to assume an active role in the information war to reduce the spread of significant state propaganda promoted by Russia.86 These examples illustrate that even the tech companies themselves no longer believe in the techno-libertarian ethos that underlies the American market-driven regulatory model, which is now shaping vertical battles in favor of governments.

Tech companies also face increased pressure from their employees to adjust their business practices toward values embedded in the European regulatory model. Frances Haugen represents a rather extreme case of an employee turning on her former employer when she widely publicized Meta’s harmful practices. However, discontent among tech employees is growing more broadly. Employees are more outspoken about hate speech on social media platforms. In 2020, Meta’s employees were outraged by the company’s decision not to remove President Trump’s controversial post about the racial protests relating to the death of George Floyd, an African American who was brutally killed by a Minnesota police officer that May. Many viewed the post as glorifying violence. Twitter had decided to hide Trump’s post from view, while Meta took no action. In protest, as many as 600 Meta employees staged a “virtual walkout.”87 Some employees tweeted that they were going to leave the company, and others circulated internal petitions calling for all employees to voice similar commitments.88 At Twitter, employees took part in these virtual walkouts in solidarity with Meta employees,89 reinforcing the message that the industry had to adjust its ways.

While these examples are encouraging for many, it is not clear that tech companies’ true values are actually changing. In a world of shifting public consciousness and intensifying regulatory scrutiny, tech companies aim to strike a more conciliatory tone. Some tech companies, such as Microsoft, seem more consistent than some others in taking a stand in favor of regulation and endorsing a rights-driven regulatory model.90 But for others, the conciliatory rhetoric often belies continuing attempts to shape the regulatory environment in ways that allow these companies to preserve their core business models. For example, most tech companies continue to resist antitrust reforms—the policy domain where an onslaught of regulation could, indeed, debilitate their core business models.91 There, the best hope for these companies is the continuing deadlocks in Congress and the unwillingness of the US courts to abandon their entrenched, market-driven approach to antitrust regulation. It is unclear whether the pressure from employees or users is sufficient to push these companies to abandon their business models, such as targeted advertising. Even the consumers who lament the repeated failures of these companies are often too addicted to the convenience of using their products to abandon them—just like advertisers and investors are too addicted to the profits and returns these companies help them generate. The vertical battle thus remains one that governments need to continue fighting—and should do so with even greater intensity—to ensure that the European rights-driven regulatory model thrives in practice.

The Battle for the Soul of the Digital Economy

The forces, trends, and choices affecting the outcomes in important regulatory battles—both horizontal or vertical—outlined above are shaping the digital economy today and will continue to do so far into future. An enhanced understanding of these elements may not accurately predict what kind of world will emerge from these battles. But it will, hopefully, help guide our thinking on questions such as whether conflict or cooperation will characterize the digital economy in the coming years, whether technological decoupling across jurisdictions will abate or accelerate, and whether various regulatory models can or will continue to coexist in a digital economy that we can still call “global.” Some battles will likely wane; others will intensify. Digital regulators and tech companies alike will increasingly pick their battles to win conflicts that matter the most—ones that truly shape the economic opportunities and political structures of digital societies. After all, tech companies and governments alike know that winning a battle is of little consolation if you lose the war.

A Bipolar World Marked by Continuing Conflict and Cooperation

There are multiple possible outcomes in the horizontal battles among the US, China, and the EU, some of which we now understand to be more likely than others. A unipolar world where one of the three models emerges as victor, defining the norms and values for the global digital economy, is unlikely. As shown in the discussion in Chapters 5 and 6 about key conflicts in these horizontal battles, economic, political, and technological power is too dispersed for any single jurisdiction to declare anything but a partial or fleeting victory. A multipolar world where different regulatory models harmoniously coexist, and where coordination and cooperation surpass existing differences and conflicts among the models, is equally improbable. The norms and values reflected in the three leading regulatory models are too distinct from each other for any such consensus or extensive cooperation to emerge. Although either scenario—a unipolar digital world based on domination or a multipolar digital world based on cooperation—would sustain a global internet and an integrated digital economy, these two developments are unlikely to occur in practice.

The most likely outcome for today’s global digital economy is a continuing conflict. Horizontal battles are likely to endure, and even intensify, or extend to new policy areas or other jurisdictions. The aggravating geopolitical tensions lead governments to view digital regulation increasingly through the lens of national security. This outlook pushes governments to adopt policies that maximize their technological self-sufficiency, which in turn feeds techno-nationalist policies aimed at greater decoupling of digital regimes. In particular, a near-term resolution of the US–China tech war seems unlikely as tensions between the two powers persist. The US and China continue to view each other as economic and geopolitical rivals and approach their technological competition as a zero-sum game where an advantage for one side is a loss for the other.

In contrast, the horizontal conflict between the US and the EU shows signs of abating as the domestic preferences in the US are shifting toward those prevailing in the EU. The growing demand for China’s state-driven regulatory model across the world further enhances the likelihood that the US will increasingly align itself with the EU—a trend that is already underway. This enhanced transatlantic alignment toward the European rights-driven model may pave the way for a bipolar digital world order. In this state of the world, the US and the EU would jointly lead the coalition of techno-democracies to challenge digital authoritarian norms and values embraced by China and its ideological allies, as discussed further below. Battle lines would be drawn around political ideology: on the one side, jurisdictions where digital technologies are harnessed to empower individuals to protect their rights; on the other, jurisdictions where those technologies are leveraged by authoritarian leaders as tools for political control.

Even in a bilateral digital world marked by continuing conflict, various stabilizing forces are likely to keep these conflicts under control—and the existing digital order functioning. For example, the US and China both want to retain market opportunities for their tech companies in each other’s markets despite their simultaneous attempts to limit each other’s access to key technologies or investment opportunities. After all, to win its tech race against China, US tech companies need to be able to fund their innovations, which they often do with the help of profits generated in China. The same way, China wants its tech companies to grow, which may require them to be able to tap into the US capital markets. The discussion in Part II has shown how these interdependencies across the key actors and key battles leave all parties more constrained in terms of the battle strategies they can deploy. In this world, the global digital economy will likely feature a managed conflict with alternating periods of escalation and de-escalation. The multiple entanglements across key players and battles will prevent an all-out war, yet the depth of the disagreements will simultaneously keep a lasting truce or permanent peace out of reach. Even so, it remains possible to reach limited areas of consensus or cooperation in the midst of the protracted conflict,92 such as agreeing to auditing rules that allow Chinese tech companies to remain listed on US stock exchanges, or by permitting the exportation of some key technologies even while restricting others, as discussed in Chapters 4 and 5.

Another force driving de-escalation in these horizontal battles is that none of the entities in the conflicts are uniform or internally coherent; there are conflicting priorities within each of the US, China, and the EU. The pro-market voices within Europe often moderate the EU’s regulatory impulses, making them more acceptable to the US. Similarly, the US’s pro-market forces are tempered by growing internal dissent calling for tighter regulation, paving way for continuing transatlantic alignment. The Chinese government refrains from total censorship, choosing not to enforce a total ban on VPNs and hence letting Chinese internet users remain partially connected to the outer world. These balancing impulses within each jurisdiction moderate the extremes and pave the way for a world characterized by limited cooperation, managed conflict, or bearable coexistence.

These forces of restraint also explain why the continuing conflicts are unlikely to lead to full technological decoupling. Some commentators have predicted an emergence of a “splinternet,”93 where the internet fragments into different national internets such as a “Chinese internet” and an “American internet,” with the rest of the world opting into one or needing to navigate between the two. Already, in part, the internet has lost its global character: China is fencing off many foreign providers from its market and blocking access to numerous foreign websites. And the US is limiting the ability of some American companies’ software—such as Google’s apps—to operate in Chinese-built Huawei phones. However, any such technological decoupling is likely to be partial and incomplete, at best. As the discussion in Part III showed, the US, China, and the EU are all providing a different layer for the operation of the internet and the digital economy more broadly. As a result, the three regulatory models will continue to overlap in several—if not most—countries that continue to rely on Chinese digital infrastructure, American tech companies, and European regulations to govern that infrastructure and those companies. The complementary roles that each of the digital empires plays in the world’s tech ecosystem will thus sustain at least a minimal foundation of a global, interconnected digital economy.

A Battle Between Techno-Democracies and Techno-Autocracies

As the US and the EU are pursuing greater alignment, the most consequential horizontal battle is now emerging between a US–EU–led coalition of techno-democracies that endorses some variant of the European rights-driven regulatory model and a group of techno-autocracies that adheres to a variant of the Chinese state-driven regulatory model.94 There have recently been several calls and proposals for deeper cooperation over technology policy among liberal democracies.95 These proposals build on an acknowledgment that too little has been done to counter the rise of China and the diffusion of its state-driven regulatory model, and that no country can effectively do this alone. To date, democratic countries have not provided an alternative to China’s Digital Silk Road or made real progress in defending themselves against cyberattacks, nor have they coordinated on technology standards that would reflect their shared values. For example, the Halifax International Security Forum, which focuses on the world’s security challenges,96 has warned that the failure of the techno-democracies to step up cooperation risks entrenching digital authoritarian norms globally. Absent a joint response, China has the ability to assume global dominance in AI applications, spy on much of the world, and deploy key international institutions to entrench its norms, thereby making “the world as a whole safe for authoritarianism.”97 A deeper cooperation among techno-democracies would require these countries to put aside their differences and acknowledge that they are all better off in a world that is founded on liberal democratic ideals rather than in a world that sustains authoritarian norms.

Any proposed collaboration among techno-democracies, however, begs the question as to who ought to be joining such a group and what the group’s agenda should be. Jared Cohen and Richard Fontaine propose an informal coalition among a “T-12” group of techno-democracies,98 initially consisting of the US, France, Germany, Japan, and the United Kingdom (which all have large economies and are important technology players); Australia, Canada, and South Korea (which all have smaller economies but are important technology players); Finland and Sweden (which are powerful players in technology and engineering); and Israel and India (which have notable technology and start-up sectors). Over time, the T-12 could expand to other techno-democracies, and also invite the participation of the private sector. Cohen and Fontaine envision the T-12 as a forum for information sharing, with participating countries comparing their assessments on the risks associated with China’s 5G technology, as well as standard setting for emerging technologies like facial recognition. At a higher level, this group could “articulate a vision of the future based on innovation, freedom, democratic collaboration, and liberal values.”99

Other similar proposals exist, including the “China Strategy Group” that is chaired by former Google CEO Eric Schmidt, the UK-led “Democracy-10,” or the US-led “Tech-10.”100 While specifics across these and other proposals vary, Australia, Canada, Japan, South Korea, and the UK are often cited as leading techno-democracies alongside the EU and the US. China and Russia are viewed as the most prominent techno-autocracies but there are several others, including Iran, Pakistan, and Saudi Arabia, that suppress internet freedoms.101 Though most major economies would naturally fall into one bloc or another, there is no clear delineation between techno-democracies and techno-autocracies—many countries are not perfect democracies or full autocracies but are often characterized as “hybrid regimes” or “flawed democracies.” As a result, even in this bipolar, ideologically divided digital world order, spheres of influence would overlap and some nations would continue to straddle the divide between the Chinese authoritarian model and the US–EU–endorsed liberal democratic regulatory model.

The idea of a closer cooperation among techno-democracies is gaining momentum, in part because it benefits from strong political backing by the US government. President Biden often depicts the world as a contest between democracy and autocracy, and his foreign policy doctrine is geared at countering China’s ambitions and global influence.102 He has made cooperation with democracies a hallmark of his foreign policy, and even hosted a “Summit of Democracy” in December 2021, which sought to “set forth an affirmative agenda for democratic renewal.”103 In April 2022, these efforts culminated in the US government announcing a partnership with sixty countries who signed a “Declaration for the Future of the Internet,” which pledges to harness digital technologies to “promote connectivity, democracy, peace, the rule of law, sustainable development, and the enjoyment of human rights and fundamental freedoms.”104 This political commitment seeks to send a message of unity among the nations that share a vision for the “internet that is an open, free, global, interoperable, reliable, and secure [one]” and that are committed to “respecting human rights online and across the digital ecosystem.”105

Despite these efforts to build a more cohesive coalition of techno-democracies, it is unclear how effective such a coalition would be in shaping the global digital order toward the values articulated in the 2022 Declaration. The group of techno-democracies is heterogeneous, and existing disagreements may impede any meaningful collaboration among them. While the Declaration remains open for new signatories, the US and its democratic allies also face a dilemma on how puritan does a country’s commitment to democratic values need to be in order to be included in such a coalition.106 There are many important countries sitting between the democratic and authoritarian spheres of influence that often break liberal democratic norms. The question for the US and the EU is whether they refuse to accept countries such as India and Brazil to any alliance of democracies and thus risk pushing these countries closer to China. Techno-democracies may also struggle to persuade these swing states—the countries straddling the democratic and authoritarian divide—to abandon their collaboration with China. The US cannot halt China’s economic rise and technological prowess while easily cajoling other nations to forgo the opportunities that China’s growing economy presents. Already today, China is the largest trade partner for almost twice as many countries as the US.107 When confronted with a choice between the US and China, these countries may end up choosing China. Finally, rallying the world around the cause for democracy is also a tall order at a time when the US and EU are facing particularly stark challenges to their own democratic institutions at home. Notwithstanding these challenges, the need to preserve liberal democracy remains the most compelling battle cry for governments seeking an alternative to the Chinese state-driven regulatory model.

In this battle between techno-democracies and techno-autocracies, China and its state-driven regulatory model have certain advantages. First, China’s regulatory model can be viewed as somehow more effective. While the US struggles to legislate and the EU struggles to enforce its digital regulations, the Chinese government can operationalize its regulatory model in the absence of the constraints of democratic rulemaking. Not only is China effective in passing regulations, but it faces little resistance in enforcing those regulations. It tolerates little dissent from tech companies, all of which know that compliance is their only option. This applies to Chinese and foreign companies alike. On the same day that the Chinese government fined Alibaba a record $2.8 billion, the company made a public statement saying that it “accept[ed] the penalty with sincerity and will ensure . . . compliance with determination.”108 To further show its commitment to the Chinese government’s goal to spread wealth, Alibaba vowed in September 2021 to invest $15.5 billion into the country’s common prosperity initiatives.109 Other Chinese tech companies have followed a very similar script, submitting to the government’s demands and pledging their commitment to the values espoused by the government.110 The Chinese government expects similar, unequivocal compliance from foreign firms. Chapter 4 showed how the US tech companies active in China repeatedly capitulate to the demands of the Chinese government even when those demands are contrary to these companies’ stated values. This relative success of the Chinese regulatory model in obtaining compliance from tech companies stands in stark contrast with the repeated difficulties faced by European and American regulators in holding tech companies accountable. In the EU and the US, regulators often face lengthy legal battles as tech companies contest, rather than acquiesce to, the regulatory actions targeting them. These features make the Chinese state-driven regulatory model attractive for governments that are reluctant at being drawn into the kind of vertical battles that the US and EU are struggling to win.

China has also been notably successful in exporting its state-driven model through the Digital Silk Road, which consists of building digital infrastructures around the world, as discussed in Chapter 8. The US and its allies have made few gains in their attempts to counter the global ascent of this particular avenue of Chinese influence, which leaves the door open for China to continue to export its norms surrounding political control and digital surveillance. One of the reasons for China’s success is that it has not had to push its norms that aggressively. In many parts of the world, there has been a genuine ideological demand for a state-led regulatory model that harnesses the internet for government surveillance and provides tools for the control of political dissidents and minorities. On the other hand, a subset of countries has entered the Chinese fold for more practical than ideological reasons, choosing to import Chinese digital infrastructures simply because it offered them the most affordable path toward digital development. Unless the techno-democracies can offer these countries an alternative and similarly attractive path toward digital development, these countries are likely to welcome Chinese influence and, with that, risk allowing their societies to be shaped by digital authoritarian norms. Finally, China’s success in generating prominent tech companies gives a boost to its regulatory model. By nurturing leading tech companies such as Alibaba, Huawei, JD.com, and Tencent, China has shown to the world that political freedom is not necessary for economic success. China’s emergence as a technological superpower suggests to many that state control over the digital economy can coexist with a culture of dynamic innovation, technological progress, and economic growth. Techno-democracies therefore have a hard time arguing that by emulating China’s state-driven regulatory model, countries would compromise their digital development. Instead, by looking at the Chinese model, some of these governments see the best of both worlds: effective political control and impressive economic success.

The stakes in this broader battle between techno-democracies and techno-autocracies go beyond being able to claim victory in strictly economic terms. This battle is a political and ideological fight that tests the strength of liberal democracy as a model of government. The battle also extends beyond the digital realm; it is nested within a larger battle pitting democracy and freedom on one side against autocracy and control on the other. The ongoing conflict surrounding Russia’s invasion of Ukraine reinforces these divisions as liberal democracies have rallied to support Ukraine’s fight for their freedom while many authoritarian leaders refuse to condemn the invasion, seeing it as part of the larger battle against Western dominance and its values around freedom and democracy. Interestingly, many countries that can be identified as battleground states, sitting between the different regulatory models in terms of digital governance, are the very same governments—including Brazil and India—that have declined to condemn Russia’s invasion of Ukraine and instead chosen to remain neutral. This further shows how the spheres of influence between the digital empires are still being drawn, and how the unfolding battle over the future of the digital economy is embedded as part of a larger ideological conflict: a contest to crown democracy or autocracy as the defining current geopolitical order.

The stakes in this monumental battle could not be higher. The coalition-building among the world’s techno-democracies has been motivated thus far by the understanding that this is the battle that truly defines the soul of the digital economy. The coalition’s primary focus has been the horizontal battle against China in the name of saving democracy from the autocracy. But techno-democracies should bear in mind that democratic institutions can be weakened in two distinct ways: they can be weakened if the US and the EU lose their horizontal battle to China or, alternatively, if the US and the EU lose their vertical battle to tech companies. While the democratic governments are struggling to regulate tech companies, the Chinese government has launched a fierce crackdown on the tech industry in its home market, as discussed in Chapter 2. Few are betting against the Chinese government in that vertical battle. Conversely, it is not a given that the US and the EU will be able to win the various vertical conflicts in their home markets. The question surrounding vertical battles is therefore not whether governments, as a general matter, can control tech companies, but whether democratic governments can do so. China, as this book has shown, certainly has no problem reining them in. The most disturbing outcome of that battle would be an affirmation that only authoritarians have the tools to effectively fight vertical battles and govern the digital economy while democracies fail in that endeavor. This elevates the stakes further, making this a battle that neither the EU nor the US—or any liberal democracy—can afford to lose.

The digital society is at an inflection point. The cascade of regulation that is being drafted, and that will be drafted in the coming years, will be crucial in shaping the digital economy and digital society for years to come. Governments, tech companies, and digital citizens are making important choices that will shape the future ethos of the digital society and define the soul of the digital economy. The goal of this book has been to lay bare the choices we face as societies and individuals, explain the forces that shape those choices, and spell out the stakes involved in making those choices. The choices will define what kind of society we live in for years and decades to come, including whether we, as humans, control technology or whether technology and its providers control and exploit us—and whether surveillance capitalism, digital authoritarianism, or liberal democratic values will prevail as a foundation for human engagement and for our society as we advance further into the digital era.
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122.Olga Melnikova (Ольга Мельникова), Международный Союз Электросвязи—Технический Регулятор Или Арена Нового Противостояния [International Telecommunication Union—Technical Regulator or Arena of New Confrontation], Международная Жизнь [Int’l Affs.] (Dec. 7, 2021), https://interaffairs.ru/news/show/30759 (translation by Google Translate).

123.Zhonghua Renmin Gongheguo Zhengfu he Eluosi Lianbang Zhengfu Guanyu zai Baozhang Guoji Xinxi Anquan Lingyu Hezuo Xieding (中华人民共和国政府和俄罗斯联邦政府关于在保障国际信息安全领域合作协定) [Agreement Between the Government of the Russian Federation and the Government of the People’s Republic of China on Cooperation in Ensuring International Information Security], Russ.-China, May 8, 2015. See Valentin Weber, The Sinicization of Russia’s Cyber Sovereignty Model, Council on Foreign Rel. (April 1, 2020), https://www.cfr.org/blog/sinicization-russias-cyber-sovereignty-model.

124.Miranda Lupion, Sino-Russian Advocacy for “Internet Sovereignty” and State-Led Internet Governance, in Digital Silk Road in Central Asia: Present and Future 9, 11 (Nargis Kassenova & Brendan Duprey eds., 2021), https://daviscenter.fas.harvard.edu/sites/default/files/files/2021-06/Digital_Silk_Road_Report.pdf.

125.Weber, supra note 123.

126.See generally Dennis Broeders, Liisi Adamson, & Rogier Creemers, The Hague Program for Cyber Norms, A Coalition of the Unwilling? Chinese & Russian Perspectives on Cyberspace 3–4 (2021).

127.Troianovski, supra note 103.

128.Kovachich & Kolesnikov, supra note 119; see Max Seddon & Henry Foy, Russian Technology: Can the Kremlin Control the Internet?, Fin. Times (June 5, 2019), https://www.ft.com/content/93be9242-85e0-11e9-a028-86cea8523dc2.

129.Cat and Mouse: How China Makes Sure Its Internet Abides by the Rules, Economist (Apr. 6, 2013), https://www.economist.com/special-report/2013/04/06/cat-and-mouse.

130.Russia Lifts Ban on Telegram Messaging App After Failing to Block It, Reuters (June 18, 2020), https://www.reuters.com/article/us-russia-telegram-ban/russia-lifts-ban-on-telegram-messaging-app-after-failing-to-block-it-idUSKBN23P2FT.

131.Max Seddon & Siddharth Venkataramakrishnan, Russia Attempts to Slow Down Access to Twitter, Fin. Times (Mar. 10, 2021), https://www.ft.com/content/7b46cb83-1e42-45c1-9a25-86da0fca24cc.

132.Id.

133.See Laura Dudley, Part Three: Huawei’s Role in the China-Russia Technological Partnership, Council on Foreign Relations (Dec. 16, 2020), https://www.cfr.org/blog/part-three-huaweis-role-china-russia-technological-partnership.

134.Alexander Gabuev, Huawei’s Courtship of Moscow Leaves West in the Cold, Fin. Times (June 21, 2020), https://www.ft.com/content/f36a558f-4e4d-4c00-8252-d8c4be45bde4.

135.Kovachich & Kolesnikov, supra note 119.

136.Id.

137.Russian Law Requires Smart Devices to Come Pre-Installed With Domestic Software, Reuters (April 1, 2021), https://www.reuters.com/article/us-russia-technology-software/russian-law-requires-smart-devices-to-come-pre-installed-with-domestic-software-idUSKBN2BO4P2.

138.Mark Gurman, Apple Agrees to Let Russians Pre-Install Local Apps on iPhones, Bloomberg (March 16, 2021), https://www.bloomberg.com/news/articles/2021-03-16/apple-agrees-to-let-russians-pre-install-local-apps-on-iphones.

139.Pjotr Sauer, Russia Bans Facebook and Instagram Under “Extremism” Law, Guardian (Mar. 21, 2022), https://www.theguardian.com/world/2022/mar/21/russia-bans-facebook-and-instagram-under-extremism-law.

140.Jillian Deutsch, RT, Sputnik Content Officially Banned Across European Union, Bloomberg (Mar. 2, 2022), https://www.bloomberg.com/news/articles/2022-03-02/rt-sputnik-content-officially-banned-across-european-union.

141.See William Yang, Ukraine War: How Russian Propaganda Dominates Chinese Social Media, DW (June 4, 2022), https://www.dw.com/en/ukraine-war-how-russian-propaganda-dominates-chinese-social-media/a-61375386.

142.See Greene & Triolo, supra note 13.

143.Robyn Dixon, China’s New Surveillance Program Aims to Cut Crime. Some Fear It’ll Do Much More, L.A. Times (Oct. 27, 2018), https://www.latimes.com/world/asia/la-fg-china-sharp-eyes-20181027-story.html.

144.Charlie Campbell, “The Entire System Is Designed to Suppress Us.” What the Chinese Surveillance State Means for the Rest of the World, Time (Nov. 21, 2019), https://time.com/5735411/china-surveillance-privacy-issues/.

145.See generally Feldstein, supra note 23.

146.Paul Mozur, Jonah M. Kessel, & Melissa Chan, Made in China, Exported to the World: The Surveillance State, N.Y. Times (Apr. 24, 2019), https://www.nytimes.com/2019/04/24/technology/ecuador-surveillance-cameras-police-government.html.

147.Hawkins, supra note 37.

148.Freedom House, Freedom on the Net 2021, at 4 (2021), https://freedomhouse.org/sites/default/files/2021-09/FOTN_2021_Complete_Booklet_09162021_FINAL_UPDATED.pdf.

149.Id. at 9 (2021).

150.Kaan Sahin, The West, China, and AI Surveillance, Atl. Council (Dec. 18, 2020), https://www.atlanticcouncil.org/blogs/geotech-cues/the-west-china-and-ai-surveillance/; for the effectiveness of the Chinese measures, see, e.g., Kai Kupferschmidt & Jon Cohen, China’s Aggressive Measures Have Slowed the Coronavirus. They May Not Work in Other Countries, Science (Mar. 2, 2020), https://www.science.org/content/article/china-s-aggressive-measures-have-slowed-coronavirus-they-may-not-work-other-countries.

151.See Aidan Powers-Riggs, Covid-19 Is Proving a Boon for Digital Authoritarianism, Ctr. for Strategic and Int’l Stud. (Aug. 17, 2020), https://www.csis.org/blogs/new-perspectives-asia/covid-19-proving-boon-digital-authoritarianism.

152.Feldstein, supra note 23, at 1–2.

153.Ronen Bergman & Mark Mazzetti, The Battle for the World’s Most Powerful Cyberweapon, N.Y. Times Mag., https://www.nytimes.com/2022/01/28/magazine/nso-group-israel-spyware.html.

154.Id.

155.David E. Sanger et al., U.S. Blacklists Israeli Firm NSO Group Over Spyware, N.Y. Times (Nov. 3, 2021), https://www.nytimes.com/2021/11/03/business/nso-group-spyware-blacklist.html.

156.Feldstein, supra note 23, at 13–14.

157.Liza Lin & Josh Chin, U.S. Tech Companies Prop Up China’s Vast Surveillance Network, Wall St. J. (Nov. 26, 2019), https://www.wsj.com/articles/u-s-tech-companies-prop-up-chinas-vast-surveillance-network-11574786846.

158.Pop et al., supra note 73.

159.Kynge et al., supra note 3.

160.Assessing China’s Digital Silk Road Initiative, Council on Foreign Rel., https://www.cfr.org/china-digital-silk-road/.

161.Greene & Triolo, supra note 13.

162.Erie & Streinz, supra note 1, at 5.

163.See Parkinson et al., supra note 27.

164.Id.

165.Daniel Cave, The African Union Headquarters Hack & Australia’s 5G Network, Australian Strategic Policy Inst.: The Strategist (July 13, 2018), https://www.aspistrategist.org.au/the-african-union-headquarters-hack-and-australias-5g-network/.

166.Abhishek G. Bhaya, China, African Leaders Slam French Report on AU Headquarters Hacking as “Ridiculous,” “Nonsense,” CGTN, https://news.cgtn.com/news/346b6a4e30677a6333566d54/share_p.html (last updated Jan. 31, 2018).

167.Ghalia Kadiri & Joan Tilouine, A Addis-Abeba, le Siège de l’Union Africaine Espionné par Pékin [In Addis Ababa, the Headquarters of the African Union Spied on by Beijing], Le Monde [The World] (Jan. 26, 2018), https://www.lemonde.fr/afrique/article/2018/01/26/a-addis-abeba-le-siege-de-l-union-africaine-espionne-par-les-chinois_5247521_3212.html (Fr.).

168.Raphael Satter, Exclusive—Suspected Chinese Hackers Stole Camera Footage from African Union—Memo, Reuters (Dec. 16, 2020), https://www.reuters.com/article/us-ethiopia-african-union-cyber-exclusiv-idINKBN28Q1DB.

169.Id.

170.See Asebe Regassa Debelo, Soc. Science Research Council, The African Union’s Peace & Security Partnerships with China 2 (African Peacebuilding Network, Briefing Note No. 12, July 2017), https://s3.amazonaws.com/ssrc-cdn1/crmuploads/new_publication_3/the-african-union-s-peace-and-security-partnership-with-china.pdf.

171.Feldstein, supra note 23, at 1–2.

172.David E. Sanger & Nicole Perlroth, N.S.A. Breached Chinese Servers Seen as Security Threat, N.Y. Times (Mar. 22, 2014), https://www.nytimes.com/2014/03/23/world/asia/nsa-breached-chinese-servers-seen-as-spy-peril.html.

173.See Bailey Cahall et al., Do NSA’s Bulk Surveillance Programs Stop Terrorists?, New America (Jan. 13, 2014), https://www.newamerica.org/international-security/policy-papers/do-nsas-bulk-surveillance-programs-stop-terrorists/.

174.Judicial Oversight of Section 702 of the Foreign Intelligence Surveillance Act, Nat’l Sec. Agency/Cent. Sec. Serv. (Sep. 14, 2017), https://www.nsa.gov/Press-Room/Speeches-Testimony/Article-View/Article/1619167/judicial-oversight-of-section-702-of-the-foreign-intelligence-surveillance-act/.

175.Feldstein, supra note 23, at 1–2.

176.Foreign Ministry Spokesperson Zhao Lijian’s Regular Press Conference on July 25, 2022, Ministry Foreign Affs. China, https://www.fmprc.gov.cn/mfa_eng/xwfw_665399/s2510_665401/2511_665403/202207/t20220725_10727739.html.

177.Stu Woo, China Threatens Retaliation Against Ericsson If Sweden Doesn’t Drop Huawei 5G Ban, Wall St. J. (May 11, 2021), https://www.wsj.com/articles/china-threatens-retaliation-against-ericsson-if-sweden-doesnt-drop-huawei-5g-ban-11620740192?st=zz80zjuxm9odwax&reflink=desktopwebshare_permalink.

178.Id.

179.Mike Cherney, China Sours on Australian Wine as Trade Spat Spirals, Wall St. J. (Aug. 18, 2020), https://www.wsj.com/articles/china-sours-on-australian-wine-as-trade-spat-spirals-11597750564?mod=article_inline.

180.Id.; Stuart Condie, China Escalates Australia Trade Dispute With Wine Tariffs, Wall St. J. (Nov. 27, 2020), https://www.wsj.com/articles/china-escalates-australia-trade-dispute-with-wine-tariffs-11606472504?st=xuw8ebrx2n7upit&reflink=desktopwebshare_permalink.

181.Condie, supra note 180.

182.Lily Kuo, Taiwan Loses Another Diplomatic Partner as Nicaragua Recognizes China, Wash. Post (Dec. 10, 2021), https://www.washingtonpost.com/world/asia_pacific/nicaragua-taiwan-china/2021/12/09/741098d8-5954-11ec-8396-5552bef55c3c_story.html.

183.Shannon Tiezzi, China, Nicaragua Seal Diplomatic Ties as Taiwan Loses Another Official Partner, Diplomat (Dec. 10, 2021), https://thediplomat.com/2021/12/china-nicaragua-seal-diplomatic-ties-as-taiwan-loses-another-official-partner/.

184.See, e.g., Jared Cohen & Richard Fontaine, Uniting the Techno-Democracies: How to Build Digital Cooperation, Foreign Affs., Nov./Dec. 2020, at 112.

185.The Clean Network, U.S. Dep’t State (2020), https://2017-2021.state.gov/the-clean-network/index.html.

186.Id.

187.Id.

188.Id.

189.See Prague 5G Security Conference Announced Series of Recommendations: The Prague Proposals, Gov’t Czech (May 3, 2019), https://www.vlada.cz/en/media-centrum/aktualne/prague-5g-security-conference-announced-series-of-recommendations-the-prague-proposals-173422/.

190.See Michael Kahn & Jan Lopatka, Western Allies Agree 5G Security Guidelines, Warn of Outside Influence, Reuters (May 3, 2019), https://www.reuters.com/article/us-telecoms-5g-security/western-allies-agree-5g-security-guidelines-warn-of-outside-influence-idUSKCN1S91D2; Lenka Ponikelska, Countries Seek United 5G Security Approach Amid Huawei Concerns, Bloomberg, https://www.bloomberg.com/news/articles/2019-05-03/countries-seek-united-5g-security-approach-amid-huawei-concerns (May 3, 2019).

191.Michael Mink, How the Clean Network Alliance of Democracies Turned the Tide on Huawei in 5G, Life & News (Dec. 2, 2020), https://www.lifeandnews.com/articles/how-the-clean-network-alliance-of-democracies-turned-the-tide-on-huawei-in-5g/.

192.See id.

193.See Cotton Demands Answers to Biden Strategy to Counter Huawei, Tom Cotton: Senator for Ark. (Sep. 22, 2021), https://www.cotton.senate.gov/news/press-releases/cotton-demands-answers-about-biden-strategy-to-counter-huawei.

194.David E. Sanger & Michael Crowley, As Biden and Xi Begin a Careful Dance, a New American Policy Takes Shape, N.Y. Times (Mar. 17, 2021), https://www.nytimes.com/2021/03/17/us/politics/us-china-relations.html.

195.See id.

196.See Statements and Releases, Fact Sheet: President Biden and G7 Leaders Launch Build Back Better World (B3W) Partnerships, White House (June 12, 2021), https://www.whitehouse.gov/briefing-room/statements-releases/2021/06/12/fact-sheet-president-biden-and-g7-leaders-launch-build-back-better-world-b3w-partnership/.

197.See id.

198.See Mordechai Chaziza, The “Build Back Better World”: An Alternative to China’s BRI for the Middle East?, Middle East Inst. (July 20, 2021), https://www.mei.edu/publications/build-back-better-world-alternative-chinas-bri-middle-east.

199.Steve Holland & Guy Faulconridge, G7 Rivals China With Grand Infrastructure Plan, Reuters (June 13,2021), https://www.reuters.com/world/g7-counter-chinas-belt-road-with-infrastructure-project-senior-us-official-2021-06-12/.

200.Global Gateway, European Comm’n, https://ec.europa.eu/info/strategy/priorities-2019-2024/stronger-europe-world/global-gateway_en; Anna Cooban, Europe Unveils Its $340 Billion Answer to China’s Belt and Road Infrastructure Initiative, CNN (Dec. 1, 2021), https://www.cnn.com/2021/12/01/business/global-gateway-eu-china-belt-road/index.html.

201.See Patsy Widakuswara, US to Offer Alternative to China’s Belt and Road Initiative, VOA News (June 12, 2021), https://www.voanews.com/a/usa_us-offer-alternative-chinas-belt-and-road-initiative/6206928.html.

202.See Chaziza, supra note 198.

203.See Peter Martin, Eric Martin, & Saleha Mohsin, Biden Team Weighs Digital Trade Deal to Counter China in Asia, Bloomberg (July 13, 2021), https://www.bloomberg.com/news/articles/2021-07-12/biden-team-weighs-digital-trade-deal-to-counter-china-in-asia.

204.See id.

205.Fact Sheet: Quad Leaders’ Summit, White House (Sep. 24, 2021), https://www.whitehouse.gov/briefing-room/statements-releases/2021/09/24/fact-sheet-quad-leaders-summit/; FACT SHEET: Quad Leaders’ Tokyo Summit 2022, White House (May 23, 2022), https://www.whitehouse.gov/briefing-room/statements-releases/2022/05/23/fact-sheet-quad-leaders-tokyo-summit-2022/.

206.Quad Principles on Technology Design, Development, Governance, and Use, White House (Sep. 24, 2021), https://www.whitehouse.gov/briefing-room/statements-releases/2021/09/24/quad-principles-on-technology-design-development-governance-and-use/.

207.Id.

208.Biden’s New China Doctrine, Economist (July 17, 2021), https://www.economist.com/leaders/2021/07/17/bidens-new-china-doctrine.

209.James Crabtree, Biden’s Digital Trade Idea Reveals Emerging US Strategy for Asia, Nikkei Asia (Aug. 11, 2021), https://asia.nikkei.com/Opinion/Biden-s-digital-trade-idea-reveals-emerging-US-strategy-for-Asia.

210.Xi Jinping, President of China, Full Text: Remarks by Xi Jinping at the APEC Informal Economic Leaders’ Retreat, Xinhua Net (July 16, 2021), http://www.news.cn/english/2021-07/16/c_1310065704.htm.

Chapter 9

1.Regulation 2016/679 of the European Parliament and of the Council on the Protection of Natural Persons With Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC, 2016 O.J., (L 119) 1 [hereinafter GDPR].

2.Hard Questions Q&A with Mark Zuckerberg, Facebook Newsroom (Apr. 4, 2018), https://newsroom.fb.com/news/2018/04/hard-questions-protecting-peoples-information/.

3.E-mail from Google to Google User (May 14, 2018), available at https://groups.google.com/g/mtechcs09_nitkkr/c/B5lWXsJv8aQ?pli=1.

4.Alex Hern, Apple Launches iOS 11.3 with Raft of Privacy Features, Guardian (Mar. 29, 2018), https://www.theguardian.com/technology/2018/mar/29/apple-launches-ios-113-privacy-features-gdpr-data-protection.

5.See Preparing for a New Era in Privacy Regulation, Microsoft (Apr. 16, 2018), https://www.microsoft.com/en-us/microsoft-365/blog/2018/04/16/preparing-for-a-new-era-in-privacy-regulation-with-the-microsoft-cloud/.

6.Anu Bradford, The Brussels Effect: How the European Union Rules the World (2020).

7.Graham Greenleaf, Global Data Privacy Laws 2021: Despite COVID Delays, 145 Laws Show GDPR Dominance, 169 Privacy L. & Bus. Int’l Rep. 1 (2021) (manuscript at 1), http://classic.austlii.edu.au/au/journals/UNSWLRS/2021/60.html.

8.Paul M Schwartz & Karl-Nikolaus Peifer, Transatlantic Data Privacy Law, 106 Geo. L. J. 115, 122 (2017).

9.Graham Greenleaf, Asian Data Privacy Laws: Trade & Human Rights Perspectives 57 (2014).

10.Graham Greenleaf, The Influence of European Data Privacy Standards Outside Europe: Implications for Globalization of Convention 108, 2 Int’l Data Privacy L. 68, 75 (2012); see, e.g., María Paz Canales, Protección de datos en América Latina, urgente y necesaria [Data Protection in Latin America, Urgent and Necessary], Derechodigitales (July 7, 2017), https://www.derechosdigitales.org/11282/proteccion-de-datos-en-america-latina-urgente-y-necesaria/ (translation supplied).

11.GDP (Current US$)—European Union, World Bank, https://data.worldbank.org/indicator/NY.GDP.MKTP.CD?locations=EU (last visited Oct. 9, 2022). The GDP figure is the nominal GDP.

12.European Union GDP Per Capita PPP, Trading Economics, https://tradingeconomics.com/european-union/gdp-per-capita-ppp (last visited Oct. 9, 2022).

13.Facebook Monthly Active Users (MAU) in Europe as of 2nd Quarter 2022, Statista (July 2022), https://www.statista.com/statistics/745400/facebook-europe-mau-by-quarter/.

14.Search Engine Market Share Europe—February 2022, StatCounter, https://gs.statcounter.com/search-engine-market-share/all/europe (last visited Oct. 9, 2022); Prachi Bhardwaj & Jenny Cheng, This Chart Shows How Dominant Google Is in Europe and the UK: About 9 Out of Every 10 Consumers There Use Google’s Search Engine, Bus. Insider (July 18, 2018), https://www.businessinsider.com/google-share-search-platform-browser-use-uk-charts-2018-7?r=US&IR=T].

15.There was a total of 209.1 million users in Germany, France, Italy, and Spain as of April 2022; see Leading Countries Based on YouTube Audience Size as of April 2022, Statista (Apr. 2022), https://www.statista.com/statistics/280685/number-of-monthly-unique-youtube-users/. There are approximately 2.1 billion YouTube users worldwide; see L. Ceci, YouTube Statistics & Facts (2022), Statista (Apr. 4, 2022), https://www.statista.com/topics/2019/youtube/#dossierKeyfigures.

16.Prateek Kulkarni, Apple’s Revenue by Region (2015–2022), Bus. Quant, https://businessquant.com/apple-revenue-by-region#:~:text=Europe%20was%20the%20second%20biggest,of%20the%20company’s%20total%20revenue (last visited Oct. 9, 2022).

17.Amazon’s Share of Online Retail Sales in Selected Regions as of September 2020, Statista, https://www.statista.com/statistics/1183515/amazon-market-share-region-worldwide/ (last visited Oct. 9, 2022); E-Commerce in Europe 2020, PostNord 19 (2020), https://www.postnord.se/siteassets/pdf/rapporter/e-commerce-in-europe-2020.pdf.

18.See David Bach & Abraham L. Newman, The European Regulatory State and Global Public Policy: Micro-Institutions, Macro-Influence, 14 J. Eur. Pub. Pol’y 827, 831 (2007).

19.Hussein Kassim, John Peterson, & Michael W. Bauer, The European Commission of the Twenty-First Century 39 (2013); see Liesbet Hooghe, Images of Europe: How Commission Officials Conceive Their Institution’s Role, 50 J. Common Mkt. Stud. 87, 101 (2012).

20.GDPR, supra note 1, art 83.

21.Jennifer Daskal, Borders and Bits, 71 Vand. L.R. 179, 232–234 (2018).

22.Dorothee Heisenberg, Negotiating Privacy: The European Union, the United States, and Personal Data Protection 119 (2005).

23.See, e.g., Privacy Policy & Terms, Google (Jan. 22, 2019), https://policies.google.com/privacy?hl=en&gl=ZZ; Privacy Statement, Netflix (Nov. 2, 2021), https://help.netflix.com/legal/privacy.

24.See Ryan Singel, EU Tells Search Engines to Stop Creating Tracking Databases, Wired (Apr. 8, 2008), http://www.wired.com/threatlevel/2008/04/eu-tells-search/.

25.See Brandon Mitchener, Standard Bearers: Increasingly, Rules of Global Economy Are Set in Brussels, Wall St. J., Apr. 23, 2002, at A1; Editorial, Regulatory Imperialism, Wall St. J. (Oct. 26, 2007), https://www.wsj.com/articles/SB119334720539572002.

26.See, e.g., Legal Confusion on Internet Privacy: The Clash of Data Civilizations, Economist, June 19, 2010; Kevin J. O’Brien, Anger in Europe Over Google and Privacy, N.Y. Times, May 17, 2010, at B5; see also Mark Berniker, EU: Microsoft Agrees to NET Passport Changes, Datamation (Jan. 30, 2003), https://www.datamation.com/entdev/article.php/1576901/EU-Microsoft-Agrees-to-NET-Passport-Changes.htm.

27.Daniel Michaels, Hot U.S. Import: European Regulations, Wall St. J. (May 7, 2018), https://www.wsj.com/articles/techs-pickup-of-new-data-privacy-rules-reflects-eus-growing-influence-1525685400.

28.GDPR, supra note 1, art. 25.

29.Privacy Governance, Apple, https://www.apple.com/legal/privacy/en-ww/governance/; see Preparing for a New Era in Privacy Regulation, Microsoft (Apr. 16, 2018), https://www.microsoft.com/en-us/microsoft-365/blog/2018/04/16/preparing-for-a-new-era-in-privacy-regulation-with-the-microsoft-cloud/.

30.Mark Scott, E.U. Fines Facebook $122 Million Over Disclosures in WhatsApp Deal, N.Y. Times (Jan. 20, 2018), https://www.nytimes.com/2017/05/18/technology/facebook-european-union-fine-whatsapp.html.

31.David Ingram, Exclusive: Facebook to Put 1.5 Billion Users Out of Reach of New EU Privacy Law, Reuters (Apr. 18, 2018), https://www.reuters.com/article/us-facebook-privacy-eu-exclusive/exclusive-facebook-to-change-user-terms-limiting-effect-of-eu-privacy-law-idUSKBN1HQ00P.

32.Matthew Newton & Julia Summers, Russian Data Localization Laws: Enriching “Security” & the Economy, Henry M. Jackson Sch. Int’l Studies (2018), https://jsis.washington.edu/news/russian-data-localization-enriching-security-economy/; Yuxi Wei, Chinese Data Localization Law: Comprehensive but Ambiguous, Henry M. Jackson Sch. Int’l Studies (2018), https://jsis.washington.edu/news/chinese-data-localization-law-comprehensive-ambiguous/.

33.Olga Razumovskaya & Laura Mills, Russia to Block LinkedIn Over Data-Privacy Dispute, Wall St. J. (Nov. 11, 2016), https://www.wsj.com/articles/russia-may-block-linkedin-if-company-loses-court-case-on-personal-data-law-1478775414.

34.Paul Mozur & Vindu Goel, To Reach China, LinkedIn Plays by Local Rules, N.Y. Times (Oct. 5, 2014), https://www.nytimes.com/2014/10/06/technology/to-reach-china-linkedin-plays-by-local-rules.html.

35.Karen Weise & Paul Mozur, LinkedIn to Shut Down Service in China, Citing “Challenging” Environment, N.Y. Times (Oct. 14, 2021), https://www.nytimes.com/2021/10/14/technology/linkedin-china-microsoft.html.

36.India’s Misguided Move Towards Data Localisation, Fin. Times (Sep. 29, 2018), https://www.ft.com/content/92bb34a8-b4e5-11e8-bbc3-ccd7de085ffe.

37.René Mahieu et al., Measuring the Brussels Effect Through Access Requests: Has the European General Data Protection Regulation Influenced the Data Protection Rights of Canadian Citizens?, 11 J. Jnfo. Pol’y. 301 (2021).

38.Kevin Davis & Florencia Marotta-Wurgler, Contracting for Personal Data, 94 N.Y. Univ. L.R. 662–705 (2019).

39.Michail Batikas et al., European Privacy Law and Global Markets for Data, Centre Econ. Pol’y. Res. (Mar. 25, 2020).

40.David Vogel, Trading Up: Consumer and Environmental Regulation in a Global Economy (1995).

41.Tim Cook Calls for US Federal Privacy Law to Tackle “Weaponized” Personal Data, Guardian (Oct. 24, 2018), https://www.theguardian.com/technology/2018/oct/24/tim-cook-us-federal-privacy-law-weaponized-personal-data.

42.Mark Zuckerberg, The Internet Needs New Rules. Let’s Start in These Four Areas, Wash. Post (Mar. 30, 2019), https://www.washingtonpost.com/opinions/mark-zuckerberg-the-internet-needs-new-rules-lets-start-in-these-four-areas/2019/03/29/9e6f0504-521a-11e9-a3f7-78b7525a8d5f_story.html.

43.See generally California Consumer Privacy Act of 2018, Cal. Civ. Code § 1798.100 (2018) amended by initiative Proposition 24, Sec. 4 (California Privacy Rights Act of 2020).

44.Meghashyam Mali, Tech Mobilizes Against California Privacy Law, The Hill (July 1, 2018), https://thehill.com/policy/technology/394928-tech-mobilizes-against-california-privacy-law.

45.See GDPR supra note 1, art. 45; see also Communication from the Commission to the European Parliament and the Council Exchanging and Protecting Personal Data in a Globalised World (COM) (2017) 7 final (Jan. 10, 2017).

46.Eur. Comm’n, Adequacy Decisions, Europa, https://ec.europa.eu/info/law/law-topic/data-protection/international-dimension-data-protection/adequacy-decisions_en.

47.Protección de los atos Personales [Personal Data Protection Act], Ley 25.326, (Nov. 2, 2000), Boletín Oficial [B.O.] 1 (Arg.), http://www.uba.ar/archivos_ secyt/image/Ley%2025326.pdf.

48.Civil Rights Association, The Future of Personal Data Protection in Argentina: Reflections of a Working Group at 3, 6–8 (June 2016), https://adcdigital.org.ar/wp-content/uploads/2016/07/Reflexiones-futuro-datos-personales-ADC.pdf (translation supplied).

49.Press Release, Eur. Comm’n, The European Union and Japan Agreed to Create the World’s Largest Area of Safe Data Flows (July 17, 2018); see also Stephen Gardner, EU, South Korea Look to Data Transfer Privacy Deal in 2018, Bloomberg (Nov. 20, 2017), https://www.bna.com/eu-south-korea-n73014472278/.

50.Brian Yap, Multinationals Struggle to Adapt to Japan’s New Privacy Law, Bloomberg (Aug. 31, 2017), https://www.bna.com/multinationals-struggle-adapt-n73014464003/.

51.Privacy Act Review Issues Paper, Govt. Austl. (2020), https://www.ag.gov.au/system/files/2020-10/privacy-act-review--issues-paper-october-2020.pdf; Digital Platforms Inquiry, Austl. Competition & Consumer Comm’n, https://www.accc.gov.au/system/files/Digital%20platforms%20inquiry%20-%20final%20report.pdf.

52.Digital Platforms Inquiry, Austl. Competition & Consumer Comm’n, https://www.accc.gov.au/system/files/Digital%20platforms%20inquiry%20-%20final%20report.pdf.

53.Id. at 480.

54.Id. at 466.

55.Id. at 471.

56.Id. at 461.

57.Id. at 439.

58.Austl. Treasury, Government Response and Implementation Roadmap for the Digital Platforms Inquiry, Govt. Austl. 17–18 (2019), https://treasury.gov.au/sites/default/files/2019-12/Government-Response-p2019-41708.pdf.

59.Zhonghua Renmin Gongheguo Geren Xinxi Baohu Fa [PRC Personal Information Protection Law] (promulgated by the Standing Comm. Nat’l People’s Cong., Aug. 20, 2021, effective Nov. 1, 2021), http://www.npc.gov.cn/npc/c30834/202108/a8c4e3672c74491a80b53a172bb753fe.shtml.

60.Gil Zhang & Kate Yin, A Look at China’s Draft of Personal Information Protection Law, IAPP (Oct. 26, 2020), https://iapp.org/news/a/a-look-at-chinas-draft-of-personal-data-protection-law/.

61.Rogier Creemers et al., China’s Draft “Personal Information Protection Law” (Full Translation), New America (Oct. 21, 2020), https://www.newamerica.org/cybersecurity-initiative/digichina/blog/chinas-draft-personal-information-protection-law-full-translation/.

62.Id. (Article 29). See also George Qi et al., China Releases Draft Personal Data Protection Law, Nat’l L. Rev. (Jan. 21, 2021), https://www.natlawreview.com/article/china-releases-draft-personal-information-protection-law.

63.Alexa Lee, Personal Data, Global Effects: China’s Draft Privacy Law in the International Context, New America (Jan. 4, 2021), https://www.newamerica.org/cybersecurity-initiative/digichina/blog/personal-data-global-effects-chinas-draft-privacy-law-in-the-international-context/; Stephanie Hare, These New Rules Were Meant to Protect Our Privacy. They Don’t Work, Guardian (Nov. 10, 2019), https://www.theguardian.com/commentisfree/2019/nov/10/these-new-rules-were-meant-to-protect-our-privacy-they-dont-work.

64.Creemers et al., supra note 61.

65.Lee, supra note 63; Hare, supra note 63.

66.India Introduces Updated Draft of Personal Data Protection Bill, Covington & Burling LLP (Feb. 5, 2020), https://www.cov.com/-/media/files/corporate/publications/2020/02/india-introduces-updated-draft-of-personal-data-protection-bill.pdf.

67.Kurt Wimmer et al., Comparison: Indian Personal Data Protection Bill 2019 vs. GDPR, IAPP (Mar. 2022), https://iapp.org/media/pdf/resource_center/india_pdpb2019_vs_gdpr_iapp_chart.pdf.

68.Id.

69.Arindrajit Basu & Justin Sherman, Key Global Takeaways From India’s Revised Personal Data Protection Bill, Lawfare (Jan. 23, 2020), https://www.lawfareblog.com/key-global-takeaways-indias-revised-personal-data-protection-bill.

70.Vijay Govindarajan, Anup Srivastava, & Luminita Enache, How India Plans to Protect Consumer Data, Harv. Bus. Rev. (Dec. 18, 2019), https://hbr.org/2019/12/how-india-plans-to-protect-consumer-data.

71.Sameer Yasir & Karan Deep Singh, India Withdraws a Proposed Law on Data Protection, N.Y. Times (Aug. 4, 2022), https://www.nytimes.com/2022/08/04/business/india-data-privacy.html

72.Graham Greenleaf, Nigeria Regulates Data Privacy: African and Global Significance, 158 Privacy L. & Bus. Int’l Rep. 23 (2019) (manuscript at 1), http://www.austlii.edu.au/au/journals/UNSWLRS/.

73.OneTrust DataGuidance, Comparing Privacy Laws: GDPR v. Nigerian Data Protection Regulation (2020), https://www.dataguidance.com/sites/default/files/gdpr_v._nigeria.pdf.

74.PwC, The NDPR and the Data Protection Bill 2020 2 (2020), https://www.pwc.com/ng/en/assets/pdf/the-ndpr-data-protection-bill-2020.pdf.

75.Data Protection Bill (2020) (Nigeria), https://www.ncc.gov.ng/documents/911-data-protection-bill-draft-2020/file, at § 35.

76.Lei Geral de Protecao de Dados Pessoais (General Data Protection Law), Law No. 13,709/2018, https://iapp.org/media/pdf/resource_center/Brazilian_General_Data_Protection_Law.pdf.

77.See Abigayle Erickson, Comparative Analysis of the EU’s GDPR and Brazil’s LGPD: Enforcement Challenges with the LGPD, 44 Brooklyn J. Int’l L. 859, 833 (2019).

78.Stacey Gray et al., Emerging Patchwork or Laboratories of Democracy? Privacy Legislation in Virginia and Other States, Future of Privacy F. (Feb. 12, 2021), https://fpf.org/blog/emerging-patchwork-or-laboratories-of-democracy-privacy-legislation-in-virginia-and-other-states/.

79.Compare Cal. Civ. Code § 1798.110(a) (West) with GDPR, supra note 1, at art. 5(1)(b), 12.

80.Compare Cal. Civ. Code § 1798.100(a) (West) with GDPR, supra note 1, at art. 15.

81.Compare Cal. Civ. Code § 1798.105(a) (West) with GDPR, supra note 1, at art. 17.

82.Compare Cal. Civ. Code § 1798.199.40(c) (West) (effective Jan. 1, 2023) with GDPR, supra note 1, at art. 5.

83.IAPP Westin Rsch. Ctr., State Comprehensive-Privacy Law Comparison, IAPP, https://iapp.org/resources/article/state-comparison-table/ (last updated Oct. 7, 2022).

84.See Va. Code Ann. § 59.1–571 (2021); A. 3283, 219th Leg., Reg. Sess. § 2 (N.J., 2020); HF 1492, 92nd Leg., Reg. Sess. § 2 (Minn., 2021).

85.A. 3283, 219th Leg., Reg. Sess. § 3(a) (N.J., 2020). See also GDPR, supra note 1, art 5(1)(a).

86.A. 680, 2021–2022, Reg. Sess. § 1103(6) (N.Y., 2021). See also GDPR, supra note 1, art 22(1).

87.Brandenburg v. Ohio, 395 U.S. 444, 447 (1969); see also Chaplinsky v. New Hampshire, 315 U.S. 568, 572 (1942).

88.Council Framework Decision 2008/913/JHA, Combating Certain Forms and Expressions of Racism and Xenophobia by Means of Criminal Law, art. 1 2008 O.J. (L 328) 55, 56.

89.See YouTube Help, Hate Speech, https://support.google.com/youtube/answer/2801939?hl=en (last visited Oct. 21, 2022).

90.Martin Ammori, The “New” New York Times, 127 Harv. L. Rev. 2259, 2279 (2014).

91.Eur. Comm’n, Code of Conduct—Illegal Online Hate Speech, Questions and Answers, Europa (June 2016), https://ec.europa.eu/info/sites/info/files/code_of_conduct_hate_speech_en.pdf.

92.Julia Angwin & Hannes Grassegger, Facebook’s Secret Censorship Rules Protect White Men from Hate Speech But Not Black Children, ProPublica (June 28, 2017), https://www.propublica.org/article/facebook-hate-speech-censorship-internal-documents-algorithms.

93.Ira Steven Nathenson, Super-Intermediaries, Code, HumanRights, St. Thomas University School of Law Legal Studies Research Paper No. 2014-09, at 127.

94.Apple Changes Crimea Map to Meet Russian Demands, BBC (Nov. 27, 2019), https://www.bbc.com/news/technology-50573069. Apple Maps has since been updated to show Crimea as part of Ukraine when viewed outside of Russia, see Aisha Malik, Apple Maps Now Displays Crimea as Part of Ukraine to Viewers Outside of Russia, TechCrunch (Mar. 4, 2022), https://techcrunch.com/2022/03/04/apple-maps-now-displays-crimea-as-part-of-ukraine-to-viewers-outside-of-russia/.

95.Sebnem Arsu & Mark Scott, Facebook Is Said to Block Pages Critical of Muhammad to Avoid Shutdown in Turkey, N.Y. Times (Jan. 26, 2015), https://www.nytimes.com/2015/01/27/world/europe/facebook-said-to-block-pages-on-muhammad-to-avoid-ban-in-turkey.html.

96.Jeffrey Rosen, Google’s Gatekeepers, N.Y. Times (Nov. 28, 2008), http://www.nytimes.com/2008/11/30/magazine/30google-t.html.

97.Rachel Whetstone, Free Expression and Controversial Content on the Web, Google Blog (Nov. 14, 2007), https://googleblog.blogspot.com/2007/11/free-expression-and-controversial.html.

98.Eva Galperin, Twitter Steps Down from the Free Speech Party, Elec. Frontier Found. (May 21, 2014), https://www.eff.org/deeplinks/2014/05/twitter-steps-down-free-speech-party.

99.Ammori, supra note 90.

100.Julia Angwin & Hannes Grassegger, Facebook’s Secret Censorship Rules Protect White Men from Hate Speech But Not Black Children, ProPublica (June 28, 2017), https://www.propublica.org/article/facebook-hate-speech-censorship-internal-documents-algorithms.

101.Id.

102.Ammori, supra note 90 (citing interviews with Dave Willner & Monika Bickert).

103.See generally Facebook Must Delete Hate Postings, Austria Court Rules, BBC News (May 9, 2017), http://www.bbc.com/news/world-europe-39852623; see also Alphabet Inc., Annual Report (Form 10-K, Feb. 5, 2018).

104.Case C-18/18, Eva Glawischnig-Piesczek v. Facebook Ireland Limited, ECLI:EU:C:2019:821, (June 4, 2019).

105.Case C-18/18, Eva Glawischnig-Piesczek v. Facebook Ireland Limited, ECLI:EU:C:2019:821, ¶50 (June 4, 2019).

106.See Case C-507/17, Google LLC, successor in law to Google Inc. v. Commission nationale del’informatique et des libertés (CNIL), ECLI:EU:C:2019:772, ¶64 (Sep. 24, 2019).

107.Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single Market for Digital Services and Amending Directive 2000/31/EC (Digital Services Act), 2022 O.J. (L 277) 1.

108.Id. at art, 26 and 28.

109.Id. at art. 24, 34, 37, 40, 42, and 85.

110.Australian Code of Practice on Disinformation and Misinformation, Dig. Indus. Grp. (2021), https://www.digi.org.au/wp-content/uploads/2021/02/Australian-Code-of-Practice-on-Disinformation-and-Misinformation-FINAL-PDF-Feb-22-2021.pdf [hereinafter Australian Code].

111.About the Code, Dig. Indus. Grp. (2021), https://digi.org.au/disinformation-code/ [hereinafter About the Code].

112.Digital Platforms Inquiry, Austl. Competition & Consumer Comm’n, https://www.accc.gov.au/focus-areas/inquiries-finalised/digital-platforms-inquiry-0 .

113.Digital Platforms Inquiry—Final Report, Dig. Indus. Grp. 370 (2021), https://www.accc.gov.au/system/files/Digital%20platforms%20inquiry%20-%20final%20report.pdf [hereinafter Digital Platforms Inquiry—Final Report].

114.Austl. Treasury, Regulating in the Digital Age, Govt. Austl. 7, (2019), https://treasury.gov.au/sites/default/files/2019-12/Government-Response-p2019-41708.pdf.

115.About the Code, supra note 111.

116.Misinformation and News Quality on Digital Platforms in Australia: A Position Paper to Guide Code Development, Austl. Comm’n & Media Authority 15 (2020), https://www.acma.gov.au/sites/default/files/2020-06/Misinformation%20and%20news%20quality%20position%20paper.pdf [hereinafter Misinformation and News Quality on Digital Platforms in Australia].

117.Australian Code, supra note 110.

118.Eur. Comm’n, Code of Practice on Disinformation, Europa, https://digital-strategy.ec.europa.eu/en/policies/code-practice-disinformation.

119.Digital Platforms Inquiry—Final Report, supra note 113, at 371.

120.Misinformation and News Quality on Digital Platforms in Australia, supra note 116, at 23.

121.Online Safety Bill (2023), (HL Bill 87(Rev), 2021-22, 2022-23), Parliament: House of Commons, https://bills.parliament.uk/bills/3137.

122.Press Release, UK Dep’t. Dig. Culture Media & Sport, Landmark Laws to Keep Children Safe, Stop Racial Hate and Protect Democracy Online Published (May 12, 2021), https://www.gov.uk/government/news/landmark-laws-to-keep-children-safe-stop-racial-hate-and-protect-democracy-online-published.

123.Joint Committee on the Draft Online Safety Bill, Draft Online Safety Bill Report of Session 2021–22, UK Parl. ¶¶ 103, 219, 417 (2022), https://committees.parliament.uk/publications/8206/documents/84092/default/; Annabelle Dickson & Clothilde Goujard, On Online Content, London Tries to Out-Regulate Brussels, Politico (Nov. 8, 2021), https://www.politico.eu/article/eu-digital-services-act-uk-online-safety-bill-content-moderation-safety/.

124.Press Release, UK Dep’t. Dig. Culture Media & Sport, Landmark Laws to Keep Children Safe, Stop Racial Hate and Protect Democracy Online Published (May 12, 2021), https://www.gov.uk/government/news/landmark-laws-to-keep-children-safe-stop-racial-hate-and-protect-democracy-online-published.

125.Id.

126.Tech Leaders Could Face Jail Time and Big Fines Under UK’s Online Safety Bill, EuroNews (Mar. 3, 2018), https://www.euronews.com/next/2022/03/18/tech-leaders-could-face-jail-time-and-big-fines-under-uk-s-online-safety-bill; Online Safety Bill: Factsheet, Govt. UK (Mar. 17, 2022), https://www.gov.uk/government/publications/online-safety-bill-supporting-documents/online-safety-bill-factsheet.

127.Commission Decision in Case No. COMP/C-3/37.792 (Microsoft), C(2004) 900 final, ¶ 2.1 (Mar. 24, 2004) cited in 2007 O.J. (L 32) 23.

128.Case AT.39740—Google Search (Shopping), C (2017) 4444 final (June 27, 2017).

129.Case T-612/17, Google and Alphabet v. Commission (Google Shopping), ECLI:EU:T:2021:763 (Nov. 10, 2021).

130.Oliver Heckmann, Changes to Google Shopping in Europe, Google Blog (Sep. 27, 2017), https://adwords.googleblog.com/2017/09/changes-to-google-shopping-in-europe.html.

131.Rochelle Toplensky & Richard Waters, Google Changes Shopping Search to Sooth EU Antitrust Concerns, Fin. Times (Sep. 28, 2017), https://www.ft.com/content/9c9d196a-a432-11e7-b797-b61809486fe2.

132.Digital Platforms Inquiry—Final Report, supra note 113, at 30.

133.Austl. Treasury, Government Response and Implementation Roadmap for the Digital Platforms Inquiry, Govt. Austl. 15 (2019), https://treasury.gov.au/sites/default/files/2019-12/Government-Response-p2019-41708.pdf.

134.Maria Kiselyova, Russian Competition Watchdog Opens Case Against Google, Reuters (Feb. 20, 2015), https://www.reuters.com/article/us-russia-crisis-google-investigation/russian-competition-watchdog-opens-case-against-google-idUSKBN0LO0RJ20150220.

135.Rekabet Kurulu [Competition Authority], Karar Sayısı 18-33/555-273 [Decision Number 18-33/555-273] (Sep. 19, 2018), https://www.rekabet.gov.tr/Karar?kararId=7d9ba7e3-2b8f-4438-87a5-26609eab5443.

136.Bahadir Balki, Google Fined—This Time by the Turkish Competition Watchdog, Kluwer Competition Law Blog (Nov. 5, 2018), http://competitionlawblog.kluwercompetitionlaw.com/2018/11/05/google-fined-this-time-by-the-turkish-competition-watchdog/.

137.Jonas Valente, Brazil Probes Into Anti-Competitive Practices by Google, AgenciaBrasil (June 13, 2019), https://agenciabrasil.ebc.com.br/en/geral/noticia/2019-06/brazil-probes-anti-competitive-practices-google.

138.Reuters Staff, Brazil May Probe Google Over Its Cell Phone System: Report, Reuters (Aug. 15, 2018), https://www.reuters.com/article/us-brazil-google/brazil-may-probe-google-over-its-cell-phone-system-report-idUSKBN1L018K.

139.Satsuki Kaneko & Ryohei Yasoshima, Apple and Google Under Antitrust Scrutiny in Japan for Mobile OS, NikkeiAsia (Oct. 7, 2021), https://asia.nikkei.com/Business/Technology/Apple-and-Google-under-antitrust-scrutiny-in-Japan-for-mobile-OS.

140.Aaron Gregg, South Korea Hits Google With $177 Million Fine for Blocking Android Alternatives, Wash. Post (Sep. 14, 2021), https://www.washingtonpost.com/business/2021/09/14/google-south-korea-aandroid-antitrust/.

141.Josh Sisco, Apple, Amazon, Google and Facebook Face at Least 70 Antitrust Probes, Cases, Info. (July 15, 2021), https://www.theinformation.com/big-tech-probe.

142.Press Release, UK Competition & Markets Authority, CMA Advises Government on New Regulatory Regime for Tech Giants (Dec. 8, 2020), https://www.gov.uk/government/news/cma-advises-government-on-new-regulatory-regime-for-tech-giants.

143.Key Points of the Act on Improving Transparency and Fairness of Digital Platforms (TFDPA), Japan Ministry Econ. Trade & Indus., https://www.meti.go.jp/english/policy/mono_info_service/information_economy/digital_platforms/tfdpa.html (last updated Apr. 16, 2021).

144.Designation of Digital Platform Providers Subject to Specific Regulations Under the Act on Improving Transparency and Fairness of Digital Platforms, Japan Ministry Econ. Trade & Indus. (Apr. 1, 2021), https://www.meti.go.jp/english/press/2021/0401_001.html.

145.Key Points of the Act on Improving Transparency and Fairness of Digital Platforms, Japan Ministry Econ. Trade & Indus. 2 (2021), https://www.meti.go.jp/english/policy/mono_info_service/information_economy/digital_platforms/pdf/0401_001b.pdf.

146.Digital Platforms, Japan Ministry Econ. Trade & Indus., https://www.meti.go.jp/english/policy/mono_info_service/information_economy/digital_platforms/index.html (last updated Oct. 24, 2022).

147.Jeffrey J. Amato & Tomonori Maezawa, Japan: Japanese Legislature Passes Act to Regulate Big Tech Platforms, Winston & Strawn LLP (Jan. 12, 2021), https://www.mondaq.com/antitrust-eu-competition-/1024456/japanese-legislature-passes-act-to-regulate-big-tech-platforms.

148.Natsuko Sugihara, Japan’s Digital Platform Regulations, Clifford Chance (Aug. 31, 2021), https://www.cliffordchance.com/insights/resources/hubs-and-toolkits/talking-tech/en/articles/2021/08/japan-s-digital-platform-regulations.html.

149.Toshio Dokei et al., Recent Developments in Competition Law and Policy in the Digital Economy in Japan, Comp. Pol’y Int’l 5 (2021), https://www.competitionpolicyinternational.com/wp-content/uploads/2021/03/3-recent-developments-in-competition-law-and-policy-in-the-digital-economy-in-japan.pdf.

150.Song Jung-a, Google and Apple’s App Stores Hit by New South Korean Law, Fin. Times (Aug. 31, 2021), https://www.ft.com/content/897ab9a9-df38-4c32-9e70-ef752c38c514; see Telecommunications Business Act, Law 6360 (S. Korea).

151.Song Jung-a, supra note 150.

152.State Administration for Market Regulation, Anti-Monopoly Guidelines for the Platform Economy Sector (Feb. 7, 2021), https://gkml.samr.gov.cn/nsjg/fldj/202102/t20210207_325967.html.

153.Mark Thompson & Pauline Lockwood, China Hits Alibaba with Record $2.8 Billion Fine for Behaving Like a Monopoly, CNN (Apr. 12, 2021), https://edition.cnn.com/2021/04/10/tech/alibaba-china-record-fine/index.html.

154.Chinese Streaming Firm DouYu Terminates $5.3 Bln Merger with Huya, Reuters (July 12, 2021), https://www.reuters.com/world/china/chinese-live-streaming-firm-douyu-terminates-merger-deal-with-huya-2021-07-12/.

155.Raymond Zhong, China’s Tech Antitrust Campaign Snares Meituan, a Food-Delivery Giant, N.Y. Times (Oct. 8, 2021), https://www.nytimes.com/2021/10/08/technology/china-meituan-antitrust-fine.html.

156.Staff of S. Comm. of the Judiciary, 116th Cong., on Antitrust, Com. & Admin. L., Investigation of Competition in Digital Markets (2020); see, e.g., American Innovation and Choice Online Act, S. 2992, 117th Cong. (2022); Ending Platform Monopolies Act, H.R. 3825, 117th Cong. (2021); Platform Competition and Opportunity Act, H.R. 3826, 117th Cong. (2021); Augmenting Compatibility and Competition by Enabling Service Switching (ACCESS) Act, 117th Cong. (2021).

157.Dep’t of Justice Press Release, Justice Department Sues Monopolist Google for Violating Antitrust Laws (Oct. 20, 2020), https://www.justice.gov/opa/pr/justice-department-sues-monopolist-google-violating-antitrust-laws; Fed. Trade Commission Press Release, FTC Sues Facebook for Illegal Monopolization (Dec. 9, 2020), https://www.ftc.gov/news-events/press-releases/2020/12/ftc-sues-facebook-illegal-monopolization.

158.FTC v. Facebook, Inc., No. 20-3590 (JEB), slip op. at 1 (D.D.C. June 28, 2021); but see FTC v. Facebook, Inc. (“Facebook II”), ___ F. Supp. 3d ___, Case No. 1:20-cv-03590, ECF No. 90 (D.D.C., Jan. 11, 2022) (ruling that the FTC’s amended complaint filed in August 2021 can survive Facebook’s Motion to Dismiss).

159.Proposal for a Regulation Laying Down Harmonised Rules on Artificial Intelligence, COM (2021) 206 final (Apr. 21, 2021).

160.Diego Zambrano, How Litigation Imports Foreign Regulation, 107 Va. L. R. (2021).

161.Arthur Mitchell et al., Regulation of Artificial Intelligence in Europe and Japan, White & Case (Aug. 24, 2020), https://www.whitecase.com/publications/insight/regulation-artificial-intelligence-europe-and-japan; Council for Social Principles of Human-Centric AI, Social Principles of Human-Centric AI, Japan Cabinet Off. (2019), https://ai.bsa.org/wp-content/uploads/2019/09/humancentricai.pdf.

162.Expert Group on Architecture for AI Principles to Be Practiced, AI Governance in Japan Ver. 1.0—Interim Report, Japan Ministry Econ. Trade & Indus. 19, 28 (2021), https://www.meti.go.jp/press/2020/01/20210115003/20210115003-3.pdf.

163.Id. at 28.

164.The framework is published as a series of webpages at Dep’t. Indus. Energy Sci. & Resources, Australia’s Artificial Intelligence Ethics Framework, Govt. Austl., https://www.industry.gov.au/data-and-publications/australias-artificial-intelligence-ethics-framework.

165.Id.

166.Australia’s AI Action Plan, Govt. Austl. 5 (2021), https://wp.oecd.ai/app/uploads/2021/12/Australia_AI_Action_Plan_2021.pdf.

167.Human Rights and Technology Final Report, Austl. Human Rts. Comm’n 58 (2021), https://tech.humanrights.gov.au/downloads.

168.Id.

169.Press release, Eur. Union and Austr., EU–Australia Leaders’ Virtual Meeting (Nov. 26, 2020), https://ec.europa.eu/commission/presscorner/detail/en/ip_20_2215.

170.David Shepardson, White House Proposes Regulatory Principles to Govern AI Use, Reuters (Jan. 7, 2020), https://www.reuters.com/article/us-tech-ces-ai-white-house/white-house-proposes-regulatory-principles-to-govern-ai-use-idUSKBN1Z60GL.

171.Jake Sullivan (@JakeSullivan46), Twitter (Apr. 21, 2021), https://twitter.com/jakesullivan46/status/1384970668341669891?lang=en.

172.Directive 2019/790, of the European Parliament and of the Council of 17 April 2019 on Copyright and Related Rights in the Digital Single Market and Amending Directives 96/9/EC and 2001/29/EC, 2019 O.J. (L 130) 92.

173.Treasury Laws Amendment (News Media and Digital Platforms Mandatory Bargaining Code) Act 2021, No. 21, 2021, https://www.legislation.gov.au/Details/C2021A00021.

174.Richard Glover, Australia Is Standing Up to Facebook and Big Tech. It Shouldn’t Fight Alone, Wash. Post (Feb. 19, 2021), https://www.washingtonpost.com/opinions/2021/02/19/australia-facebook-google-news/.

175.Jamie Smyth, Hannah Murphy, & Alex Barker, Facebook Ban on News in Australia Provokes Fierce Backlash, Fin. Times (Feb. 18, 2021), https://www.ft.com/content/cac1ff54-b976-4ae4-b810-46c29ab26096.

176.Id; Gerrit De Vynck, Google Is Threatening to Pull Its Search Engine out of Australia, Wash. Post (Jan 22, 2021), https://www.washingtonpost.com/technology/2021/01/22/google-australia-publishers/.

177.James Clayton, Facebook Reverses Ban on News Pages in Australia, BBC (Feb. 23, 2021), https://www.bbc.com/news/world-australia-56165015.

178.Javier Espinoza & Alex Barker, EU Ready to Follow Australia’s Lead on Making Google and Facebook Pay for News, L.A. Times (Feb. 8, 2021), https://www.latimes.com/world-nation/story/2021-02-08/eu-australia-google-facebook-tech-news.

179.Kanishka Singh, U.S. Opposes Canada’s Digital Services Tax Proposal, Reuters (Feb. 22, 2022), https://www.reuters.com/world/us-opposes-canadas-digital-services-tax-proposal-2022-02-22/.

180.Tim Bradshaw, Countries Vow to Press Ahead with Digital Taxes Despite US Threat, Fin. Times (Dec. 4, 2019), https://www.ft.com/content/6529014c-169a-11ea-9ee4-11f260415385.

181.Digital Services Tax Act, Gov’t. Canada, https://www.canada.ca/en/department-finance/news/2021/12/digital-services-tax-act.html (last updated Feb. 14, 2022).

182.Robert Sledz, Israel Preparing Digital Services Tax Modelled Off Pending French Proposal, Thomson Reuters (May 7, 2019), https://tax.thomsonreuters.com/blog/israel-preparing-digital-services-tax-modelled-off-pending-french-proposal/.

183.Turkey—Digital Services Tax, Binder Dijker Otte Global, https://www.bdo.global/en-gb/microsites/digital-services-taxation/countries-cit-map/turkey-digital-services-tax.

184.Status Update on Digital Services Tax Investigations of Brazil, the Czech Republic, the European Union, and Indonesia, Off. U.S. Trade Rep. 9 (2021), https://ustr.gov/sites/default/files/files/Press/Releases/StatusUpdate301InvestigationsBEUIndCR.pdf.

185.Andrew McAfee, EU Proposals to Regulate AI Are Only Going to Hinder Innovation, Financial Times (July 25, 2021), https://www.ft.com/content/a5970b6c-e731-45a7-b75b-721e90e32e1c.

186.Charlene Barshefsky, EU Digital Protectionism Risks Damaging Ties With the US, Fin. Times (Aug. 2, 2020), https://www.ft.com/content/9edea4f5-5f34-4e17-89cd-f9b9ba698103.

187.See, e.g., Editorial, Regulatory Imperialism, Wall St. J. (Oct. 26, 2007), https://www.wsj.com/articles/SB119334720539572002.

188.Mark Scott & Laurens Cerulus, Europe’s New Data Protection Rules Export Privacy Standards Worldwide, Politico (Jan. 31, 2018), https://www.politico.eu/article/europe-data-protection-privacy-standards-gdpr-general-protection-data-regulation/.

189.See, e.g., Margrethe Vestager, Competition Commissioner, Opening Remarks at the ICN Merger Workshop: Merger Review: Building a Global Community of Practice (June 3, 2016); The Rt Hon Sir Leon Brittan QU, Vice-President of the European Commission, Address at the WTO High-Level Symposium on Trade and the Environment (Mar. 15, 1999).

190.Citizens United v. FEC, 130 S. Ct. 876 (2010).

191.Joseph H. H. Weiler et al., 1995. European Democracy and Its Critique: Five Uneasy Pieces (European Univ. Inst. Working Paper RSC No. 95/11, 1995), http://cadmus.eui.eu/handle/1814/1386.

192.Andreas Dür et al., Political Influence of Business in the European Union (2019).

193.Brooke Auxier, Americans’ Attitudes and Experiences With Privacy Policies and Laws, Pew Res. (Nov. 15, 2019), https://www.pewresearch.org/internet/2019/11/15/americans-attitudes-and-experiences-with-privacy-policies-and-laws/.

194.Transcend, The Data Privacy Feedback Loop 2020, https://www.datocms-assets.com/16414/1597336087-transcenddataprivacyfeedbackloop20201.pdf.

195.Joanne Scott, From Brussels with Love: The Transatlantic Travels of European Law and the Chemistry of Regulatory Attraction, 57 Am. J. Comp. L. 897, 920–928 (2009); see also, generally Katerina Linos, The Democratic Foundations of Policy Diffusion: How Health, Family and Employment Laws Spread Across Countries (2013).

196.Neema Singh Guliani & Jay Stanley, The Landmark European Law That Could Change Facebook and Improve Privacy in America, ACLU (Apr. 12, 2018), https://www.aclu.org/blog/privacy-technology/internet-privacy/landmark-european-law-could-change-facebook-and-improve.

197.Nuala O’Connor, Reforming the U.S. Approach to Data Protection and Privacy, Council Foreign Relations (Jan. 30, 2018), https://www.cfr.org/report/reforming-us-approach-data-protection.

198.Warwick Ashford, GDPR Will Have Positive Ripple Effect, Says US Consumer Group, Comput. Wkly. (Feb. 27, 2018), https://www.computerweekly.com/news/252435774/GDPR-will-have-positive-ripple-effect-say-US-consumer-group.

199.The Lobby Network: Big Tech’s Web of Influence in the EU, Corp. Eur. Observatory (Aug. 31, 2021), https://corporateeurope.org/en/2021/08/lobby-network-big-techs-web-influence-eu.

200.Adam Satariano, G.D.P.R., a New Privacy Law, Makes Europe World’s Leading Tech Watchdog, N.Y. Times (May 24, 2018), https://www.nytimes.com/2018/05/24/technology/europe-gdpr-privacy.html.

201.Susan Ariel Aaronson et al., EU Data Protection Reform: Opportunities and Concerns, Intereconomics, Volume 48, 2013, Number 5, pp. 268–286 https://www.intereconomics.eu/contents/year/2013/number/5/article/eu-data-protection-reform-opportunities-and-concerns.html.

202.See European Comm’n, Consultation on the Legal Framework for the Fundamental Right to Protection of Personal Data, https://ec.europa.eu/home-affairs/what-is-new/public-consultation/2009/consulting_0003_en.

203.Id.

204.Andreas Dür et al., supra note 192, at 4.

205.Javier Espinoza, How Big Tech Lost the Antitrust Battle with Europe, Fin. Times (Mar. 21, 2022), https://www.ft.com/content/cbb1fe40-860d-4013-bfcf-b75ee6e30206?shareType=nongift.

206.Id.

207.See Steve Lohr, Antitrust Cry from Microsoft, N.Y. Times (Mar. 31, 2011), at B1, https://www.nytimes.com/2011/03/31/technology/companies/31google.html; Brad Smith, Adding Our Voice to Concerns About Search in Europe, Microsoft on the Issues (Mar. 30, 2011), https://blogs.microsoft.com/on-the-issues/2011/03/30/adding-our-voice-to-concerns-about-search-in-europe/.

208.Vlad Savov, What Is Fair Search and Why Does It Hate Google So Much?, The Verge (Apr. 12, 2013), https://www.theverge.com/2013/4/12/4216026/who-is-fairsearch.

209.Foo Yun Chee, Facebook, Microsoft Gripes with Apple’s App Store on EU’s Antitrust Radar, Reuters (Aug. 10, 2020), https://www.reuters.com/article/uk-eu-apple-facebook-microsoft-idUSKCN256235.

210.Javier Espinoza, Epic Games Files EU Antitrust Complaint Against Apple, Fin. Times (Feb. 17, 2021), https://www.ft.com/content/e1259614-d954-400f-9265-f39a36c8c0c6.

211.Conor Dougherty, Inside Yelp’s Six-Year Grudge Against Google, N.Y. Times (July 1, 2017), https://www.nytimes.com/2017/07/01/technology/yelp-google-european-union-antitrust.html.

212.Saim Saeed, News Corp, Getty Images Back EU in Google Case, Politico (June 27, 2017), https://www.politico.eu/article/news-corp-getty-images-back-eu-in-google-case/.

213.Diane Bartz, Big Tech Critics Ask Raimondo for Meeting After Critique of European Proposals, Reuters (Dec. 22, 2021), https://www.reuters.com/technology/big-tech-critics-ask-raimondo-meeting-after-critique-european-proposals-2021-12-22/.

214.See Gregory Shaffer, Globalization and Social Protection: The Impact of EU and International Rules in the Ratcheting Up of U.S. Privacy Standards, 25 Yale J. Int’l L. 1, 54–55 (2000).

215.Philip Blenkinsop, EU Deeply Disagrees With U.S. on Trade Despite Détente, Reuters (Aug. 30, 2018), https://www.reuters.com/article/us-usa-trade-eu/eu-deeply-disagrees-with-u-s-on-trade-despite-detente-idUSKCN1LF1E0.

216.See European Commission Press Release IP/21/2990, EU-US Launch Trade and Technology Council to Lead Values-Based Global Digital Transformation (June 15, 2021), https://ec.europa.eu/commission/presscorner/detail/en/IP_21_2990; see European Commission Statement 21/451, EU–US Trade and Technology Council Inaugural Statement (Sep. 29, 2021); https://ec.europa.eu/commission/presscorner/detail/en/STATEMENT_21_4951; see White House Briefing Room, U.S.–EU Trade and Technology Council Inaugural Statement (Sep. 29, 2021), https://www.whitehouse.gov/briefing-room/statements-releases/2021/09/29/u-s-eu-trade-and-technology-council-inaugural-joint-statement/?utm_source=link.

Conclusion

1.See Steven Erlanger & Adam Satariano, Europe Feels Squeeze as Tech Competition Heats Up Between U.S. and China, N.Y. Times (Sep. 13, 2020), https://www.nytimes.com/2020/09/11/world/europe/eu-us-china-technology.html; Yuan Yang, European Tech Accuses US of Using Sanctions to Shut It Out of China, Fin. Times (Dec. 22, 2020), https://www.ft.com/content/7baa8caf-ca3f-4d95-967c-e315a3ee348f.

2.See Tyson Barker, Europe Can’t Win the Tech War It Just Started, Foreign Pol’y (Jan. 16, 2020), https://foreignpolicy.com/2020/01/16/europe-technology-sovereignty-von-der-leyen/; Erlanger & Satariano, supra note 1; David Kirton, U.S.–China Tech War Bigger Risk Than Coronavirus, EU Chamber Chief Says, Reuters (June 18, 2020), https://www.reuters.com/article/us-china-business-europe/u-s-china-tech-war-bigger-risk-than-coronavirus-eu-chamber-chief-says-idUSKBN23P1PQ.

3.See Jack Goldsmith, The Failure of Internet Freedom, Knight First Amend. Inst. at Colum. Univ. (June 13, 2018), https://knightcolumbia.org/content/failure-internet-freedom.

4.See Josh Sisco, Apple, Amazon, Google and Facebook Face at Least 70 Antitrust Probes, Cases, The Information (July 15, 2021), https://www.theinformation.com/articles/apple-amazon-google-and-facebook-face-at-least-70-antitrust-probes-cases.

5.See Monica Anderson, Most Americans Say Social Media Companies Have Too Much Power, Influence in Politics, Pew Research Ctr. (July 22, 2020), https://www.pewresearch.org/fact-tank/2020/07/22/most-americans-say-social-media-companies-have-too-much-power-influence-in-politics/.

6.See Kelly Tyko, Facebook Advertising Boycott List: Companies Halting Ads Include Unilever, Coca-Cola, Verizon, Ben & Jerry’s, USA Today (June 27, 2020), https://www.usatoday.com/story/tech/2020/06/27/facebook-ad-boycott-hate-speech-biggest-brands-verizon-coca-cola/3270335001/.

7.See, e.g., Competition and Antitrust Law Enforcement Reform Act, S. 225, 117th Cong. (2021); A Bill to Repeal Section 230 of the Communications Act of 1934, S. 2972, 117th Cong. (2021); SAFE DATA Act, S. 2499, 117th Cong. (2021).

8.See Press Release, Dep’t of Justice, Justice Department Sues Monopolist Google for Violating Antitrust Laws (Oct. 20, 2020), https://www.justice.gov/opa/pr/justice-department-sues-monopolist-google-violating-antitrust-laws; Press Release, Fed. Trade Comm’n, FTC Sues Facebook for Illegal Monopolization (Dec. 9, 2020), https://www.ftc.gov/news-events/press-releases/2020/12/ftc-sues-facebook-illegal-monopolization.

9.See, e.g., Jeff Horwitz, The Facebook Whistleblower, Frances Haugen, Says She Wants to Fix the Company, Not Harm It, Wall St. J. (Oct. 3, 2021), https://www.wsj.com/articles/the-facebook-files-11631713039.

10.See Tony Romm, Facebook, Twitter Could Face Punishing Regulation for Their Role in U.S. Capitol Riot, Democrats Say, Wash. Post (Jan. 8, 2021), https://www.washingtonpost.com/technology/2021/01/08/facebook-twitter-congress-trump-riot/.

11.See Emily Bazelon, Why Is Big Tech Policing Speech? Because the Government Isn’t, N.Y. Times Mag. (Jan. 26, 2021), https://www.nytimes.com/2021/01/26/magazine/free-speech-tech.html.

12.See Danielle Keats Citron & Mary Anne Franks, The Internet as a Speech Machine and Other Myths Confounding Section 230 Reform, 2020 U. Chi. Legal F. 45, 46–48 (2020); Mark A. Lemley, The Contradictions of Platform Regulation, 1 J. Free Speech L. 303, 307–310 (2021).

13.See FTC v. Facebook, Inc., No. 20-3590 (JEB), slip op. at 1 (D.D.C. June 28, 2021); but see FTC v. Facebook, Inc. (“Facebook II”), 581 F. Supp. 3d 34, Case No. 1:20-cv-03590, ECF No. 90 (D.D.C., Jan. 11, 2022) (ruling that the FTC’s amended complaint filed in August 2021 can survive Facebook’s motion to dismiss).

14.See Lauren Feiner, New Poll Shows Voters Favor Tech Regulation, But Rank It a Low Priority, CNBC (June 23, 2021), https://www.cnbc.com/2021/06/23/new-poll-shows-voters-favor-tech-regulation-but-rank-it-low-priority.html.

15.See Bazelon, supra note 11.

16.See Adrian Shahbaz & Allie Funk, Freedom on the Net 2021: The Global Drive to Control Big Tech, Freedom House 2–5, https://freedomhouse.org/sites/default/files/2021-09/FOTN_2021_Complete_Booklet_09162021_FINAL_UPDATED.pdf.

17.See Aidan Powers-Riggs, Covid-19 Is Proving a Boon for Digital Authoritarianism, Ctr. for Strategic Int’l Studies (Aug. 17, 2020), https://www.csis.org/blogs/new-perspectives-asia/covid-19-proving-boon-digital-authoritarianism.

18.See Jeanne Whalen & Chris Alcantara, Nine Charts That Show Who’s Winning the U.S.–China Tech Race, Wash. Post (Sep. 21, 2021), https://www.washingtonpost.com/technology/2021/09/21/us-china-tech-competition/.

19.See Final Report, Nat’l Sec. Comm’n on Artificial Intelligence (Mar. 19, 2021), https://www.nscai.gov/wp-content/uploads/2021/03/Full-Report-Digital-1.pdf.

20.See Cass Sunstein, Is Social Media Good or Bad for Democracy?, 15 Sur: Int’l J. on Hum. Rts. 83, 84–87 (2018).

21.See Shoshana Zuboff, The Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of Power 8–12 (2019).

22.See Sheera Frenkel, Whistleblower Discusses How Instagram May Lead Teenagers to Eating Disorders, N.Y. Times (Oct. 5, 2021), https://www.nytimes.com/live/2021/10/05/technology/facebook-whistleblower-frances-haugen?action=click&pgtype=Article&module=&state=default&region=footer&context=breakout_link_back_to_briefing#in-hearing-haugen-discusses-how-instagram-may-lead-teenagers-to-eating-disorders.

23.See Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 Yale J.L. & Tech. 106, 129–130 (2019).

24.See Josh Constine, Zuckerberg’s Response to Cambridge Scandal Omits Why It Delayed Investigating, TechCrunch (Mar. 21, 2018), https://techcrunch.com/2018/03/21/zuckerberg-cambridge-analytica/.

25.iMinds, Fragmentation of the Single Market for Online Video On Demand Services: Point of View of Content Providers (European Commission 2014), at 33.

26.See e,g. Digital Europe, Single Market Barriers, Digital Europe (March 3 2022), https://www.digitaleurope.org/resources/single-market-barriers-continue-limiting-the-eus-potential-for-the-twin-transition/.

27.See Kim Baroudy, Jonatan Janmark, Abhi Satyavarapu, Tobias Strålin, & Zeno Ziemke, Europe’s Start-Up Ecosystem: Heating Up, but Still Facing Challenges, McKinsey & Co. (Oct. 11, 2020), https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/europes-start-up-ecosystem-heating-up-but-still-facing-challenges.

28.European Commission Press Release MEMO/10/473, Turning Europe Into a True Innovation Union (Oct. 6, 2010).

29.See Why We Need a Digital Single Market, at 1 (May 6, 2015), https://ec.europa.eu/info/sites/default/files/dsm-factsheet_en.pdf; see also Paul-Jasper Dittrich, Balancing Ambition and Pragmatism for the Digital Single Market 4 (Jacques Delors Inst. Pol’y Paper No. 204, 2017), https://institutdelors.eu/wp-content/uploads/2020/08/balancingambitionandpragmatismforthedigitalsinglemarket-dittrich-jdib-sept2017-2.pdf.

30.See Jacques Bughin, Eckart Windhagen, Sven Smit, Jan Mischke, Pal Erik Sjatil, & Bernhard Gürich, Innovation in Europe, McKinsey Global Institute 14 (Oct. 2019), https://www.mckinsey.com/~/media/mckinsey/featured%20insights/innovation/reviving%20innovation%20in%20europe/mgi-innovation-in-europe-discussion-paper-oct2019-vf.ashx.

31.Commission Staff Working Document, Impact Assessment Accompanying the Document Proposal for a Regulation of the European Parliament and of the Council on a Single Market for Digital Services (Digital Services Act) and amending Directive 2000/31/EC, Part 1/2 at 24, SWD (2020) 348 final (Dec. 15, 2020).

32.See Bughin et al., supra note 30, at 8.

33.Kim Baroudy, Jonatan Janmark, Abhi Satyavarapu, Tobias Strålin, & Zeno Ziemke, Europe’s Start-Up Ecosystem: Heating Up, But Still Facing Challenges, McKinsey & Co. (Oct. 11, 2020), https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/europes-start-up-ecosystem-heating-up-but-still-facing-challenges.

34.See id.

35.See How Sturdy Are Europe’s Tech Unicorns?, The Economist (July 4, 2022), https://www.economist.com/business/2022/07/04/how-sturdy-are-europes-tech-unicorns.

36.See Natalie Sachmechi, Sequoia Capital Opening Its First New York Office, Crains N.Y. Bus. (July 28, 2022), https://www.crainsnewyork.com/real-estate/sequoia-capital-opening-its-first-new-york-office.

37.See Sam Shead, U.S. VC Heavyweight Sequoia Is Shunning London’s Mayfair to Open a New Office in Marylebone, CNBC (Feb. 16, 2021), https://www.cnbc.com/2021/02/16/sequoia-shuns-londons-mayfair-for-marylebone.html.

38.See Sebastian Mallaby, Venture Capital’s New Race for Europe, Fin. Times (Feb. 4, 2022), https://www.ft.com/content/6fc9455a-75fc-4952-a4ff-203e5579aefa.

39.See What Is the Capital Markets Union?, Eur. Comm’n, https://ec.europa.eu/info/business-economy-euro/growth-and-investment/capital-markets-union/what-capital-markets-union_en#overview.

40.See Luis de Guindos, Fabio Panetta, & Isabel Schnabel, Europe Needs a Fully Fledged Capital Markets Union—Now More Than Ever, ECB Blog (Sep. 2, 2020), https://www.ecb.europa.eu/press/blog/date/2020/html/ecb.blog200902~c168038cbc.en.html.

41.See Müge Adalet McGowen & Dan Andrews, Design of Insolvency Regimes Across Countries, ECO/WKP(2018)52, at 6 (OECD Econ. Dep’t Working Papers No. 1504), https://www.oecd.org/officialdocuments/publicdisplaydocumentpdf/?cote=ECO/WKP(2018)52&docLanguage=En.

42.See European Parliamentary Research Service Briefing, New EU Insolvency Rules Give Troubled Businesses a Chance to Start Anew, EPRS_BRI (2018) 623548 (June 19, 2018), https://www.europarl.europa.eu/RegData/etudes/BRIE/2018/623548/EPRS_BRI(2018)623548_EN.pdf (hereinafter New EU Insolvency Rules).

43.See Press Release, Council of the EU, Giving Entrepreneurs a Second Chance: New Rules on Business Insolvency Adopted (June 6, 2019), https://www.consilium.europa.eu/en/press/press-releases/2019/06/06/giving-entrepreneurs-a-second-chance-new-rules-on-business-insolvency-adopted/.

44.See id.; New EU Insolvency Rules, supra note 42.

45.See Emilie Ghio, Gert-Jan Boon, David Ehmke, Jennifer Gant, Line Langkjaer, & Eugenio Vaccari, Harmonizing Insolvency Law in the EU: New Thoughts on Old Ideas in the Wake of the COVID-19 Pandemic, 30 Int’l Insolvency Rev. 427, 431–433 (2021).

46.See Baroudy et al., supra note 33; James B. Stewart, A Fearless Culture Fuels U.S. Tech Giants, N.Y. Times (June 18, 2015), https://www.nytimes.com/2015/06/19/business/the-american-way-of-tech-and-europes.html (internal quotation marks omitted).

47.See Peter Ester, Accelerators in Silicon Valley 137, 142 (2017); Stewart, supra note 46.

48.See Stuart Anderson, Nat’l Found. for Am. Pol’y, Immigrants and Billion Dollar Companies, NFAP Pol’y Brief 1 (Oct. 2018), https://nfap.com/wp-content/uploads/2019/01/2018-BILLION-DOLLAR-STARTUPS.NFAP-Policy-Brief.2018-1.pdf.

49.See Bughin et al., supra note 30.

50.See The Global AI Talent Tracker, Macro Polo, https://macropolo.org/digital-projects/the-global-ai-talent-tracker/ (last visited Mar. 29, 2022).

51.See A Quick Look at Global Mobility Trends, Inst. Int’l Educ. (2020), https://iie.widen.net/s/g2bqxwkwqv/project-atlas-infographics-2020.

52.See World University Rankings 2022, Times Higher Educ., https://www.timeshighereducation.com/world-university-rankings/2022/world-ranking#!/page/0/length/25/sort_by/rank/sort_order/asc/cols/stats (last visited Mar. 29, 2022).

53.See Michael G. Finn & Leigh Ann Pennington, Stay Rates of Foreign Doctorate Recipients From U.S. Universities, 2013, Nat’l Ctr. for Sci. & Eng’g Stat. of the Nat’l Sci. Found. by Oak Ridge Inst. for Sci. & Educ. 3–4 (Jan. 2018), https://orise.orau.gov/stem/reports/stay-rates-foreign-doctorate-recipients-2013.pdf.

54.See Dominic Jacquesson, Index Ventures, Rewarding Talent: A Guide to Stock Options for European Entrepreneurs (2017), https://www.indexventures.com/rewardingtalent/handbook.

55.See Not Optional—Europe Must Attract More Talent to Startups, https://www.notoptional.eu/ (last visited Mar. 29, 2022).

56.See Adam Satariano, New Privacy Rules Could Make This Woman One of Tech’s Most Important Regulators, N.Y. Times (May 16, 2018), https://www.nytimes.com/2018/05/16/technology/gdpr-helen-dixon.html.

57.See Press Release, Facebook, Facebook Reports Quarter and Full Year 2021 Results (Feb. 2, 2022), https://investor.fb.com/investor-news/press-release-details/2022/Meta-Reports-Fourth-Quarter-and-Full-Year-2021-Results/default.aspx#:~:text=Facebook%20daily%20active%20users%20(DAUs,%25%20year%2Dover%2Dyear.

58.See Data Never Sleeps 8.0, Domo, https://www.domo.com/learn/data-never-sleeps-8 (last visited Mar. 21, 2021).

59.See App Store, Apple, https://www.apple.com/app-store/ (last visited Oct. 14, 2021) (noting that “Every week, over 500 dedicated experts around the world review over 100K apps.”).

60.See Kate Klonick, The New Governors: The People, Rules, and Processes Governing Online Speech, 131 Harv. L. Rev. 1598, 1654 (2018).

61.See Ian Bremmer, The Technopolar Moment: How Digital Powers Will Reshape the Global Order, 100 Foreign Aff. 112–128 (2021).

62.See Stephen M. Walt, Big Tech Won’t Remake the Global Order, Foreign Pol’y (Nov. 8, 2021), https://foreignpolicy.com/2021/11/08/big-tech-wont-remake-the-global-order/.

63.See Jack Goldsmith & Tim Wu, Who Controls the Internet? Illusions of a Borderless World 65–85 (2006).

64.See, e.g., David R. Johnson & David Post, Law and Borders: The Rise of Law in Cyberspace, 48 Stan. L. Rev. 1367 (1996).

65.See, e.g., Goldsmith & Wu, supra note 63.

66.See Commission Regulation 2022/1925, of the European Parliament and of the Council of 14 September 2022 on Contestable and Fair Markets in the Digital Sector and Amending Directives 2019/1937 and 2020/1828 (Digital Markets Act), 2022 O.J. (L 265) 1, 2–3.

67.See Commission Regulation 2022/2065, of the European Parliament and of the Council of 19 October 2022 on a Single Market for Digital Services and Amending Directive 2000/31/EC (Digital Services Act), 2022 O.J. (L 277) 1, 5–7.

68.See id. at 19, 60.

69.See Parmy Olson, Facebook and Google’s Ad Addiction Can’t Last Forever, SF Gate (Feb. 3, 2022), https://www.sfgate.com/business/article/Facebook-and-Google-s-ad-addiction-can-t-last-16829321.php.

70.See Data Privacy Day at Apple: Improving Transparency and Empowering Users, Apple (Jan. 27, 2021), https://www.apple.com/newsroom/2021/01/data-privacy-day-at-apple-improving-transparency-and-empowering-users/.

71.See Patrick McGee, Snap, Facebook, Twitter and YouTube Lose Nearly $10bn After iPhone Privacy Changes, Fin. Times (Oct. 31, 2021), https://www.ft.com/content/4c19e387-ee1a-41d8-8dd2-bc6c302ee58e.

72.See Bart de Langhe & Stefano Puntoni, Facebook’s Misleading Campaign Against Apple’s Privacy Policy, Harv. Bus. Rev. (Feb. 2, 2021), https://hbr.org/2021/02/facebooks-misleading-campaign-against-apples-privacy-policy; Tom Warren, Facebook Criticizes Apple’s iOS Privacy Changes With Full-Page Newspaper Ads, Verge (Dec. 16, 2020), https://www.theverge.com/2020/12/16/22178068/facebook-apple-newspaper-ads-ios-privacy-changes.

73.See Kurt Wagner, Facebook Users Said No to Tracking. Now Advertisers Are Panicking, Bloomberg (July 14, 2021), https://www.bloomberg.com/news/articles/2021-07-14/facebook-fb-advertisers-impacted-by-apple-aapl-privacy-ios-14-changes.

74.See Jared Newman, Most People Are Embracing iOS 14.5’s New Anti-tracking Features, Fast Company (May 7, 2021), https://www.fastcompany.com/90633965/ios-14-5-tracking-opt-out-rate.

75.See Kate Conger & Brian X. Chen, A Change by Apple Is Tormenting Internet Companies, Especially Meta, N.Y. Times (Feb. 3, 2022), https://www.nytimes.com/2022/02/03/technology/apple-privacy-changes-meta.html.

76.See McGee, supra note 71.

77.See Brad Smith, Microsoft’s Endorsement of Australia’s Proposal on Technology and the News, Microsoft on the Issues (Feb. 11, 2021), https://blogs.microsoft.com/on-the-issues/2021/02/11/endorsement-australias-proposal-technology-news/.

78.See Brad Smith, Adding Our Voice to Concerns About Search in Europe, Microsoft on the Issues (Mar. 30, 2011), https://docs.microsoft.com/en-us/archive/blogs/microsoft_on_the_issues/adding-our-voice-to-concerns-about-search-in-europe.

79.See Danny Hakim, Microsoft, Once an Antitrust Target, Is Now Google’s Regulatory Scold, N.Y. Times (Apr. 15, 2015), https://www.nytimes.com/2015/04/16/technology/microsoft-once-an-antitrust-target-is-now-googles-regulatory-scold.html.

80.See Conor Dougherty, Inside Yelp’s Six-Year Grudge Against Google, N.Y. Times (July 1, 2017), https://www.nytimes.com/2017/07/01/technology/yelp-google-european-union-antitrust.html.

81.See Dina Bass & Nico Grant, Google and Microsoft End Their Five-Year Cease-Fire, Fortune (June 30, 2021), https://fortune.com/2021/06/30/google-microsoft-lobbying-antitrust/ (internal quotation marks omitted).

82.See David McLaughlin, Google Slams Microsoft Over Support for Media Antitrust Bill, Bloomberg (Mar. 12, 2021), https://www.bloomberg.com/news/articles/2021-03-12/google-slams-microsoft-over-support-for-media-antitrust-bill (internal quotation marks omitted).

83.See, e.g., Hannah Murphy & Kiran Stacey, Mark Zuckerberg Backs Reform of Legal Protections for Social Media, Fin. Times (Oct. 27, 2020), https://www.ft.com/content/9e9b8a33-74af-4a42-9c6f-1e24958de46c (on file with the author).

84.See Tom McCarthy, Zuckerberg Says Facebook Won’t Be “Arbiters of Truth” After Trump Threat, Guardian (May 28, 2020), https://www.theguardian.com/technology/2020/may/28/zuckerberg-facebook-police-online-speech-trump (internal quotation marks omitted).

85.See Hannah Murphy, Facebook Wrestles With Advertisers’ Demands as Boycott Escalates, Fin. Times (July 1, 2020), https://www.ft.com/content/2970cf91-dcf7-4424-bdc9-b6d92ad72d67.

86.See Lauren Feiner, Russia Blocks Access to Facebook, CNBC (Mar. 4, 2022), https://www.cnbc.com/2022/03/04/russia-blocks-access-to-facebook.html.

87.See Salvador Rodriguez, Hundreds of Facebook Employees Walk Out as Zuckerberg Plans Town Hall, CNBC (June 2, 2020), https://www.cnbc.com/2020/06/01/facebook-employees-stage-virtual-walkout-over-trump-post-moderation.html.

88.See id.

89.See Tim Bradshaw & Hannah Murphy, Facebook Employees Revolt over Zuckerberg’s Stance on Trump, Fin. Times (June 2, 2020), https://www.ft.com/content/0ad3c5e7-a93a-414f-911b-16cb3f118688.

90.See, e.g., Rima Alaily, Microsoft Supports New Rules for Gatekeepers, Microsoft (May 3, 2021), https://blogs.microsoft.com/eupolicy/2021/05/03/microsoft-supports-new-rules-for-gatekeepers/; Julie Brill, Microsoft’s Commitment to GDPR, Privacy and Putting Customers in Control of Their Own Data, Microsoft (May 21, 2018), https://blogs.microsoft.com/on-the-issues/2018/05/21/microsofts-commitment-to-gdpr-privacy-and-putting-customers-in-control-of-their-own-data/; Kashmir Hill, Microsoft Plans to Eliminate Face Analysis Tools in Push for “Responsible A.I.,” https://www.nytimes.com/2022/06/21/technology/microsoft-facial-recognition.html?referringSource=articleShare; Brad Smith, Technology and the Free Press: The Need for Healthy Journalism in a Healthy Democracy, Microsoft (Mar. 12, 2021), https://blogs.microsoft.com/on-the-issues/2021/03/12/technology-and-the-free-press-the-need-for-healthy-journalism-in-a-healthy-democracy/.

91.See Cecilia Kang, Lawmakers, Taking Aim at Big Tech, Push Sweeping Overhaul of Antitrust, N.Y. Times (June 11, 2021), https://www.nytimes.com/2021/06/11/technology/big-tech-antitrust-bills.html; Paul Mozur, Cecilia Kang, Adam Satariano, & David McCabe, A Global Tipping Point for Reining In Tech Has Arrived, N.Y. Times (Apr. 20, 2021), https://www.nytimes.com/2021/04/20/technology/global-tipping-point-tech.html.

92.See Gabriella Blum, Islands of Agreement: Managing Enduring Armed Rivalries 5, 21 (2007).

93.See generally Mark A. Lemley, The Splinternet, 70 Duke L. J. 1397 (2021).

94.See Jared Cohen & Richard Fontaine, Uniting the Techno-Democracies: How to Build Digital Cooperation, 99 Foreign Affairs 112, https://www.foreignaffairs.com/articles/united-states/2020-10-13/uniting-techno-democracies.

95.See id.

96.See Our Mission, Halifax Int’l Sec. Forum, https://halifaxtheforum.org/mission (last visited Nov. 21, 2022).

97.See Robin Shepherd, China vs. Democracy: The Greatest Game 4–5 (2020), https://hfxchinahandbook.s3.amazonaws.com/EN_HFX+China+Handbook_FINAL_WEB.pdf.

98.See Cohen & Fontaine, supra note 94.

99.See id.

100.See China Strategy Group, Asymmetric Competition: A Strategy for China & Technology: Actionable Insights for China & Technology 3–4, 17, 26–27 (2020), https://s3.documentcloud.org/documents/20463382/final-memo-china-strategy-group-axios-1.pdf. See generally Erik Brattberg & Ben Judah, Forget the G-7, Build the D-10, Foreign Pol’y (June 10, 2020), https://foreignpolicy.com/2020/06/10/g7-d10-democracy-trump-europe/; Ash Jain, Like-Minded and Capable Democracies: A New Framework for Advancing a Liberal World Order (Council on Foreign Rels. Working Paper, Jan. 2013), https://cdn.cfr.org/sites/default/files/pdf/2012/11/IIGG_WorkingPaper12_Jain.pdf; Anja Manuel, The Tech 10: A Flexible Approach for International Technology and Governance, in Domestic and International (Dis)Order: A Strategic Response 71 (Leah Bitounis & Niamh King eds., 2020), https://www.aspeninstitute.org/wp-content/uploads/2020/10/Foreign-Policy-2021-ePub_FINAL.pdf.

101.See Adrian Shabaz, The Rise of Digital Authoritarianism, Freedom House (2018), https://freedomhouse.org/report/freedom-net/2018/rise-digital-authoritarianism.

102.See Jon Bateman, Biden Is Now All-In on Taking Out China, Foreign Pol’y (Oct. 12, 2022), https://foreignpolicy.com/2022/10/12/biden-china-semiconductor-chips-exports-decouple/.

103.See The Summit for Democracy, U.S. Dep’t State (Feb. 2021), https://www.state.gov/summit-for-democracy/.

104.See A Declaration for the Future of the Internet, White House (Apr. 28, 2021), https://www.whitehouse.gov/wp-content/uploads/2022/04/Declaration-for-the-Future-for-the-Internet_Launch-Event-Signing-Version_FINAL.pdf.

105.See id.

106.See Janan Ganesh, The US Cannot Be Choosy About Its Allies, Fin. Times (Mar. 30, 2021), https://www.ft.com/content/ff8abf95-abb4-48d9-83b6-728a0deec9ae.

107.See Biden’s New China Doctrine, The Economist (July 17, 2021), https://www.economist.com/leaders/2021/07/17/bidens-new-china-doctrine.

108.See A Letter to Our Customers and to the Community, Alizila (Apr. 10, 2021). https://www.alizila.com/a-letter-to-our-customers-and-to-the-community/.

109.See Frances Yoon, Alibaba Pledges $15.5 Billion as Chinese Companies Extol Beijing’s “Common Prosperity” Push, Wall St. J. (Sep. 3, 2021), https://www.wsj.com/articles/alibaba-pledges-15-5-billion-as-chinese-companies-extol-beijings-common-prosperity-push-11630587923.

110.See supra discussion in Chapter 2.


Index

For the benefit of digital users, indexed terms that span two pages (e.g., 52–53) may, on occasion, appear on only one of those pages.

A Medium Corporation, 76–77

Abdulemam, Ali, 284

Acacia, 204–5

ACCC (Australian Competition and Consumer Commission), 334, 341, 343–44

Accenture, 136–37

Act on Improvement of Transparency and Fairness in Trading on Specified Digital Platforms (TFDPA) (Japan), 346–47

Act on the Protection of Personal Information (Japan), 333–34

Adobe, 341

AdSense program (Google), 243

advertising

AdSense program (Google), 243

Digital Advertising Tax (Maryland), 239–40

on Facebook, 154–55, 260, 384

political, 66

targeted, 382

Afghanistan, 274, 282

Africa, 261, 273, 297–300. see also specific countries by name

Pakistan East Africa Cable Express, 300

Silicon Valley sites, 263

African Union (AU), 18–19, 318

AFSL (Anti-Foreign Sanctions Law) (China), 202–3

Agency for Global Media, 276–77

AHRC (Australian Human Rights Commission), 350–51

AI. see artificial intelligence

AI Act (EU), 114, 144–45

AI Regulation (EU), 130

AirPods (Apple), 261

Alexander, Keith, 66–67

Algeria, 317–18

Alibaba, 108, 154–55

antitrust fines, 94, 98–99, 347–48, 391

Chinese state support, 8–9, 71, 96, 391–92

compliance with Chinese regulations, 391

DSR projects, 294–95, 296

e-commerce operations, 155, 300

global influence, 70–71, 73, 208–9, 262–63, 293


Memorandum of Understanding with Pakistan Trade Development Authority, 300

prosperity initiatives, 98–99

US audits, 177

US funding, 93–94

VIE structure, 174–75

Allison, Graham, 216–17

Allow States and Victims to Fight Online Sex Trafficking Act (FOSTA) (US), 51–52, 53–54, 55

Alphabet, 153–54

Amari, Akira, 316–17

Amazon, 108, 137

acquisitions, 2, 50–51

annual revenues, 2

antitrust investigations, 224, 242–44, 249, 345

China Books portal, 159–60

compliance with Chinese laws and regulations, 155, 159–61

e-commerce operations, 155, 262

EU market, 328

European headquarters, 142–43

global influence, 133–34, 259–60, 262–63

lobbying expenditures, 55–56

market capitalization, 2

monopolistic behavior, 53–54

Safe Harbor agreement, 229–30

tax payments, 126–27, 238–39

Amazon Prime Video, 372

Amazon Warehouse Services, 262

Amazon Web Services (AWS), 155, 160

Amazon.cn, 160

AMD, 247

America First policy, 213

American Chamber of Commerce, 357

American Civil Liberties Union (ACLU), 46, 355–56

American Innovation and Choice Online Act (US), 53–54

American market-driven regulatory model, 6–10, 21–22, 23–24, 28–29, 33–68, 91–94, 106–7, 131–36, 221–54, 366–69

decline, 361–64

global influence, 16–20, 257–89

Amnesty International, 78–79, 162–63

Andersen, Ross, 86

Andorra, 333–34

Android OS (Google), 153–54, 189–90, 243, 344–45

Anonymous.Kollektiv, 280–81

Ant Group, 71, 94, 96, 175, 300

anti-censorship principles, 267–68, 270–76

Anti-Foreign Sanctions Law (AFSL) (China), 202–3

Anti-Google Law (Telecommunications Business Act 31) (South Korea), 347

Anti-Monopoly Guidelines (China), 94–95, 347–48

Anti-Monopoly Law (China), 204

Anti-Sanctions Law (China), 200

antitrust regulation

Brussels effect in, 342–48

Chinese laws and fines, 71, 94

enforcement of, 2, 5, 53–55, 140, 244–45, 358

EU law, 125–26, 140, 224, 242–50, 342–48

US law, 50–51, 53–54, 63–64

AOL, 46

APIG, 123

Apple, 33–34, 54–55, 108

acquisitions, 2, 50–51

AirPods, 261

annual revenue, 2

anti-tracking measures, 382–83


antitrust investigations, 242–45, 247, 249, 345, 347, 358

App Store, 377–78

App Tracking Transparency tool, 382–83

child protection systems, 39–40

Chinese App Store, 78–79, 153, 156–57

compliance with Chinese laws and regulations, 149–50, 151, 153, 156–57, 161, 178

compliance with EU laws and regulations, 324–25

compliance with Russian laws and regulations, 163, 312, 338

content moderation, 338, 341, 377–78

core values, 149

data collection, 61

data privacy policy, 149, 324, 330, 382–83

disinformation code, 341

EU market, 328

European headquarters, 142–43

global influence, 259–60, 261

government battles, 13–15

iCloud operations, 153

iMac, 59

iOS 15 phone, 39–40

iPad, 153

iPhone, 59, 133–34, 153, 215–16, 261, 382–83

lobbying activity, 55–56, 356–57

Mac, 153

market capitalization, 2

monopolistic behavior, 53–54

neuralMatch, 39–40

Russian law against, 312

Safe Harbor data transfer agreement, 229–30

sales in China, 153

sales in Europe, 236

Siri, 59

tax payments, 126–28, 236–37, 238–39, 243–44, 245

Weather app, 338

Apple Maps, 156–57, 338

Apple Pay, 153

Apple Store, 358

Apple Watch, 156–57, 261

Applied Materials, 204–5

apps

Apple’s Chinese App Store, 156–57

Chinese, 165–72

Colorful Balloons (Facebook), 158–59

Quran, 156–57

Russian, 312

Smart Voting, 163

Weather (Apple), 338

Arab countries, 267–68

Arab Spring, 272, 285–86

Argentina, 260, 333–34

ARPANET, 59

artificial intelligence (AI)

AI Act (EU), 114, 144–45

Chinese, 99–100, 102, 180–81, 208–9, 210–11, 295–96, 315–16

Digital Silk Road (DSR) projects, 296

Ethics Guidelines for Trustworthy AI (EU), 350–51

facial recognition, 138

gait recognition, 101

Global Artificial Intelligence Industry Data Report, 210

Governance Principles for a New Generation of Artificial Intelligence (Chinese Ministry of Science and Technology), 92

Next Generation of Artificial Intelligence Development Plan (China), 75


Plan for Development of the New Generation of Artificial Intelligence (2017 AI Development Plan) (China), 208–9

protections against harmful applications of, 113–15

regulation of, 15–16, 142, 251–52, 337, 348–53

research and development, 197, 374–75

surveillance operations, 85, 293, 315–16

tech standards, 305–6

US–China tech war, 186–87, 207–11

VC funding, 209–10

Asia, 260–61, 300. see also specific countries by name

Asia-Pacific Economic Group, 266–67

AU (African Union), 18–19, 318

Audiovisual Media Services Directive (EU), 123

Austin, Lloyd, 209

Australia, 337

AI Action Plan, 350–51

AI Ethics Framework, 350–51

anti-censorship principles, 267–68

antitrust regulation, 343–44, 345

Clean Network, 321

Code of Practice on Disinformation and Misinformation, 341–42

content moderation, 341–42

digital trade agreements, 322

news industry regulation, 351–52, 383

nonregulation principle, 266–68

Privacy Act, 334

relations with China, 197–98, 319–20

restrictions on Chinese tech companies, 193–94, 319–20

search engine market, 260–61

techno-democracy, 389–90

Australian Communications and Media Authority (ACMA), 341–42

Australian Competition and Consumer Commission (ACCC), 334, 341, 343–44

Australian Human Rights Commission (AHRC), 350–51

Austria, 126–27, 239, 242

authoritarian governments, 364–66

authoritarianism, 135, 388–89

beyond China, 308–13

digital, 77–78, 99, 290–323

automated driving, 208–9

autonomy, strategic, 132–34, 186

AWS (Amazon Web Services), 155, 160

Azure cloud-computing service (Microsoft), 154–55

B3W (Build Back Better World) initiative (G7), 321–22

Backpage, 367–68

Backpage.com, 51–52, 64

Bahrain, 284

Baidu, 73, 108, 153–54, 165, 208–9

American funding, 93–94

VIE structure, 174–75

Baker, Stewart, 233

Balkin, Jack, 53–54, 56–57

Bankruptcy Code (US), 374

Barbrook, Richard, 34

Barlow, John Perry, 36–37

Barreto, Alexandre, 344–45

Barshefsky, Charlene, 224

batteries, 134–35

Bazelon, Emily, 363–64

BeiDou Navigation Satellite System, 300

Beijing, China, 153

Beijing News, 160–61

Beijing Sinnet Technology, 160

Belarus, 285–86

Belgium, 142

Belt and Road Initiative (BRI) (China), 206, 294, 305, 321–22

Benkler, Yochai, 34–35

Berlin, Germany, 263

Bezos, Jeff, 374–75

Bhatia, Karan, 158

Biden, Joe

approach toward Chinese companies, 193, 213

approach toward regulation, 53–55, 168–69

Build Back Better World (B3W) initiative, 321–22

China doctrine, 185, 213–14

Executive Order on Enhancing Safeguards for United States Signals Intelligence Activities, 235–36

foreign policy doctrine, 390

internet freedom agenda, 278–79

Big Data of Public Tranquility Project (Marseille), 296–97

bilibili, 165

Binding Corporate Rules, 231–32

Bing search engine (Microsoft), 154, 160–61, 282–83

bipolar world, 386–88

bit taxes, 286

#BlackLivesMatter movement, 41, 362–63

Blackstone, 204

Blinken, Anthony, 198–99, 278

blockchain, 295–96

Blocking Rules (Rules on Counteracting Unjustified Extra-territorial Application of Foreign Legislation and Other Measures) (China), 200, 202

Boeing, 275–76

Borrell, Josep, 111

Brazil, 344–45

BRICS Leaders Declaration, 303

Lei Geral de Proteção de Dados Pessoais, 335–36

WhatsApp users, 260

Bremmer, Ian, 259–60

Breton, Thierry, 105, 134, 234

Brexit campaign, 17–18, 120–21, 280

BRI (Belt and Road Initiative) (China), 206, 294, 305, 321–22

BRICS Leaders Declaration, 303

Brilliant, Myron, 246

Brin, Sergey, 374–75

Brookings Institution, 207–8, 282–83

Brussels effect, 324–26

in antitrust regulation, 342–48

in artificial intelligence (AI), 348–53

beyond privacy, 337–53

in content moderation, 337–42

countermeasures, 356–59

criticism of, 353–56

in data privacy policy, 326–36

in digital services taxes (DSTs), 352

foreign tech companies and governments’ concern with, 353–59

in news industry regulation, 351–52

Build Back Better World (B3W) initiative (G7), 321–22

Bulgaria, 144

Burma, 270–71, 274–75, 285–86

ByteDance, 14–15, 98–99, 165, 166–67, 175

Content Quality Center, 89

global influence, 70–71, 293–94

US funding, 93

CAC (Cyberspace Administration of China), 88–89, 173, 175

Cadence, 218

California, 40, 58, 63–64, 347

Northern District, 169

Silicon Valley, 7–8, 33–35, 42, 92–93, 263, 283–84

California Consumer Privacy Act (CCPA), 54–55, 333, 336

California effect, 332

California Privacy Rights Act (CPRA), 54–55, 333, 336

Cambridge Analytica, 4, 7–8, 66, 120–21, 251, 368–69

Cameron, Andy, 34

Canada

antitrust regulation, 345

Clean Network, 321

data privacy, 331

data protection law, 333–34

digital services taxes (DSTs), 352

digital trade agreements, 322

entrepreneurship, 374

G7 relations, 321–22

relations with China, 197–98

restrictions on Chinese tech companies, 193–94

techno-democracy, 389–90

Canon, 263

Capital Markets Union (CMU), 373

capitalism

digital, 6

surveillance, 4, 66, 135–36, 368–69

varieties of, 106–7

Carnegie Endowment for International Peace, 318–19

Cayman Islands, 92–93

CCP (Chinese Communist Party), 8, 18, 24–25, 69–70, 71, 73–74, 164, 166–67, 192–93, 196–97, 296

CCPA (California Consumer Privacy Act), 54–55, 333, 336

CDA. see Communications Decency Act

CEIEC (China National Electronics Import & Export Corporation), 301

cellphones, 274. see also smartphones

censorship, 14–15, 76–77, 141. see also content moderation

anti-censorship principles, 267–68, 270–76

in Apple’s Chinese App Store, 156–57

Chinese measures, 77–85, 150–51, 152, 154, 155–64

human, 83

optimal, 80–81

porous, 81–82

proactive, 14–15

Russian measures, 309–10

state control by, 78–85

Center for Democracy & Technology (CDT), 232, 357

Central Party School, 80–81

CFIUS (Committee on Foreign Investment in the United States), 195–96

Charanzovà, Dita, 249

Charter of Fundamental Rights of the European Union (EU Charter), 110–11, 112, 116, 226

Chen, Gang, 196

Chen, Yuyu, 82

Chen Weiss, Jessica, 219

child protection systems, 39–40

Children’s Online Privacy Protection Act (COPPA) (US), 44–45

Chile, 266–67, 322

Chilecon Valley (Santiago), 263

China

50 Cent Army, 83

Administrative Measures for Internet Information Services, 88

advertising market, 154–55

AI operations, 99–100, 388–89

AI research, 180–81, 208–11

Anti-Foreign Sanctions Law (AFSL), 202–3

Anti-Monopoly Guidelines, 94–95, 347–48

Anti-Monopoly Law, 204

Anti-Sanctions Law, 200

antitrust regulation, 71, 94, 97–98, 200, 204, 347–48

Apple operations, 149–50, 261

battles with tech companies, 13–16

battles with US and EU, 11–13, 15–16, 21, 26, 27

Belt and Road Initiative (BRI), 206, 294, 305, 321–22

BRICS Leaders Declaration, 303

censorship measures, 77–91, 150–52, 154, 156–57, 163–64, 180–81, 274

Central Party School, 80–81

cloud-computing service market, 154

CN2 network, 275–76

“common prosperity”, 5, 71–72, 95–96, 98–99, 347–48

criticism of US internet freedom agenda, 284, 288–89

cyber development, 70

cyberattacks, 134

Cybersecurity Law, 79–80, 94–95, 175, 201–2

Cybersecurity Review Measures, 94–95

Cyberspace Administration of China (CAC), 88–89, 173, 175

data localization requirements, 330–31

Data Security Law (DSL), 79–80, 94–95, 175, 201–2

digital authoritarianism, 135, 290–323

digital influence, 297–302

digital protectionism, 72–77, 214

Digital Silk Road (DSR) initiative, 18, 20, 27–28, 294–97, 314, 316–17, 391–92

digital sovereignty, 215

disinformation campaigns, 282–83

dual circulation strategy, 206

e-commerce, 94–95, 155

Export Control Law (ECL), 200–3

exports, 290–323

Five-Year Plan (14th), 206

global influence, 20, 27–28, 289, 290–92, 293–308, 313–23

Great Firewall, 8–9, 78–79, 203–4, 275–76

Houston, Texas consulate, 302

human rights abuses, 100–1, 185, 190–91

influence strategy, 302–8

infrastructure, 20, 290–323

International Strategy for Cooperation on Cyberspace, 303–4

internet policy, 100, 180, 181

internet sovereignty, 288–89

limitations on foreign investment and operations in, 203–5

Made in China 2025 program, 74–75, 185–86, 214


Measures for the Security Review of Foreign Investments (FISR Measures), 203

Military-Civil Fusion strategy, 190–91, 196–97

Ministry of Commerce (MOFCOM), 200–1, 202, 203

Ministry of Foreign Affairs, 100–1

Ministry of Industry and Information Technology (MIIT), 306

Ministry of Public Security, 160

Ministry of Science and Technology, 92, 302

Ministry of State Security, 197–98

mobile payments, 96

National Development and Reform Commission (NDRC), 203

National People’s Congress (NPC), 73–74, 94–95, 201–2

national policy agenda, 73–74

national security concerns, 164–78

National Security Law, 79–80

Negative List, 203–4

Next Generation of Artificial Intelligence Development Plan, 75

Peace & Security Partnerships with the African Union, 318

People’s Liberation Army, 78–79

Personal Information Protection Law (PIPL), 91–92, 94–95, 175, 334–35

Plan for Development of the New Generation of Artificial Intelligence (2017 AI Development Plan), 208–9

political leadership, 70

propaganda campaigns, 282–83

recent tech crackdown, 94–99

regulations, 6–10, 16–20, 21, 23–25, 28–29, 57–63, 67, 69–104, 108, 131–36, 364–66, 387–88, 391

relations with African Union, 318

relations with Australia, 197–98, 319–20

relations with EU, 253–54

relations with Germany, 253, 321

relations with Russia, 310–13

restrictions on US tech companies, 76, 199–207

Rules on Counteracting Unjustified Extra-territorial Application of Foreign Legislation and Other Measures (Blocking Rules), 200, 202

science and technology diplomats, 302

search engine market, 153–54, 260–61

semiconductors, 211, 217–18

Sharp Eyes initiative, 4–5, 86

smart cities, 86

social credit system, 8–9, 87–88, 89–90

social media, 154–55, 312–13

societal security, 85

standards, 302–8

State Administration for Market Regulation (SAMR), 204, 347–48

State Administration of Radio and Television, 89

State Bureau of Surveying and Mapping, 156–57

state control, 85–88

state-controlled media, 84

State Council Information Office, 70

subsidies, 211, 217–18

support for UN, 303


Supreme People’s Court, 80

Supreme People’s Procuratorate, 80

surveillance operations, 4–5, 17, 61–62, 77–91, 188–89

tech entrepreneurs, 35

tech exports, 293

tech industry, 70–71, 72–75, 92–93, 97–98

technical standards, 291, 305–6

techno-autocracy, 389–90

techno-nationalism, 75–76

technological self-sufficiency, 73–75, 199–207

trade sanctions against, 185–86

Unreliable Entities List (UEL), 200–1, 218–19

US measures against, 187–99, 270–71

US tech companies’ battle with, 152–64

US–China relations, 74–75, 162–63, 171, 197–99, 323

US–China tech war, 10–11, 96–97, 103, 151–52, 164, 179–80, 183–220, 295, 361, 366, 386, 387

US–China trade war, 97, 185–86, 200

videoconferencing market, 154

wealth distribution, 95–96

China Books portal (Amazon), 159–60

China Daily, 84

China Development Bank, 194

China Initiative (US), 196–97

China International Book Trading Corp, 160

China International Telecommunications and Construction Corporation (CITCC), 300

China National Electronics Import & Export Corporation (CEIEC), 301

China Railway Rolling Stock Corporation, 248

China Securities Regulatory Commission (CSRC), 176–77

China Standards 2035 plan, 304

China Strategy Group, 389–90

China Telecom, 306

China Unicom, 306

Chinese apps, 165–72

Chinese Communist Party (CCP), 8, 18, 24–25, 69–70, 71, 73–74, 77–78, 84, 85, 164, 166–67, 192–93, 196–97, 296

Chinese internet, 388

Chinese Internet Propaganda Office, 83

Chinese tech companies, 98–99, 108, 170, 316, 365–66. see also specific companies by name

AI technologies, 208–9

Australian restrictions on, 193–94, 319–20

business practices, 151–52

compliance with government regulations, 391

Entity List (US), 189–90

global influence, 262–63, 290–91, 297–99, 316

global smartphone sales, 215–16

internet companies, 84

relations with Chinese government, 293–94

social media companies, 166–67

surveillance technologies, 316

US funding, 93–94

US presence, 165

US restrictions on, 102–3, 164–79, 192–96

VIE structure, 174–75, 176–77

Chinese technology, 21

CHIPS and Science Act (US), 59–60, 211

chokepoint technologies, 206

Chu, Steven, 197

Cisco Networking Academies, 268

Cisco Systems

acquisition of Acacia, 204–5

Clean Company, 321

European headquarters, 142–43

Internet City presence, 263

lobbying activity, 357

SolarWinds hack, 60

support for internet freedom, 274–76

surveillance equipment, 312, 316

CITCC (China International Telecommunications and Construction Corporation), 300

Citizens United, 355

Citron, Danielle, 53–54, 56–57, 283–84

CJEU. see European Court of Justice

Clarifying Lawful Overseas Use of Data Act (CLOUD Act) (US), 222–23

Clean Companies, 321

Clean Network program (US), 320–21

Clean Telcos, 320–21

Clegg, Nick, 246

Clinton, Bill, 36–37, 48, 268–69

Clinton, Hillary, 40–41, 67, 265, 271–72, 273–75

clipper chips, 47–48

CLOUD Act (Clarifying Lawful Overseas Use of Data Act) (US), 222–23

cloud-computing services, 154–55, 293, 297–98

CloudWalk Technology, 85, 189–90, 298–99, 314–15

CMU (Capital Markets Union), 373

CN2 network, 275–76

code, 37

Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code) (EU), 116–17, 338

Code of Practice on Disinformation and Misinformation (Australia), 341–42

Cohen, Jared, 389

Cold War, 58–59, 217–18, 270

Colombia, 268

Colorful Balloons app (Facebook), 158–59

Commerce Control List (US), 188–89

Committee on Foreign Investment in the United States (CFIUS), 195–96

“common prosperity” push (China), 5, 24–25, 71–72, 95–96, 347–48

Communications Decency Act (CDA) (US), 5, 46

Section 230, 42–47, 53–54, 56–57, 64, 132, 137–38, 265–66, 286–87, 364

community guidelines, 3–4

Compaq, 263

competition

between regulatory models, 149–82

United States Innovation and Competition Act, 190–91

US–China tech war, 10–11, 96–97, 103, 183–220, 361

zero-sum, 219

Competition and Markets Authority (UK), 345–46

computer chips, 134

Congressional Research Service, 232

CONSENT Act (proposed), 54–55

Consumer Data Protection Act (Virginia), 336

Consumer Privacy Bill of Rights (proposed), 51, 54–55

content moderation, 3–4. see also censorship

Brussels effect on, 337–42

EU approach to, 9–10, 116–18, 119–21, 141, 377–78

role in politics, 65–66

role in propaganda or disinformation, 282–83

Russian approach to, 309–10

Cook, Tim, 2, 61–62, 156–57, 333

Cooper, Alissa, 306–7

Coordinated AI Plan (EU), 134–35

COPPA (Children’s Online Privacy Protection Act) (US), 44–45

copyright

Copyright Directive (EU), 122–23, 129–30, 351–52

Digital Millennium Copyright Act (US), 44–45

Correa, Rafael, 301

Cotton, Tom, 192–93

Council of Europe, 350–51

Council on Foreign Relations, 180, 193–94, 355–56

COVID-19 pandemic, 212–13, 351–52

Chinese propaganda messaging, 82–83

disinformation about, 7–8

surveillance during, 85, 315–16, 365

Cox, Chris, 43–44

CPRA (California Privacy Rights Act), 54–55, 333, 336

Crimea, 338

criminal activity

cybercrime, 60

social media and, 281–82

surveillance tech and, 85, 296–97, 301, 314

CrowdStrike, 228

CSRC (China Securities Regulatory Commission), 176–77

Cuba, 270–71

cyber civil rights, 53–54

cyber development, 70

cybercrime, 60

cyberespionage, 66–67, 197–98

cybersecurity, 60, 153, 299–300

Chinese reviews, 173

private-public collaboration on, 62

sanctions to deter malicious cyber activity, 134, 197–99

Cybersecurity Law (China), 79–80, 94–95, 175, 201–2

Cybersecurity Review Measures (China), 94–95

cyberspace

“A Declaration of the Independence of the Cyberspace” (Barlow), 36–37

International Strategy for Cyberspace (US), 48–49

“National Strategy to Secure Cyberspace” (US), 48–49

regulation of, 36–38

Cyberspace Administration of China (CAC), 88–89, 173, 175

Cyberspace Law and Policy Center (Australia), 357

cybersurveillance, 134. see also surveillance

cyberterrorism, 284

Cyprus, 142–43

Czech Republic, 142, 374

D9 (digitally advanced EU countries) group, 142

D9+ group, 142

Dahua, 85, 189–90, 301

Dai Hong, 304

Dailymotion, 76–77

DARPA (Defense Advanced Research Project Agency) (US), 59

data breaches, 18–19, 173, 318

data collection, 4–5, 38, 61. see also data transfers

data imperialism, 354–55

data localization, 234, 309, 330–31

Data Mining Tax (New York), 239–40

data privacy, 51. see also privacy

Apple’s policy on, 149, 324, 330, 382–83

company policies, 326–32

country policies, 332–36

EU Data Privacy Directive, 228–29

EU-US Data Privacy Framework, 235

European standards, 19, 324–25

privacy cultures, 143–44

public interest exceptions, 335–36

regulation of, 326–36, 382

transatlantic data transfers, 226–36

US rethinking of, 54–55, 362–64

data protection. see also protection(s)

adequacy decisions, 333–34

Brazilian Lei Geral de Proteção de Dados Pessoais, 335–36

Chinese measures, 173

Chinese Personal Information Protection Law (PIPL), 91–92, 94–95, 175, 334–35

EU Data Protection Board, 112

EU Data Protection Directive, 132, 137–38, 267, 286–87

EU General Data Protection Regulation (GDPR), 9–10, 28, 91–92, 112–13, 129–31, 136, 137–40

Indian Personal Data Protection Bill (PDPB), 335

Irish Data Protection Commission (DPC), 139, 230, 377

Japanese Act on the Protection of Personal Information, 333–34

Nigerian Data Protection Regulation, 335–36

right to, 111–13, 226

US CLOUD Act (Clarifying Lawful Overseas Use of Data Act), 222–23

Virginia Consumer Data Protection Act, 336

Data Retention Directive (EU), 227–28

Data Security Law (DSL) (China), 79–80, 94–95, 175, 201–2

data sovereignty, 297

data transfers

Safe Harbor agreement, 111, 229–30

transatlantic, 222–23, 226–36

decisional privacy, 4, 66, 368–69

“Declaration for the Future of the Internet” (White House), 390

“A Declaration of the Independence of the Cyberspace” (Barlow), 36–37

Declaration on Global Electronic Commerce (WTO), 268–69

decoupling

human, 196–97

technological, 178–82, 388

deep tech, 206–7

Defense Advanced Research Projects Agency (DARPA) (US), 59, 209

deglobalization, 151, 165–66

Deliveroo, 128–29

Dell, 263, 312

Deloitte, 60, 175, 207–8

democracy(-ies) 

advancement of, 40–42

European Democracy Action Plan, 119, 121–22

flawed, 389–90

preserving and strengthening, 118–23

regulatory model for, 366–69

Summit of Democracy, 390

techno-democracies, 22, 320, 388–93

Democracy-10, 389–90

democratic governments, 393

Democratic National Committee (DNC), 67

Democratic Party, 56, 272

Denmark, 142

Deutsche Bank, 217

Development Initiative (US), 268

DFJ, 93

Diaoyu Islands (Senkaku Islands), 156–57

DiDi Chuxing, 14–15, 94, 96–97, 165

annual active users, 173

data protection breach fines, 173

US restrictions on, 173–78, 201–2

user base, 262–63

Digital Advertising Tax (Maryland), 239–40

digital authoritarianism, 135

beyond China, 308–13

China’s, 77–78, 290–323

criticism of, 99

digital capitalism, 6

Digital Divide projects, 268

digital economy, 21–23, 388–93. see also e-commerce

global, 385–88

local, 300

digital empires, 6–20, 23, 31–145

digital gatekeepers, 244

digital infrastructure projects, 300

digital liberalism, 132

digital markets, 129–36

Digital Markets Act (DMA) (EU), 107, 126, 130, 137, 138–39, 140, 224, 244, 245–46, 249, 342–43, 345–46, 357–58, 380–81

Digital Millennium Copyright Act (US), 44–45

Digital Opportunity Task Force, 268

Digital Platforms Inquiry (DPI) (Australia), 334, 341, 343–44

digital protectionism

Chinese, 72–77, 214

European, 109, 133–34, 224, 242–46

US, 213

digital regulation(s). see also regulation(s)

enforcement of, 139–42, 377–78, 381–85

to preserve and strengthen democracy, 118–23

to promote fairness and redistribution, 124–29

to safeguard fundamental rights, 110–18

digital rights, 324–59. see also rights

Digital Rights Ireland, 227–28, 243–44

Digital Services Act (DSA) (EU), 117–18, 120, 130, 140, 141–42, 169–70, 224, 246, 249, 340–41, 381

digital services taxes (DSTs), 126–28, 142–43, 224, 240–41

Brussels effect on, 352

transatlantic conflict over, 236–40

Digital Silk Road (DSR) initiative (China), 18, 20, 27–28, 290–91, 294–97, 314, 316–17, 391–92

projects in Pakistan, 300

projects in South and South-East Asia, 300

digital single market (DSM) (EU), 129–30, 371–72

digital society, 25

digital sovereignty, 132–33, 135, 186, 215, 245–46, 354

digital surveillance, 4–5, 61, 170. see also surveillance

criticism of, 99–100

pervasive, 85–88

digital taxation, 126–28

digital technology, 390. see also technology(-ies)

digital trade agreements, 322–23

digital trust standards, 320–21

digital world order, 386–88

digitally advanced EU countries (D9) group, 142

diplomacy

hostage, 193

science and technology diplomats, 302

Discord, 76–77

disinformation, 7–8, 13–14, 55–56, 100–1, 119–21, 277–78, 280–81, 282–83

Australian Code of Practice on Disinformation and Misinformation, 341–42

EU Code of Practice on Disinformation, 120, 341–42

Disinformation Code, 120

Djibouti, 300

DMA (Digital Markets Act) (EU), 107, 126, 130, 137, 138–39, 140, 224, 244, 245–46, 249, 342–43, 345–46, 357–58, 380–81

Doe v. Backpage.com, 51–52, 64

domain name systems, 181

Douyin, 88, 165, 167

DouYu, 94, 347–48

DPC (Data Protection Commission) (Ireland), 139, 230, 377

DPI (Digital Platforms Inquiry) (Australia), 334, 341, 343–44

drones, 70–71

Dropbox, 76–77

DSA (Digital Services Act) (EU), 117–18, 120, 130, 140, 141–42, 169–70, 224, 246, 249, 340–41, 381

DSL (Data Security Law) (China), 79–80, 94–95, 175, 201–2

DSM (digital single market) (EU), 371–72

DSR (Digital Silk Road) initiative (China), 18, 20, 27–28, 290–91, 294–97, 314, 316–17, 391–92

DSTs (digital services taxes), 126–28, 142–43, 224, 236–40

dual circulation, 206

Dubai, United Arab Emirates (UAE), 263

DuckDuckGo, 76–77

Dwyer case, 143

e-commerce

Alibaba operations, 155, 300

Amazon operations, 155, 262

Chinese, 94–95, 155, 293

Declaration on Global Electronic Commerce (WTO), 268–69

e-commerce Directive (EU), 132, 137–38, 286–87

“A Framework for Global Electronic Commerce” (Framework) (Clinton administration), 48, 266–67

nonregulation principle, 266–68

EAR (Export Administration Regulations) (US), 189–90

East Germany, 111–12

Economy, Elizabeth, 90

ECRA (Export Control Reform Act) (US), 188–89

ECU-911, 301

Ecuador, 301

Egypt, 274–76, 299

AI centers, 297–98

China’s influence on, 299–300

Memorandum of Understanding with Huawei, 297–98

Eichensehr, Kristen, 60

Ekso Bionics, 195–96

elections, 65–66

electric vehicles, 96–97, 215–16

electronic agora, 40

electronic commerce. see e-commerce

Electronic Frontier Foundation, 34–35

employment protections, 128–29

encryption, 47–48, 61–62, 100, 281–82

Entity List (US), 189–90, 200–1, 218–19

entrepreneurs, 35, 374

Epic Games, 247, 358

equity culture, 92–93

equity finance, 372–73

Ericsson, 194, 319–20

espionage, 18–19, 66–67, 197–98

Estonia, 142

Ethics Guidelines for Trustworthy AI (EU), 350–51

Ethiopia, 283, 297–98

Ethiopian People’s Revolutionary Democratic Front, 299–300

Europe. see also specific countries by name

5G networks, 301

Apple’s revenue, 261

Chinese influence in, 301

digital single market, 129–30

disinformation campaigns, 280–81

internet freedom initiatives, 272–73

national tax regimes, 142–43

search engine market, 260–61

smart cities, 296–97

European Battery Alliance, 134–35

European Central Bank, 373

European Commission, 328

European Convention of Human Rights, 112

European Court of Justice (CJEU), 19, 111, 113, 143, 227–28, 339–40

Digital Rights Ireland, 227–28, 243–44

Google Shopping, 343

La Quadrature du Net (LQDN), 227–28

Privacy International, 227–28

Schrems, 229–30

Schrems II, 230–34

European Declaration on Digital Rights and Principles for the Digital Decade, 106

European Democracy Action Plan, 119, 121–22

European Parliament, 99–100

European tech companies, 108, 136–37

European Union (EU)

AI regulation, 114, 130, 144–45, 348–53

AI research, 210–11

antitrust regulation, 125–26, 137–38, 140, 224, 242–50, 342–48

Audiovisual Media Services Directive, 123

bankruptcy laws, 374

battles with tech companies, 13–16, 222

battles with US and China, 11–13, 15–16, 21, 26–27

blocking rules, 202

brain drain, 374–75

Brexit, 17–18, 120–21


budget, 131

Charter of Fundamental Rights, 110–11, 112, 116, 226

child protection systems, 39–40

Clean Network, 321

Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code), 116–17, 338

Code of Practice on Disinformation, 120, 341–42

content moderation, 9–10, 337–42

Coordinated AI Plan, 134–35

coordinated market economy, 106–7

Copyright Directive, 122–23, 129–30, 351–52

court battles, 228–31

Data Privacy Directive, 228–29

Data Privacy Framework, 235

data privacy norms, 19

Data Protection Board, 112

Data Protection Directive, 132, 137–38, 229–30, 267, 286–87

Data Retention Directive, 227–28

Digital Markets Act (DMA), 107, 126, 130, 137, 138–39, 140, 224, 244, 245–46, 249, 342–43, 345–46, 357–58, 380–81

digital policy, 109, 111, 224, 242–54

digital rights, 324–59

Digital Services Act (DSA), 117–18, 120, 130, 140, 141–42, 169–70, 224, 246, 249, 340–41, 381

digital services taxes (DSTs), 236–40, 241, 352

digital single market (DSM), 371–72

digital sovereignty, 132–33, 135, 215, 245–46

digitally advanced EU countries (D9) group, 142

e-commerce Directive, 132, 137–38, 286–87

entrepreneurship, 374

Ethics Guidelines for Trustworthy AI, 350–51

European Democracy Action Plan, 119, 121–22

export controls, 134

External Action Service, 253

founding principles, 118

General Data Protection Regulation (GDPR), 9–10, 28, 91–92, 112–13, 129–30, 131, 136, 137–40, 226, 228–29, 286–87, 324, 325–26, 328–31, 334–36, 355–56

Global Gateway initiative, 321–22

global influence, 20, 27, 28, 324–59

gross domestic product (GDP), 327–28

imperialism, 232–33, 354–55

industrial policy, 134–35

innovation gap, 370–72, 374–75

internal divisions, 142–45

nonregulation principle, 266–67

privacy protections, 227–28

Privacy Shield, 19, 230–33

Recovery and Resilience Facility (RRF), 134–35

Regulation on Platform-to-Business Relations, 346–47

Regulation on Preventing the Dissemination of Terrorist Content Online, 117

regulations, 5, 6–10, 16–20, 21–22, 23–24, 25, 28–29, 57–63, 91–94, 105–45, 221–54, 287–88, 324–59, 361, 366–69

relations with China, 197–98, 253–54


“right to be forgotten” rule, 339–40

Safe Harbor data transfer agreement with US, 111, 229–30

sanctions against Russia, 163

state aid, 243–44

strategic autonomy, 132–34, 186

support for semiconductors, 211

techno-democracy, 389–90

techno-nationalism, 184–85, 224, 249

technological sovereignty, 132–33, 234

Trade and Technology Council (TTC), 252–54

transatlantic regulatory battles, 26–27, 221–54, 359, 361–69, 387

transatlantic trade relations, 236–40

Treaty of the European Union, 110, 118

universities, 375

US–EU relations, 127

Executive Order on Enhancing Safeguards for United States Signals Intelligence Activities (US), 235–36

Expedia, 358

Export Administration Regulations (EAR) (US), 189–90

Export Control Law (ECL) (China), 200–3

Export Control Reform Act (ECRA) (US), 188–89

Export-Import Bank of China, 194, 295

Export-Import Bank of the United States, 268

External Action Service (EU), 253

EY, 175

Facebook, 4–5

advertising, 66, 154–55, 260, 384

antitrust investigations, 245

Arab Spring posts, 272

Cambridge Analytica scandal, 368–69

Chinese blockade, 76–77, 78–79, 154–55, 158–59, 178

Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code) (EU), 116–17

Colorful Balloons app, 158–59

compliance with Arab laws and regulations, 162–63

compliance with Chinese laws and regulations, 154–55, 158–59

compliance with EU laws and regulations, 163

compliance with Vietnamese laws and regulations, 162–63

content moderation, 3–4, 7–8, 65–66, 283, 337, 339–40, 377–78, 384–85

criticism of, 283–84, 384

criticism of China’s internet policies, 100

data privacy, 382

data transfer battles, 231–32

disinformation campaigns, 280–81

efforts to address societal harms they cause, 283–84

EU services, 19

fake accounts, 282–83

founding, 137–38

FTC fines, 139

global influence, 133–34, 215–16, 257–58, 260, 280–81, 339

harmful content, 141, 281

hate speech, 281

propaganda, 282–83


role in Australian news industry regulation, 351–52

role in Brexit, 17–18, 280

role in cyberterrorism, 284

role in Rohingya genocide, 280

Russian blockade, 163, 309–10, 312–13

Safe Harbor agreement, 229–30

suspension of Trump, 384

tax payments, 238–39

Facebook Files, 363

Facebook Messenger, 171, 260

“The Facebook Papers,” 281

facial recognition, 4–5, 8–9, 138

Chinese use of, 77–78, 85, 87

global use of, 298–99, 316

Guidelines of Facial Recognition (Council of Europe), 350–51

Safe Philippines project, 300

tech standards for, 305

fairness, 124–29

fake accounts, 282–83

fake news, 280–81

false information, 65

Faroe Islands, 333–34

Farrell, Henry, 232

FAS (Russian Antimonopoly Service), 344–45

FBI v Fazaga, 236

Federal Bureau of Investigation (FBI) (US), 61–62, 196

Federal Communications Commission (FCC) (US), 44, 193

Federal Trade Commission (FTC) (US), 50–51, 53–54, 139–40, 348, 363

Feminist Five, 90

fiber optic cable, 300

Fichua Tanzania, 282–83

50 Cent Army, 83

FingerWorks, 59

Finland, 142, 389

FIRRMA (Foreign Investment Risk Review Modernization Act) (US), 195

FISR Measures (Measures for the Security Review of Foreign Investments) (China), 203

5G (fifth generation) networks

Chinese companies’ role in, 133–34, 293, 295, 301

Clean Telco providers, 320–21

EU control measures, 133–34

Prague Proposals, 320–21

Russian control measures, 312

technical standards, 307–8

US control measures, 187–88, 190, 192–94

Flickr, 76–77

Flipkart, 262

Florida, 336

Floyd, George, 41, 384–85

Fontaine, Richard, 389

food delivery services, 128–29

foreign companies. see also tech companies; specific companies by name

Chinese restrictions on, 76, 203–5

concern with the Brussels effect, 353–59

countermeasures against the Brussels effect, 356–59

lobbying activity, 356–58

Foreign Investment Risk Review Modernization Act (FIRRMA) (US), 195

foreign students, 375

foreign subsidies, 134

FOSTA (Allow States and Victims to Fight Online Sex Trafficking Act) (US), 51–52, 53–55

4G networks, 297–98

fragmentation, 371–72

“A Framework for Global Electronic Commerce” (Framework) (Clinton administration), 48, 266–67, 286

France

5G networks, 301

2020 terrorist attack, 281–82

antitrust regulation, 345

content moderation, 338

digital policy, 142

digital services taxes (DSTs), 126–27, 224, 237–40, 242, 352

G7 relations, 321–22

industrial policy, 248

nonregulation principle, 266–67

privacy culture, 143, 144–45

protections for platform workers, 128–29

restrictions on Chinese tech companies, 193–94

Roma people, 280–81

smart cities, 296–97

surveillance law, 143

techno-democracy, 389

“Franco-German Manifesto for a European industrial policy fit for the 21st Century,” 248

free-market ethos, 42–52

free trade agreements, 267–68

free trade imperialism, 17

freedom

advancement of, 40–42

of expression, 41–42, 46–47, 116–18, 121–23

of information, 99–100

internet, 27, 257, 265–79, 284–87, 288–89

of the press, 144

Freedom House, 100, 118, 285–86, 296–97, 315, 365

Freedom on the Net 2021, 315

Freedom Online Coalition, 273

#FreeTheFive movement, 90

French tech companies, 316

FTC (Federal Trade Commission) (US), 50–51, 53–54, 139–40, 348, 363

Fu Xiaolong, 314–15

Fujitsu, 321

G7 forum, 321–22

Gebru, Timnit, 283

General Data Protection Regulation (GDPR) (EU), 9–10, 28, 112–13, 129–31, 137–39, 286–87

comparison with Personal Information Protection Law (PIPL), 91–92

enforcement of, 136, 139–40

global influence, 324–26, 328–31, 334–36

lobbying activity related to, 357

public support for, 355–56

transatlantic battles over, 226, 228–30

General Electric, 243

genocide, 100–1

Gensler, Gary, 174–75, 177

geoblocking, 338, 339

geopolitics, 58–59, 156–57, 162–63, 386

German tech companies, 316

Germany

5G networks, 301

antitrust investigations, 345

content moderation, 338

e-commerce market, 262

fake news, 280–81

“Franco-German Manifesto for a European industrial policy fit for the 21st Century,” 248

G7 relations, 321–22

industrial policy, 248


NetzDG law, 140–41

privacy culture, 143

protections for platform workers, 128–29

relations with China, 253, 321

smart city technologies, 296–97

techno-democracy, 389

Ghana, 273

GIFT (Global Internet Freedom Task Force) (US), 271

gig workers, 128–29

Glawischnig, Eva, 339–40

Global Artificial Intelligence Industry Data Report, 210

global digital economy, 385–93. see also e-commerce

bipolar, 386–88

“A Framework for Global Electronic Commerce” (Framework) (Clinton administration), 48, 266–67

multipolar, 386

unipolar, 386

technopolar 

Global Gateway initiative (EU), 321–22

Global Information Infrastructure (proposed), 266

global internet, 16. see also internet

Global Internet Freedom Task Force (GIFT) (US), 271

global smartphone sales, 215–16

global tax reform, 240–42

Pillar One, 241–42

Pillar Two, 241–42

global techno-nationalism, 212–15

global telecom equipment market, 194

The Global Times, 83, 100

globalization

Brussels effect, 324–26

of Chinese infrastructure power, 293–302

of Chinese surveillance, 314–20

deglobalization, 151, 165–66

of European digital rights, 324–59

of regulation, 1–29, 324–93

Gmail, 153–54

Goldman Sachs, 93, 176

Goldsmith, Jack, 37, 66–67, 265, 287–88, 379

González, Mario Costeja, 112–13

Google, 33–34, 108, 138–39

acquisitions, 2, 50–51

AdSense program, 243

advertising revenue, 260–61

AI research, 153–54, 210–11

Android OS, 153–54, 189–90

annual revenue, 2

anticompetitive practices, 56

antitrust investigations, 50–51, 53–54, 137–38, 140, 224, 242–47, 249, 343, 344–45, 347, 348, 358, 363, 383

battles with governments, 13–15

Chinese constraints on, 76–77, 178, 189–90

comparison-shopping service, 125

compliance with Chinese laws and regulations, 150–51, 153–54, 157–58

compliance with EU laws and regulations, 324–25, 338

compliance with Russian laws and regulations, 163

content moderation, 3–4, 9–10, 120, 338–39, 341

data collection, 38, 61

data privacy policy, 324

data protection, 226

diplomatic missions, 274–75

Disinformation Code, 120


EU market, 328

European headquarters, 142–43

global influence, 17, 133–34, 259–61, 282, 316

harmful content, 282

investment in Chinese tech companies, 93

licensing agreements, 123

lobbying activity, 55–56, 356–57

market capitalization, 2

monopolistic behavior, 53–54

Project Dragonfly, 158, 178

propaganda on, 282–83

relations with Microsoft, 247, 358, 383

role in Australian news industry regulation, 351–52

Russian fines, 309–10

Safe Harbor agreement, 229–30

search algorithm, 59

search engine business, 150–51, 157, 260–61

support for internet freedom, 274–76

tax payments, 126–27, 238–39

withdrawal from China, 8–9, 150–51, 157–58, 205

Google Maps, 153–54

Google News, 122–23

Google Scholar, 101–2, 153–54

Google Shopping, 125, 343

Google Spain, 112–13

Google.cn, 157–58

Google.com, 338

Google.de, 338

Google.fr, 338

Gore, Al, 266

Gorski, Ashley, 236

Governance Principles for a New Generation of Artificial Intelligence (Chinese Ministry of Science and Technology), 92

government(s). see also specific countries by name

authoritarian, 364–66

battles against tech companies, 13–16, 25–26, 151–64, 376–85

battles among, 11–13, 15–16, 26

and Brussels effect, 353–59

democratic, 366–69, 393

vs. markets, 36–40

propaganda, 282–83

surveillance operations, 4–5, 17, 60–62

Great Firewall (China), 8–9, 78–79, 203–4, 275–76

Greece, 143–44

Greenleaf, Graham, 325

Grindr, 64

Guernsey, 333–34

Guidelines of Facial Recognition (Council of Europe), 350–51

Guizhou-Cloud Big Data, 149

Gulf Cooperation Council, 284

Guo Wengui, 160

Gurría, José Ángel, 240–41

Gutierrez, Oscar Juan Carlos, 64

hackers and hacking, 18–19, 60–62, 67

Haley, Nikki, 213–14

Halifax International Security Forum, 388–89

hard tech, 96–97

hardware companies, 73. see also specific companies by name

harmful activity

disinformation campaigns, 277–78, 280–81

fake news, 281–82

online content, 119–21, 141

protections against, 113–15

sanctions against, 134, 197–99

terrorist attacks, 281–82

Hatch, Orrin, 246

hate speech, 281, 283

definition of, 337

Hate Speech Code (Code of Conduct on Countering Illegal Hate Speech Online) (EU), 116–17, 338

hate speech rules, 9–10, 55–56, 116–17

NetzDG law (Germany), 140–41

removal of, 339–40

hateful conduct, 338

Haugen, Frances, 55–56, 251, 281, 283–84, 368–69, 384–85

Hawley, Josh, 166–67

Herbert, Pierre-Olivier, 352

Hewlett Packard, 316

higher education, 375

Hikvision, 85, 301, 306

DSR projects, 296, 297–98

US restrictions on, 102, 189–90, 218–19

H&M, 165

Holding Foreign Companies Accountable Act (US), 96, 174

Hong Kong, 76–77, 80, 185

Google operations, 153–54

Google search engine market share, 260–61

Hong Kong Stock Exchange, 173, 175

hostage diplomacy, 193

HP, 263, 312, 321

HSBC, 201

Hu, Anming, 196

Huang, Colin, 98–99

Huang Yongzhen, 101

Huawei, 85, 87, 108, 154

4G networks, 297–98

5G networks, 133–34, 295

African projects, 297–98, 317–18

AU data breach scandal, 18–19, 318

Biden strategy to counter, 321

Chinese state support, 8–9, 194, 305, 391–92

DSR projects, 294–95, 296–97

ECU-911 project, 301

global influence, 20, 73, 133–34, 293–94

global revenues, 262–63

IPv6+ proposal, 307

Memorandum of Understanding with Egypt, 297–98

Memorandum of Understanding with Malaysia, 195

New IP, 306–7

R&D expenditures, 194

relations with Chinese government, 293–94

Russian projects, 312

safe city projects, 300, 301, 314–15, 316

Safe Philippines project, 300

smart city projects, 298, 314–15

smartphone sales, 215–16

standards proposed by, 306

surveillance systems, 316, 317–18

Swedish ban, 319–20

telecom equipment, 293

US restrictions on, 103, 165–67, 185–86, 189–90, 192–95, 218–19

Huawei Marine, 195, 300

human censors, 83

human decoupling, 196–97

Hungary, 118, 126–27, 142–44, 193–94

Hurun China 500 Most Valuable Private Companies 2020, 95

Hussein, Saddam, 271

Huya, 94, 347–48

hybrid regimes, 389–90

IBM, 76, 263, 316

ICANN (Internet Corporation for Assigned Names and Numbers), 181, 269, 288–89, 304, 307–8

Iceland, 193–94

iCloud (Apple), 153

IDG, 93

IEC (International Electrotechnical Commission), 305, 307–8

IETF (Internet Engineering Task Force), 304, 306–7

iMac (Apple), 59

immigrants, 374–75

imperialism

American, 232

data, 354–55

digital empires, 6–20, 23, 31–145

European, 232–33

expansion of empires, 16–20, 23, 255–393

free-trade, 17

imperial rivalries, 10–16, 23, 147–254

regulatory, 17, 19, 354–55

surveillance, 17

Index Ventures, 375

India

5G network, 193–94

antitrust regulation, 345

BRICS Leaders Declaration, 303

Clean Network, 321

data privacy, 234, 330–31

Digital Divide projects, 268

digital trade agreements, 322

e-commerce market, 262

Facebook users, 281

fake/inauthentic news, 281

hate speech against Muslims, 281, 283

LinkedIn market, 154

Personal Data Protection Bill (PDPB), 335

restrictions on Chinese tech companies, 169–70, 193–94

search engine market, 260–61

techno-democracy, 389

WhatsApp users, 260

Indonesia, 260

industrial policy, 248

Information Technology Agreement (ITA) (WTO), 268–69

Information Technology Industry Council, 356–57

information war, 270

infrastructure

Chinese power, 20, 293–302

critical, 192–96

digital projects, 300

initial public offerings (IPOs), 14–15, 94, 176

innovation, 136–39, 197, 369–76

American, 33–34

indigenous, 206

United States Innovation and Competition Act, 190–91

Instagram

Chinese blockade, 76–77, 154–55

Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code) (EU), 116–17

content moderation, 377–78

data transfer battles, 231–32

EU services, 19

global influence, 257–58, 260

role in Brexit, 280

Russian blockade, 163, 311, 312–13

integration, European, 129–36

Intel, 54–55, 161–62, 218

antitrust investigations, 224, 243, 247

lobbying activity, 357

intellectual property (IP), 185, 197, 218

international code of conduct for information security, 303

International Electrotechnical Commission (IEC), 305, 307–8

International Organization for Standardization (ISO), 305–6, 307–8

International Republican Institute, 272

international standards, 302–8

International Strategy for Cyberspace (US), 48–49

International Telecommunications Union (ITU), 305–6, 307–8

internet, 1, 16

advertising on. see advertising

American internet economy, 34

Chinese vs. American, 388

content moderation. see content moderation

“Declaration for the Future of the Internet” (White House), 390

net nationalism, 170–71

regulation of, 36–37, 44–45

sovereign RuNet, 308–9

splinternet, 16, 179–80, 181, 388

as tool for promotion of democracy, 40–42

as tool for state control and propaganda, 308–13

as tool for surveillance, 4–5

Internet Bill of Rights (proposed), 54–55

Internet City (Dubai), 263

internet companies, 70–71. see also tech companies; specific companies

Internet Corporation for Assigned Names and Numbers (ICANN), 181, 269, 288–89, 304, 307–8

Internet Engineering Task Force (IETF), 304, 306–7

internet freedom

European initiatives, 272–73

Global Internet Freedom Task Force (GIFT) (US), 271

NetFreedom Task Force (US), 272

US initiatives, 27, 257, 265–79, 284–87, 288–89

US principles, 265

Internet Freedom Grants (US), 273–74

internet governance, 303–4

Internet of Things, 295–96

Internet Protection Act (US), 44–45

Internet Regulatory Freedom Act (US), 44–45

internet sovereignty, 288–89

iOS (Apple), 39–40, 382–83

IP (intellectual property), 185, 197, 218

IP (internet protocol) standards, 306–7

iPad (Apple), 153

iPhone (Apple), 39–40, 59, 61–62, 133–34, 153, 215–16, 261, 382–83

iPhone 13 (Apple), 153

IPOs (initial public offerings), 14–15, 94, 176

Iran, 180–81, 272–73, 274, 308, 389–90

Iraq War, 271

Ireland

Data Protection Commission (DPC), 139, 230, 377

digital service tax (DST), 127–28, 142–43, 236–37, 243–44, 245

Isle of Man, 333–34

ISO (International Organization for Standardization), 305–6, 307–8

Israel, 333–34, 345, 352, 389

Israeli tech companies, 316

ITA (Information Technology Agreement) (WTO), 268–69

Italy

antitrust regulation, 243, 345

digital services tax (DST), 126–27, 239, 242


G7 relations, 321–22

protections for platform workers, 128–29

restrictions on Chinese tech companies, 193–94

smart cities, 296–97

WhatsApp users, 260

ITU (International Telecommunications Union), 305–6, 307–8

January 6, 2021 insurrection (US Capitol), 7–8, 66, 100, 141, 251, 286, 363–64, 367–68

Japan, 337

Act on Improvement of Transparency and Fairness in Trading on Specified Digital Platforms (TFDPA), 346–47

Act on the Protection of Personal Information, 333–34

antitrust regulation, 344–47

Apple’s revenue, 261

Clean Network, 321

data protection law, 333–34

G7 relations, 321–22

Ministry of Economy, Trade and Industry (METI), 346–47

National Diet, 346–47

nonregulation principle, 266–67

relations with China, 197–98

relations with US, 58–59

restrictions on Chinese tech companies, 193–94

Social Principles of Human-Centric AI (Social Principles), 349–50

support for semiconductors, 211

tech diplomacy, 302

techno-democracy, 389–90

US-Japan Digital Trade Agreement, 322

Japan Business Council in Europe, 357

Japan Fair Trade Commission, 346–47

Japanese tech companies, 316

JD.com, 70–71, 73, 108

American funding, 93, 153–54

Chinese state support, 391–92

VIE structure, 174–75

Jersey, 333–34

Jinri Toutiao, 89

Jobs, Steve, 374–75

Joint Technical Commission of the ISO and IEC, 305

Jordan, 266–67, 299–300

Jordan Free Trade Agreement (US-Jordan), 267–68

Juncker, Jean-Claude, 125

Juniper Networks, 275–76

Kanter, Jonathan, 53–54

Kayak, 358

Kazakhstan, 303

Kenya, 273, 298, 300

Khan, Lina, 53–54

Khanna, Ro, 54–55

Kindle, 155, 159–60

King, Gary, 83

Klein, Adam, 233

Klonick, Kate, 259–60

Kokusai Electric, 204–5

KPMG, 175

Kuaishou, 165

Kyrgyzstan, 303

La Quadrature du Net (LQDN), 227–28

Lagos, Nigeria, 263

Lahore Safe City project, 300

Lam Research, 218

Laos, 270–71

Latin America, 301, 335–36

Latvia, 142

Le Maire, Bruno, 126–27, 241

Le Monde, 18–19

leadership, 197

Lebanon, 299–300

Lee, Kai-Fu, 35

Lenaerts, Koen, 111

Leonard, Mark, 16

Lessig, Lawrence, 37

LG electronics, 261–62

Li An, 89

Li Yang, 82–83

libertarianism, techno-, 34–35, 38–39, 257–89

Libya, 299–300

licensing agreements, 123

Lighthizer, Robert, 239

linguistic bias, 283–84

LinkedIn (Microsoft), 261–62

Russian blockade, 308–9, 330–31

withdrawal from China, 154, 160–61, 205, 330–31

Liu Pengyu, 198–99

lobbying, 55–56, 356–58

Logica, 263

London Bridge Terror Attack (June 2017), 281–82

LQDN (La Quadrature du Net), 227–28

Lukashenko, Alexander, 285–86

Luxembourg, 142–43

Luxshare Precision Industry, 153

Lyft, 165

Lynch, Loretta, 228

M-PESA, 298

Ma, Jack, 73–74, 93, 137

Ma, Pony, 73–74

Mac (Apple), 153

Macron, Emmanuel, 249

Made in China 2025 program, 74–75, 214

Magaziner, Ira, 40–41, 48, 266, 286

Malawi, 285–86

Malaysia, 195, 322

Malcomson, Scott, 214–15

Mallaby, Sebastian, 92–93

Malofeev, Konstantin, 309–10

Malta, 142–43

market-driven regulations

alternatives, 287–89

American model, 6–10, 16–20, 21–22, 23–24, 28–29, 33–68, 91–94, 106–7, 131–36, 221–54, 279–89, 361–64, 366–69

criticism of, 63–68

dwindling influence, 287–89

global consequences of, 16–20

vs. government regulation, 36–40

vs. rights-driven regulations, 221–54

shift away from, 279–89

US rethinking of, 52–57

markets

coordinated, 106–7

Digital Markets Act (DMA) (EU), 107, 126, 130, 137, 138–39, 140

digital single market (DSM) (EU), 129–30, 371–72

free-market ethos, 42–52

Markey, Edward, 54–55

Marseille, France, 296–97

Maryland, 239–40

Massachusetts, 336

Massachusetts Institute of Technology (MIT), 59, 196

Al Matoum, Mohammed bin Rashid, 263

McAfee, Andrew, 137

McCain, John, 44–45

McKinsey Global Institute, 207–8, 371–73

McNealy, Scott, 38

Measures for the Security Review of Foreign Investments (FISR Measures) (China), 203

media

Chinese state-controlled, 84

free and pluralistic, 121–23, 144

news industry, 122–23, 351–52, 383

social. see social media

Meeting the China Challenge Act (US), 190–91

Megvii, 85, 87, 102, 189–90

Mehrotra, Sanjay, 218

Meituan, 70–71, 94, 98–99, 347–48

Melnikova, Olga, 310–11

Menendez, Robert, 99–100

Meng Wanzhou, 193, 201

mercantilism, 213

Merkel, Angela, 280–81

Meta, 33–34, 38, 108, 138–39. see also Facebook; Instagram

acquisitions, 2, 50–51, 330–31

annual revenue, 2

anticompetitive practices, 56

antitrust investigations, 50–51, 53–54, 224, 242–43, 244, 249, 345, 348, 363

Cambridge Analytica scandal, 368–69

compliance with EU laws and regulations, 324–25

compliance with Turkish demands, 338

content moderation, 3–4, 120, 338, 339, 340–41

criticism of China, 100, 159

data collection, 61, 330–31

data privacy policy, 324, 330–31, 382–83

data transfer battles, 231–32

Disinformation Code, 120, 341

employee walkout, 384–85

EU market, 328

EU services, 19

FTC fines, 139–40

global influence, 260, 282, 339

harmful practices, 384–85

Irish corporate structure, 330–31

lobbying activity, 55–56, 356–57

market capitalization, 2

monopolistic behavior, 53–54

relations with Apple, 358

relations with TikTok, 170

role in Australian news industry regulation, 351–52

role in Brexit, 17–18

role in discrimination against Rohingya, 17–18

role in genocide, 280

role in information wars, 384

role in terrorist attacks, 281–82

Russian blockade, 309–10, 312–13

tax payments, 126–27, 240–41

US legal structure, 330–31

withdrawal from China, 8–9

#MeToo movement, 41, 362–63

Micron, 218

Microsoft, 108

acquisitions, 2

annual revenue, 2

antitrust investigations, 50–51, 243–44, 247, 249, 343, 358

Bing search engine, 154, 160–61

cloud service operations, 154–55, 261–62

Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code) (EU), 116–17

compliance with Chinese laws and regulations, 154–55, 160–61, 330–31

compliance with EU laws and regulations, 163, 324–25

content moderation, 341

data centers, 154


data privacy policy, 324, 330

data transfer battles, 222–23

Disinformation Code, 120

European headquarters, 142–43

global influence, 133–34, 259–60, 261–62

global revenue, 154, 261–62

government battles, 13–14, 222

government collaborations, 62

Internet City presence, 263

LinkedIn professional networking site, 154, 160–61, 205, 261–62, 308–9, 330–31

lobbying activity, 356–57

market capitalization, 2

MSN Spaces, 160–61

Office 365 applications suite, 154, 261–62

relations with Apple, 358

relations with Google, 247, 358, 383

relations with TikTok, 171–72

Safe Harbor agreement, 229–30

SolarWinds hack, 60

support for Digital Divide projects, 268

support for regulatory action, 276, 383, 385

Threat Intelligence Center, 62

Windows OS, 154

Microsoft Research, 298–99

Microsoft Teams, 154, 261–62

Middle East, 162–63, 274. see also specific countries

Arab Spring, 272, 285–86

Minnesota, 336

misinformation, 65, 341–42. see also disinformation

MIT Media Lab, 298–99

Mnangagwa, Emmerson, 298

Mnuchin, Steven, 238, 240–41

mobile gaming, 215–16

mobile payments, 96, 298

mobile phones, 243, 261

morality, public, 335–36

Morocco, 299–300

Moscow, Russia, 312

MSI Computer, 261–62

MSN Spaces, 160–61

Mubarak, Hosni, 275–76

Mueller, Milton, 306–7

Museveni, Yoweri, 282–83

Musk, Elon, 105, 374–75

Muslims. see also Uyghurs

hate speech against, 281, 283

oppression of, 87, 99–100, 101, 102, 156–57, 185, 188–89, 219, 316

rights of, 156–57

Mutare, Zimbabwe, 298

Mutsvangwa, Christopher, 298

Myanmar, 17–18, 280, 283

Nairobi, Kenya, 263, 298

Narus, 275–76

National Committee on US–China Relations, 93–94

National Democratic Institute, 272

National Development and Reform Commission (NDRC) (China), 203

National Endowment for Democracy, 272

National Foundation for American Policy, 374–75

National People’s Congress (NPC) (China), 73–74, 94–95, 201–2

National Resistance Movement party (Uganda), 282–83

National Science Foundation (US), 59, 375

national security, 164–78

National Security Agency (NSA) (US) 

clipper chip, 47–48

surveillance operations, 4–5, 7–8, 61–62, 101, 198–99, 226–27, 229–30, 284–85, 287–88, 318–19

National Security Commission on Artificial Intelligence (US), 99–100, 208, 209

National Security Council (NSC) (US), 245–46

National Security Law (China), 79–80

“National Strategy to Secure Cyberspace” (US), 48–49

nationalism, 70

net, 170–71

techno-nationalism, 75–76, 184–85, 211, 212–15, 224, 249

NATO (North Atlantic Treaty Organization), 197–98

Navalny, Aleksei, 13–14, 163

NBC Universal, 357

NDRC (National Development and Reform Commission) (China), 203

NEC, 316

Negative List (China), 203–4

Neihan Duanzi, 89

net nationalism, 170–71

Netflix, 142–43, 163, 372

NetFreedom Task Force (US), 272

Netherlands, the, 113–14

antitrust investigations, 345

digital policy, 142

internet freedom initiatives, 272–73

nonregulation principle, 266–67

protections for platform workers, 128–29

smart cities, 296–97

tax regime, 142–43

NetzDG law (Germany), 140–41

neuralMatch, 39–40

New Age of Autarky, 214–15

New Delhi, India, 314

New IP (proposed), 306–7

New Jersey, 336

New York, 239–40, 336

New York Stock Exchange (NYSE), 14–15, 94, 173–78

New York Supreme Court, 43

New Zealand, 333–34

Christchurch terrorist attack (2019), 281–82

relations with China, 197–98

Singapore-New Zealand-Chile Digital Economy Partnership Agreement, 322

Newman, Abraham, 232

news industry

freedom of the press, 144

regulation of, 122–23, 351–52, 383

Next Generation of Artificial Intelligence Development Plan (China), 75

Nicaragua, 319–20

Nigeria, 295, 297–98, 335–36

NIO, 174–75

Nokia, 194

nongovernmental organizations (NGOs), 357

nonregulation principle, 265–70

North Africa, 272. see also specific countries

North America, 260–61. see also specific countries

North Atlantic Treaty Organization (NATO), 197–98

North Carolina, 46–47

North Korea, 134, 180–81, 197–98, 270–71, 274–75, 308

NPC (National People’s Congress) (China), 73–74

NSA. see National Security Agency

NSO Group, 316

Nvidia, 161–62, 312

NXP, 204–5

Obama, Barack, 51, 54–55, 60, 245, 272, 285–86

Office 365 (Microsoft), 154, 261–62

Ogun, Nigeria, 263

online advertising. see advertising

online content moderation. see content moderation

Online Copyright Directive (EU), 122–23, 129–30, 351–52

Online Freedom and Viewpoint Diversity Act (US), 277

online platforms, 65–66. see also specific platforms by name

Online Safety Bill (OSB) (UK), 342

Open Technology Fund (US), 276–77

Oracle, 161–62, 167, 171–72

Clean Company, 321

Internet City presence, 263

relations with Google, 358

Organization for Economic Cooperation and Development (OECD), 127, 142–43, 240–42, 374

OSB (Online Safety Bill) (UK), 342

Oxera, 137

Oxford Internet Institute, 282–83

Packingham v. North Carolina, 46–47

Pakistan, 194, 300, 389–90

Pakistan-China Fiber Optic Project, 295

Pakistan East Africa Cable Express, 300

Palantir, 316

Pan, Jennifer, 83

Pantami, Isa, 263

Papua New Guinea, 195

Paty, Samuel, 281–82

PayPal, 142–43

PCAOB (Public Company Accounting and Oversight Board) (US), 96, 177–78

PDPB (Personal Data Protection Bill) (India), 335

Pegasus spyware (NSO Group), 316

Peifer, Karl-Nikolaus, 325

Pelosi, Nancy, 53, 202–3, 216–17

Peng Shuai, 84–85

People’s Daily, 84

People’s Liberation Army, 78–79

People’s Republic of China (PRC). see China

personal data, 334

protection of, 111–13, 335. see also data protection

personal information, 334

Personal Information Protection Law (PIPL) (China), 91–92, 94–95, 175, 334–35

Philippines, 266–67, 300

Pichai, Sundar, 158

Pinduoduo, 98–99, 155, 174–75

Pinterest, 76–77

PIPL (Personal Information Protection Law) (China), 91–92, 94–95, 175

piracy, 48–49

Plan for Development of the New Generation of Artificial Intelligence (2017 AI Development Plan) (China), 208

Poland, 118, 126–27, 142, 143–44, 248

political advertising, 66

Political Consultative Conference, 73–74

politics

geopolitics, 58–59, 156–57, 162–63, 386


social media companies and, 362–63

tech companies and, 55–56

Pompeo, Mike, 202–3, 302, 320–21

populism, 116

Portugal, 126–27, 128–29, 142, 374

Prague Proposals, 320–21

PRC (People’s Republic of China). see China

press freedoms, 144

Prism program (NSA), 61

privacy. see also data privacy

California Consumer Privacy Act (CCPA), 54–55, 333, 336

California Privacy Rights Act (CPRA), 333, 336

Children’s Online Privacy Protection Act (COPPA) (US), 44–45

Consumer Privacy Bill of Rights (proposed), 51, 54–55

data collection and, 4–5

Data Privacy Directive (EU), 228–29

Data Privacy Framework (EU-US), 235

decisional, 4, 66, 368–69

by default, 330

by design, 112, 324, 330

EU norms, 19, 143–44

Privacy Act (Australia), 334

Privacy Shield (EU-US), 19, 230–33

right to, 4, 111–13

transatlantic data transfers and, 226–36

US concerns, 38

US law, 54–55, 149

western cultures, 58

Privacy International, 227–28

private power, 20

Prodigy, 43–44

Project Dragonfly (Google), 158, 178

propaganda, 13–14

50 Cent Army, 83

Chinese, 78–85

government, 282–83

Russian, 308, 312–13

state control by, 78–85

Taliban, 282

terrorist, 3, 117

prosperity initiatives, 98–99

protection(s). see also data protection

antitrust protectionism, 245–50

child protection systems, 39–40

digital protectionism, 72–77, 109, 133–34, 213–14, 224, 242–46

employment, for platform workers, 128–29

against harmful applications of AI, 113–15

of tech companies, 46–47

US Children’s Online Privacy Protection Act (COPPA), 44–45

US Internet Protection Act, 44–45

Public Company Accounting and Oversight Board (PCAOB) (US), 96, 177–78

public opinion

Chinese citizen response to surveillance, 88–91

common criticism of the Brussels effect, 353–56

management of, 299–300

support for regulation, 251–52, 362–64

“Public Pledge on Self-Regulation and Professional Ethics for China Internet Industry,” 84

Putin, Vladimir, 163, 310

PwC, 175, 207–8

the Quad, 322

Qualcomm, 189–90, 204–5, 224, 243

Qualcomm Ventures, 93

Quora, 76–77

Quran app, 156–57

Radio Free Europe and Radio Liberty (RFE/RL), 270

Raimondo, Gina, 168, 190–91, 245–46

RCom (Reliance Communications Ltd.), 194

Redbubble, 341

Reddit, 76–77

Reding, Viviane, 99–100

redistribution, 124–29

regulation(s)

alternatives, 287–89

American market-driven model, 6–10, 21–22, 23–24, 28–29, 33–68, 91–94, 106–7, 131–36, 221–54, 279–89, 361–64, 366–69

antitrust, 342–48

of artificial intelligence (AI), 15–16, 142, 251–52, 337, 348–53

Chinese state-driven model, 6–10, 21, 23–25, 28–29, 57–63, 69–104, 108, 131–36, 364–66, 387–88, 391

competing models, 149–82

of content moderation, 337–42

continuing conflict over, 386

of cyberspace, 36–38

of data privacy, 326–36, 382

digital empires, 6–16, 23, 31–145

of digital markets, 129–36

efficacy of, 142–45

enforcement of, 139–42, 377–78, 381–85

European rights-driven model, 6–10, 21–22, 23–24, 25, 28–29, 57–63, 91–94, 105–45, 221–54, 324–59, 361, 366–69

global battle, 1–29, 360–93

global consequences, 16–20

government through, 131

imperial rivalries, 10–16, 23, 147–254

of internet, 36–37, 44–45

of news industry, 351–52, 383

nonregulation principle, 265–70

overlap between models, 57–63, 91–94, 131–36

to preserve and strengthen democracy, 118–23

to promote fairness and redistribution, 124–29

Regulation on Platform-to-Business Relations (EU), 346–47

Regulation on Preventing the Dissemination of Terrorist Content Online (EU), 117

Russian state-driven model, 308–13

to safeguard fundamental rights, 110–18

self-regulation, 39–40, 47–48

of social media companies, 362–63

support for, 276, 383, 385

of technology, 1–29, 360–93

transatlantic battles, 26–27, 221–54

US–EU battles, 221–54, 387

Reliance Communications Ltd. (RCom), 194

Reno v. American Civil Liberties Union, 46

Republican Party, 56, 272

research and development

AI, 153–54, 197


Chinese students and researchers, 196–97

Defense Advanced Research Project Agency (DARPA) (US), 59

semiconductor, 59–60

RFE/RL (Radio Free Europe and Radio Liberty), 270

Rhodium Group, 93–94

Rice, Condoleeza, 271

rights

to be forgotten, 112–13, 339–40

California Privacy Rights Act, 54–55

Charter of Fundamental Rights of the European Union (EU Charter), 110–11, 112, 116

cyber civil rights, 53–54

digital, 324–59

digital society of rights and values, 25

European, 324–59

European Convention of Human Rights, 112

globalization of, 324–59

of Muslims, 156–57

to privacy, 4, 111–13

safeguarding, 110–18

rights-driven regulations

criticism of, 136–45

European model, 6–10, 16–20, 21–22, 23–24, 25, 28–29, 57–63, 91–94, 105–45, 221–54, 324–59, 361, 366–69

global influence, 16–20, 324–59

vs. market-driven regulations, 221–54

Roberts, Margaret E., 81–82, 83

Rohingya, 17–18, 280, 283

Romania, 144

Roskomnadzor, 309, 311–12

Ross, Wilbur, 226

Rozenshtein, Alan, 61–62

Rubio, Marco, 196–97

Rudd, Amber, 281–82

Rules on Counteracting Unjustified Extra-territorial Application of Foreign Legislation and Other Measures (Blocking Rules) (China), 200, 202

Russel, Stuart, 66–67

Russia

5G networks, 312

antitrust regulation, 344–45

battles with tech companies, 13–14, 163

BRICS Leaders Declaration, 303

content controls, 180–81

cyberattacks, 134

data localization requirements, 330–31

demands on Meta, 338

digital authoritarianism, 135, 308–13

Digital Divide projects, 268

disinformation campaigns, 120–21

Federal Security Service, 312–13

hate speech law, 140–41

and international code of conduct for information security, 303

internet sovereignty, 309–10

invasion of Ukraine, 13–14, 62, 163, 233–34, 253, 312–13, 384, 392

“law against Apple,” 312

propaganda, 308, 312–13

regulations, 308–13

relations with China, 310–13

sanctions against, 163, 197–98

search engine market, 260–61

social media restrictions, 284

Sovereign Internet Law, 308–9

surveillance technology, 312

tech diplomacy, 302


techno-autocracy, 389–90

US–Russia Cold War, 217–18, 270

Yarovaya law, 309

Russia Today, 312–13

Russian Antimonopoly Service (FAS), 344–45

Russian apps, 312

Russian hackers, 67

safe cities, 296–97, 300–1, 314–16. see also smart cities

Safe Harbor data transfer agreement, 111, 229–30

Safe Philippines project, 300

SAMR (State Administration for Market Regulation) (China), 204

Samsung, 215–16, 261

sanctions

Anti-Foreign Sanctions Law (AFSL) (China), 202–3

against China, 185–86, 197–99, 218–19

against Chinese firms, 102–3, 166–67

cyber sanctions, 206–7

to deter malicious cyber activity, 134, 197–99

against Russia, 163, 197–98

against Russian oligarchs, 309–10

Santiago, Chile, 263

SAP, 108, 136–37

Sasse, Ben, 192–93

Saudi Arabia, 270–71, 308, 316, 389–90

5G networks, 193–94

China’s influence on, 299–300

Saverin, Eduardo, 374–75

SCCs (standard contractual clauses), 231–32

Schmidt, Eric, 75, 208, 274–75, 389–90

Schmit, Nicolas, 128

Schneir, Bruce, 101

Schrems, 229–30

Schrems, Max, 230–32, 235–36

Schrems II, 230–34

Schwab, Andreas, 249

Schwartz, Paul, 325

science and technology diplomats, 302

search engines, 153–54. see also specific technologies

Secure Campus Act (US), 196–97

Secure Equipment Act (US), 193

Securities and Exchange Commission (SEC) (US), 14–15, 174–75, 176–78

security

cybersecurity, 60, 62, 173

Cybersecurity Law (China), 79–80, 94–95

Cybersecurity Review Measures (China), 94–95

Cyberspace Administration of China (CAC), 175

Data Security Law (DSL) (China), 79–80, 94–95, 175

international code of conduct for information security, 303

national, 66–67, 164–78

National Security Law (China), 79–80

Prague Proposals, 320–21

societal, 85

self-regulation, 39–40, 47–48, 63–64

self-sufficiency, 73–75, 199–211, 217–18

Semiconductor Industry Association (US), 218

semiconductors

advanced, 217–18


global market, 74–75, 134–35, 215–16

research and development, 59–60

US export controls, 190

US–China tech war, 211

Senegal, 285–86

Senkaku Islands (Diaoyu Islands), 156–57

SenseTime, 85, 189–90

Sequoia Capital, 373

Serbia, 301

sex trafficking, 51–52, 53–55

Shanghai Cooperation Organization, 303

Sharp Eyes initiative (China), 4–5, 86

Shein, 165

Shenzhen, China, 35

Sherry, Linda, 355–56

Shu Yinbiao, 305

Sichuan, China, 314

Siemens, 263, 321

Siemens/Alstom, 248

Silicon Allee (Berlin), 263

Silicon Lagoon (Lagos), 263

Silicon Roundabout (London), 263

Silicon Savannah (Nairobi), 263

Silicon Valley, 7–8, 33–35, 42, 92–93, 263, 283–84, 374

Silicon Wadi (Tel-Aviv), 263

Singapore, 266–67, 322

Singapore-New Zealand-Chile Digital Economy Partnership Agreement, 322

Siri (Apple), 59

Slack, 76–77

Small Business Administration (SBA), 59

smart cities

AI cities, 208–9

on Chinese Digital Silk Road, 195, 291–92, 296–97, 298, 305, 312, 314–15, 316–17

surveillance systems, 85–86, 296, 312, 316–17

technical standards, 305, 316–17

smartphones, 70–71, 215–16

Smith, Brad, 62, 138

Smith, Christopher, 276

Snap Inc., 76–77, 382–83

Snapchat, 116–17, 280–81

Snowden, Edward, 4–5, 7–8, 61, 198–99, 226–27, 229–30, 284–85, 287–88, 318–19

social credit, 8–9, 87–88

social fairness, 124

social media, 41, 64–65, 215–16

Chinese platforms, 80, 82–83, 154–55, 166–67, 293, 312–13

disinformation campaigns, 280–81

role in Brexit, 280

role in January 6, 2021 attack on the US Capitol, 141

role in terrorist attacks, 281–82

US platforms, 280–83

social media companies, 280–83, 362–63. see also specific companies by name

Social Principles of Human-Centric AI (Social Principles) (Japan), 349–50

social stability, 70

societal security, 85

Softbank, 176

software developers, 73

Soho China, 204

SolarWinds hack, 60

Sonos, 330

Sony Ericsson, 263

SoundCloud, 76–77

South Africa, 303

South America, 301. see also specific countries by name

South and South-East Asia, 260, 300. see also specific countries by name

South Korea, 211, 333–34, 337, 344–45

Anti-Google Law (Telecommunications Business Act 31), 347

Digital Divide projects, 268

techno-democracy, 389–90

Sovereign Internet Law (Russia), 308–9

sovereign RuNet, 308–9

sovereignty

data, 297

digital, 132–33, 135, 186, 215, 245–46, 354

internet, 288–89, 309–10

technological, 132–33, 180–81, 234

Spain

antitrust investigations, 345

data privacy law, 333–34

digital policy, 142

digital services tax (DST), 126–27, 239, 242

Google News withdrawal from, 122–23

privacy culture, 143–44

protections for platform workers, 128–29

restrictions on Chinese tech companies, 193–94

smart cities, 296–97

surveillance practices, 102, 143–44

speech

freedom of, 41–42, 46–47, 116–18

hate speech, 281

Hate Speech Code (Code of Conduct on Countering Illegal Hate Speech Online) (EU), 116–17

hate speech rules, 9–10, 55–56, 116–17, 140–41

NetzDG law (Germany), 140–41

splinternet, 16, 179–80, 181, 388

Spotify, 238

Sputnik, 312–13

spyware, 143–44, 316

standard contractual clauses (SCCs), 231–32

standards

China Standards 2035 plan, 304

Chinese, 291

Chinese influence on, 302–8, 316–17

data privacy, 324–25

digital trust, 320–21

IPv6+ (proposed), 307

New IP (proposed), 306–7

for smart cities, 316–17

technical, 291, 302–8, 316–17

Stanford University, 33–34, 59, 210–11

Stasi (East German Ministry for State Security), 111–12

State Administration for Market Regulation (SAMR) (China), 204

state aid, 243–44

state control

Chinese state-driven regulatory model, 6–10, 16–20, 21, 23–25, 28–29, 57–63, 69–104, 108, 131–36, 364–66, 391–92

criticism of, 99–104

global consequences, 16–20

vs. market-driven regulations, 36–40

Russian state-driven regulatory model, 308–13

with surveillance, 85–88

with tech companies, 88–91

Stop Online Piracy Act (SOPA) (US), 48–49

#StopHateForProfit boycott, 384

strategic autonomy, 132–34, 186

Stratton Oakmont v Prodigy, 43–44

subsidies, 134–35

Sudan, 297–98

Sugon, 161–62

Sullivan, Jake, 209, 251–52, 351

Summit of Democracy, 390

Sun Jiandong, 80

Sunstein, Cass, 64–65

surveillance capitalism, 4, 66, 135–36, 368–69

surveillance imperialism, 17

surveillance technology(-ies)

AI-driven, 85, 293

Chinese, 77–91, 297–98, 314–20

citizen response, 88–91

Commerce Control List (US), 188–89

and crime, 85, 296–97, 301, 314

cybersurveillance, 134

digital, 4–5, 61, 85–88, 99–100, 170

ECU-911, 301

globalization of, 314–20

government, 4–5, 17, 60–62

Safe Philippines project, 300

Snowden revelations, 4–5, 7–8, 61, 198–99, 226–27, 229–30, 284–85, 287–88, 318–19

standards for, 306

transatlantic data transfers, 226–36

Susquehanna, 93

Sweden, 142, 272–73, 319–20, 374, 389

Switzerland, 333–34

Syria, 3, 270–71, 274

T-12 group, 389

Taiwan, 78–79, 80, 211, 216–17, 319–20

Tajikistan, 303

Taliban, 274, 282

Tanzania, 282–83, 299

Tauzin, William, 44–45

taxation

bit taxes, 286

Data Mining Tax (New York), 239–40

digital services taxes (DSTs), 126–28, 142–43, 224, 236–41, 352

global deal, 240–42

national regimes, 142–43

Tech-10, 389–90

tech companies. see also specific companies by name

acquisitions, 50–51

AI developments, 208–9

battles among, 382

Chinese, 70–71, 93–94, 98–99, 102–3, 151–52, 164–79, 189–90, 192–96, 208–9, 215–16, 262–63

Clean Telcos, 320–21

concern with the Brussels effect, 353–59

content moderation, 338–39

countermeasures against the Brussels effect, 356–59

custodians of the internet, 141

data collection from, 61

data privacy policies, 326–32

European, 108, 136–37

global influence, 259–65

global sales, 215–16

government battles, 13–16, 25–26, 61–62, 152–64, 205, 222, 376–85

hardware companies, 73

internet companies, 70–71

large, 377–78, 381–85

largest public internet companies, 70–71

liberation of, 42–45

new governors, 259–60

political influence, 55–56

private power, 20

regulation of, 377–78. see also regulation(s)


Silicon Valley replicas, 263

social media companies, 166–67

state-controlled surveillance with, 88–91

terms of service, 338

US, 14–15, 108, 149–50, 151, 152–64, 205, 222, 257–58, 259–65

TechAmerica Europe, 357

technical standards, 291, 302–8

techno-autocracy(-ies), 22, 292, 388–93

techno-democracy(-ies), 22, 320, 388–93

techno-libertarianism, 34–35, 38–39, 257–89

techno-nationalism, 75–76, 184–85, 211, 212–15, 224, 249

techno-optimism, 33, 48, 122

technological self-sufficiency, 199–211, 217–18

technological sovereignty, 132–33, 180–81, 234

technology(-ies)

5G network, 133–34

backlash against, 55

censorship, 77–91

Chinese, 21, 72–75, 77–91, 92–93

chokepoint, 206

critical assets, 192–96

“Declaration for the Future of the Internet,” 390

decoupling from consumer markets, 178–82, 388

deep tech, 206–7

facial recognition, 85, 138, 298–99

geoblocking, 338, 339

hard tech, 96–97

regulation of, 1–29, 360–93. see also regulation(s)

science and technology diplomats, 302

smart city, 85, 296–97

standards for, 305

surveillance, 77–91

US export limitations on, 188–92

US–China tech war, 10–11, 96–97, 103, 151–52, 164, 179–80, 183–220, 295, 361, 366, 386, 387

technopolarity, 259–60

Tel-Aviv, Israel, 263

telecommunications

4G networks, 297–98

5G networks, 133–34, 187–88, 190, 192–94, 293, 301, 320–21

Chinese tech exports, 293

network equipment, 70–71, 194, 215–16

security guidelines, 320–21

Telecommunications Act (US), 43–44

Telecommunications Business Act 31 (Anti-Google Law) (South Korea), 347

Telegram, 285–86, 311–12

Tencent, 108, 154

antitrust blockade, 347–48

Chinese state support, 8–9, 71, 94, 391–92

DSR operations, 294–95

global influence, 70–71, 73, 208–9, 293

global revenues, 262–63

social responsibility programs, 98–99

US funding, 93–94

Teradyne, 218

terrorist attacks, 61–62, 281–82

terrorist propaganda, 3, 117

Tesla, 142–43, 215–16

Texas, 56, 336

TFDPA (Act on Improvement of Transparency and Fairness in Trading on Specified Digital Platforms) (Japan), 346–47

3rd Generation Partnership Project (3GPP), 305–6

Thomson, Derek, 101

Thucydides Trap, 216–17

Tiananmen Square protests (1989), 76–77, 78–79

Tibet, 78–79, 153–54

Tigrayans, 283

TikTok

battles with governments, 14–15, 151–52, 169–70, 193–94

Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code), 116–17

content moderation, 341

Disinformation Code, 120

global influence, 70–71, 100, 215–16, 260, 293–94

Indian ban on, 169–70, 193–94

relations with Meta, 170

Russian fines, 309–10

UK Parliament account, 169–70

US attempts to ban, 102–3, 151–52, 165–72, 200–1

US presence, 165, 178

Toomey, Patrick, 236

trade

Chinese exports, 290–323

digital trade agreements, 322–23

Export Administration Regulations (EAR) (US), 189–90

Export Control Reform Act (ECRA) (US), 188–89

transatlantic war, 236–42

US export controls, 15, 188–92, 218–19, 366

US–China trade war, 97, 185–86, 188–92, 200

Trade Act (US), 238–39

Trade and Technology Council (TTC) (US-EU), 252–54

Trans-Pacific Partnership, 213

transatlantic data transfers, 226–36

battles over, 222–23, 228–31

future directions, 231–36

standard contractual clauses (SCCs), 231–32

transatlantic regulatory battles, 26–27, 221–54

Transatlantic Trade and Investment Partnership, 253–54, 359

Transatlantic Trade and Technology Council, 359

transatlantic trade war, 236–42

Treaty of the European Union, 110, 118

Trip Advisor, 358

Truex, Rody, 197

Trump, Donald

America First policy, 213

complaints against EU antitrust policy, 245

disinformation propagation, 277–78

efforts to ban Chinese tech companies, 102–3, 166–68

efforts to discipline social media companies, 49–50

efforts to restrict entry of individuals from Muslim-majority countries, 156–57

internet freedom agenda, 276–77

and Malofeev, 309–10

presidential campaign (2016), 368–69

suspension from social media, 384

transatlantic trade war, 238–39

US–China tech war, 184–85, 192–93, 208, 213, 218

Tsargrad TV (YouTube channel), 309–10

TTC (Trade and Technology Council) (US-EU), 252–54

Tumblr, 76–77

Tunisia, 272–74

Turkey, 338, 344–45, 374

5G networks, 193–94

digital services taxes (DSTs), 352

21Vianet Group, 154

Twitch, 76–77

Twitter

Apple’s new anti-tracking measures and, 382–83

Arab Spring posts, 272

Chinese blockade, 76–77, 78–79, 80

compliance with EU laws and regulations, 116–17, 163

content moderation, 3, 7–8, 65–66, 337–38, 341, 377–78, 384–85

disinformation campaigns, 280–81

Disinformation Code, 120

employee walkout, 384–85

European headquarters, 142–43

fact checks, 49–50, 82–83, 277

global influence, 133–34, 257–58

harmful content, 141, 282–83

Hate Speech Code, 116–17

hateful conduct, 338

propaganda on, 282–83

purchase by Musk, 105

role in Brexit, 17–18, 280

role in cyberterrorism, 284

role in spread of false information, 65

Russian blockade, 163, 309–10, 311–13

support for internet freedom, 274–75, 284

withdrawal from China, 8–9

Uber, 165

Uber drivers, 128–29

UEL (Unreliable Entities List) (China), 200–1, 218–19

Uganda, 282–83, 317–18

Ukraine

battles with tech companies, 13–14

cyber defense, 62

Russian invasion of, 13–14, 62, 163, 233–34, 253, 312–13, 384, 392

unicorns, tech, 136–37

unipolar world, 386

United Arab Emirates, 193–94, 299–300

United Kingdom (UK), 337

5G networks, 301

antitrust regulation, 345–46

Brexit campaign, 17–18, 120–21, 280

Competition and Markets Authority, 345–46

content moderation, 342

data protection law, 333–34

digital policy, 142

digital services tax (DST), 126–27, 239, 242

e-commerce market, 262

G7 relations, 321–22

nonregulation principle, 266–67

Online Safety Bill (OSB), 342

Parliament, 169–70

protections for platform workers, 128–29

relations with China, 197–98

Remain campaign, 17–18

restrictions on Chinese tech companies, 193–94

tech diplomacy, 302

techno-democracy, 389–90

United Nations (UN), 111, 269, 288–89, 302–3, 307–8

United Nations Human Rights Council (UNHRC), 273

United States (US)

AI regulation, 351

AI research, 210–11

Allow States and Victims to Fight Online Sex Trafficking Act (FOSTA), 51–52, 53–54, 55

America First policy, 213

American Innovation and Choice Online Act, 53–54

anti-censorship principles, 267–68, 270–76

antitrust regulation, 5, 50–51, 244–45, 345, 347–48, 363

Bankruptcy Code, 374

battles with China and EU, 11–13, 15–16, 21, 26–27, 57

battles with tech companies, 13–16, 164–78

Biden administration, 53, 168, 196, 197–98, 241, 278–79, 321

Bureau of Cyberspace and Digital Policy, 278

Bush administration, 48–49, 257, 271, 276

Chamber of Commerce, 61–62

Children’s Online Privacy Protection Act (COPPA), 44–45

China Initiative, 196–97

Chinese influence in, 301

Chinese measures against, 199–207

Chinese tech companies in, 165

CHIPS and Science Act, 59–60, 211

Clarifying Lawful Overseas Use of Data Act (CLOUD Act), 222–23

Clean Network program, 320–21

Clinton administration, 36–37, 47–48, 257, 265–70, 276

Commerce Control List, 188–89

Committee on Foreign Investment in the United States (CFIUS), 195–96

Communications Decency Act (CDA), 5, 42–47, 53–54, 56–57, 64, 132, 137–38, 265–66, 286–87, 364

criticism of, 279–89

cyber sanctions, 197–99

cybersecurity, 61–62, 67, 276–77

Data Privacy Framework, 235

data privacy law, 235, 336

“Declaration for the Future of the Internet,” 390

Defense Advanced Research Projects Agency (DARPA), 59, 209

Department of Commerce, 60, 168–69, 188–89

Department of Defense, 59, 209

Department of Homeland Security, 60

Department of Justice (DOJ), 46–47, 50–51, 53–54, 196, 348, 363

Department of State, 271–75, 276–77, 278, 284

Department of the Treasury, 245

Development Initiative, 268

Digital Millennium Copyright Act, 44–45

digital policy, 57, 213, 250–54

digital services taxes (DSTs), 237, 239–40

digital trade agreements, 322

e-commerce market, 262

Entity List, 189–90, 200–1, 218–19

Executive branch, 47–50

Executive Order on Enhancing Safeguards for United States Signals Intelligence Activities, 235–36


Export Administration Regulations (EAR), 189–90

Export Control Reform Act (ECRA), 188–89

export controls, 15, 188–92, 218–19, 366

Federal Bureau of Investigation (FBI), 61–62, 196, 236

Federal Communications Commission (FCC), 44, 193

Federal Trade Commission (FTC), 50–51, 53–54, 139–40, 348, 363

Foreign Investment Risk Review Modernization Act (FIRRMA), 195

foreign policy, 40–41, 253–54, 272, 276–77, 278, 284

foreign students, 375

“A Framework for Global Electronic Commerce” (Framework), 48, 266–67, 286

G7 relations, 321–22

global influence, 16–20, 27, 257–89

Holding Foreign Companies Accountable Act, 96, 174

immigrants, 197, 374–75

imperialism, 17, 232

industrial policy, 59–60

Innovation and Competition Act, 190–91

International Strategy for Cyberspace, 48–49

Internet Freedom Grants, 273–74

internet freedom initiatives, 27, 257, 265–79, 284–87

Internet Protection Act, 44–45

Internet Regulatory Freedom Act, 44–45

Jordan Free Trade Agreement, 267–68

market-driven ethos, 42–52

measures against China, 187–99

Meeting the China Challenge Act, 190–91

National Science Foundation, 59

national security, 49–50, 66–67, 164–78, 233–34

National Security Agency (NSA), 4–5, 47–48, 61–62, 101, 198–99, 229–30, 318–19

National Security Commission on Artificial Intelligence, 99–100, 208, 209

National Security Council (NSC), 245–46

“National Strategy to Secure Cyberspace,” 48–49

nonregulation principle, 265–70

Obama administration, 48–49, 51, 54–55, 61–62, 257, 272, 276

Online Freedom and Viewpoint Diversity Act, 277

Open Technology Fund, 276–77

political process, 55–56

presidential election (2020), 277–78

privacy law, 5, 38, 333

Privacy Shield, 19, 230–33

Public Company Accounting and Oversight Board (PCAOB), 177–78

public opinion, 362–64

regulations, 6–10, 21–22, 23–24, 26–27, 28–29, 33–68, 91–94, 106–7, 131–36, 221–54, 361–64, 366–69

restrictions on Chinese tech companies, 165–78, 195, 388

Safe Harbor data transfer agreement with EU, 111, 229–30

sanctions against China, 102–3, 185–86, 197–99, 218–19


sanctions against Russian oligarchs, 309–10

scientific community, 196–97

Secure Campus Act, 196–97

Secure Equipment Act, 193

Securities and Exchange Commission (SEC), 14–15, 174–75, 176–78

self-sufficiency, 217–18

semiconductor funding, 211

Small Business Administration (SBA), 59

Stop Online Piracy Act (SOPA), 48–49

subsidies, 217–18

surveillance operations, 4–5, 7–8, 61–62, 101, 226–27, 229–30, 284–85, 287–88, 318–19

tech diplomacy, 302

techno-democracy, 389–90

techno-libertarianism, 257–89

technological leadership, 197

Telecommunications Act, 43–44

Trade Act, 238–39

Trade and Technology Council (TTC), 252–54

transatlantic regulatory battles, 26–27, 221–54

transatlantic trade relations, 236–40

Trump administration, 49–50, 168–69, 171, 185, 196–97, 200–1, 213, 228, 241, 253–54, 276–77, 320–21

universities, 375

US–China relations, 74–75, 162–63, 171, 323

US–China tech war, 10–11, 96–97, 103, 151–52, 164, 179–80, 183–220, 295, 361, 366, 386, 387

US–China trade war, 97, 185–86, 200

US–EU regulatory battles, 221–54, 359, 361–69, 387

US–EU relations, 127

US–Japan Digital Trade Agreement, 322

US–Russia Cold War, 217–18, 270

United States Capitol: January 6, 2021 attack on, 7–8, 66, 100, 141, 251, 286, 363–64, 367–68

United States Constitution, 41–42, 46–47, 50, 337

United States District Court for the District of Columbia (DDC), 168–69

United States House of Representatives, 102, 277

United States Overseas Private Investment Corporation, 268

United States Senate, 99–100

United States Supreme Court, 50

Citizens United, 355

FBI v Fazaga, 236

Packingham v. North Carolina, 46–47

Reno v. American Civil Liberties Union, 46

United States tech companies, 108, 316, 369–70. see also specific companies by name

battles in China, 14–15, 152–64, 205

battles with EU, 222

business practices, 149–50, 151

Chinese restrictions on, 76, 199–207

compliance with Arab laws and regulations, 162–63

compliance with Chinese laws and regulations, 149–51, 153–61, 178, 330–31, 391

compliance with EU laws and regulations, 116–17, 163, 324–25, 338


compliance with Russian laws and regulations, 163, 312, 338

compliance with Turkish demands, 338

compliance with Vietnamese laws and regulations, 162–63

criticism of, 280–84

global influence, 257–58, 259–65, 280–84

lobbying activity, 356–57, 358

Russian blockade, 163

support for internet freedom, 274–75

support for repressive regimes, 275–76

United States Treasury, 60

Universal Declaration of Human Rights, 111

universities, 375

University of Delaware, 59

Unreliable Entities List (UEL) (China), 200–1, 218–19

Uruguay, 333–34

US. see United States

user privacy. see privacy

Uyghurs, 87, 99–100, 101, 102, 185, 188–89, 219, 316

Uzbekistan, 274, 303

variable interest entity (VIE) structure, 174–75, 176–77

venture capital (VC), 33–34, 92–94, 209–10, 372–73

Verizon, 261–62

Vestager, Margrethe, 111, 249, 307

video-sharing platforms, 123. see also specific platforms by name

videoconferencing, 154, 261–62

VIE (variable interest entity) structure, 174–75, 176–77

Vietnam, 162–63, 193–94, 270–71, 274

Vimeo, 76–77

violence online, 3

Virginia, 336

virtual private networks (VPNs), 78–79, 90–91, 163, 171, 203–4, 387–88

Vogel, David, 332

Voice of America (VOA), 276–77

von der Leyen, Ursula, 132–33, 235

Walker, Kent, 383

Wall, Jeffrey B., 222

Walt, Stephen, 378–79

Wang, Can, 206–7

Wang Xing, 98–99

Watrix, 101

Waymo, 153–54

WeChat, 76–77, 154–55, 158–59

Indian ban on, 169–70, 193–94

US attempts to ban, 102–3, 151–52, 165–72, 200–1

Weibo, 76–77, 83, 84–85, 90–91, 154–55

WhatsApp, 317–18

acquisition by Meta, 330–31

Chinese blockade of, 154–55, 171

global influence, 17, 257–58, 260

role in activism, 100

role in terrorist attacks, 281–82

Whetstone, Rachel, 338–39

White House (US), 390

Whitman, James, 58

Wikipedia, 76–77

Windows OS (Microsoft), 154

Wittes, Benjamin, 56–57

women’s rights, 90

World Bank, 207–8

World Economic Forum, 36

World Internet Conference, 303–4

World Trade Organization (WTO), 184–85, 213, 268–69, 358

World War II, 111–12

Wu, Tim, 53–54, 63–64, 102–3, 170–71, 379

Wuzhen Declaration, 303–4

Wyden, Ron, 43–44

Xcerra Corporation, 195–96

xenophobia, 116

Xi Jinping, 70, 77–78, 79–80, 84–85, 88, 90–91, 95–96, 206, 214, 303–4

Xiaomi, 70–71, 73, 93, 96–97, 108, 215–16

Ximalaya, 175

Xinhua News, 84

Xinjiang, China, 80, 87, 99–101, 219

Yahoo!, 54–55, 61, 276

Yandex NV, 260–61, 344–45

Yang, David Y., 82

Yao Zhiqiang, 298–99

Yarovaya law (Russia), 309

Yelp, 247, 358

Yitu, 85

Youge Internet Technology, 158–59

YouTube

Apple’s new anti-tracking measures and, 382–83

Chinese blockade, 76–77, 153–54

Code of Conduct on Countering Illegal Hate Speech Online (Hate Speech Code), 116–17

compliance with EU laws and regulations, 163

compliance with Vietnamese laws and regulations, 162–63

content moderation, 3, 7–8, 337, 377–78

global influence, 257–58, 260, 328

harmful content, 141, 282

role in Brexit, 280

Russian blockade, 311

Tsargrad TV channel, 309–10

Yum China, 177

Zambia, 317–18

Zara, 165

Zeran v. America Online, Inc., 46

zero-sum competition, 219

Zhang, Angela, 73–74, 102–3

Zhang Xiaogang, 305

Zhang Yiming, 98–99

Zhao Houlin, 305

Zhao Jing, 160–61

Zhao Lijian, 82–83, 198–99, 318–19

Zimbabwe, 298–99, 314–15

Zine, 165

ZTE, 85, 293, 306

Big Data of Public Tranquility Project, 296–97

DSR projects, 294–95, 296–98

US restrictions on, 193

Zuboff, Shoshana, 66

Zuckerberg, Mark, 551nn.83–84, 551nn.87–89

criticism of Chinese policies and practices, 100, 159, 170, 180

support for EU GDPR-style laws, 333

support for OECD, 240–41

OEBPS/img/cover.jpg
DIGITAL
EMVIPIRES

BRADFORD





OEBPS/nav.xhtml


	

	

	

		Title Page



		Copyright Page



		Dedication



		Contents



		Introduction



		Part I: Digital Empires



		1. The American Market-Driven Regulatory Model



		2. The Chinese State-Driven Regulatory Model



		3. The European Rights-Driven Regulatory Model











		Part II: Imperial Rivalries



		4. Between Freedom and Control: Navigating Competing Regulatory Models



		5. The Battle for Technological Supremacy: The US–China Tech War



		6. When Rights, Markets, and Security Collide: The US–EU Regulatory Battles











		Part III: The Expansion of Empires



		7. The Waning Global Influence of American Techno-Libertarianism



		8. Exporting China’s Digital Authoritarianism through Infrastructure



		9. Globalizing European Digital Rights through Regulatory Power











		Conclusion



		Acknowledgments



		Notes



		Index













		i



		ii



		iii



		iv



		v



		vi



		vii



		viii





		1



		2



		3



		4



		5



		6



		7



		8



		9



		10



		11



		12



		13



		14



		15



		16



		17



		18



		19



		20



		21



		22



		23



		24



		25



		26



		27



		28



		29



		30



		31



		32



		33



		34



		35



		36



		37



		38



		39



		40



		41



		42



		43



		44



		45



		46



		47



		48



		49



		50



		51



		52



		53



		54



		55



		56



		57



		58



		59



		60



		61



		62



		63



		64



		65



		66



		67



		68



		69



		70



		71



		72



		73



		74



		75



		76



		77



		78



		79



		80



		81



		82



		83



		84



		85



		86



		87



		88



		89



		90



		91



		92



		93



		94



		95



		96



		97



		98



		99



		100



		101



		102



		103



		104



		105



		106



		107



		108



		109



		110



		111



		112



		113



		114



		115



		116



		117



		118



		119



		120



		121



		122



		123



		124



		125



		126



		127



		128



		129



		130



		131



		132



		133



		134



		135



		136



		137



		138



		139



		140



		141



		142



		143



		144



		145



		146



		147



		148



		149



		150



		151



		152



		153



		154



		155



		156



		157



		158



		159



		160



		161



		162



		163



		164



		165



		166



		167



		168



		169



		170



		171



		172



		173



		174



		175



		176



		177



		178



		179



		180



		181



		182



		183



		184



		185



		186



		187



		188



		189



		190



		191



		192



		193



		194



		195



		196



		197



		198



		199



		200



		201



		202



		203



		204



		205



		206



		207



		208



		209



		210



		211



		212



		213



		214



		215



		216



		217



		218



		219



		220



		221



		222



		223



		224



		225



		226



		227



		228



		229



		230



		231



		232



		233



		234



		235



		236



		237



		238



		239



		240



		241



		242



		243



		244



		245



		246



		247



		248



		249



		250



		251



		252



		253



		254



		255



		256



		257



		258



		259



		260



		261



		262



		263



		264



		265



		266



		267



		268



		269



		270



		271



		272



		273



		274



		275



		276



		277



		278



		279



		280



		281



		282



		283



		284



		285



		286



		287



		288



		289



		290



		291



		292



		293



		294



		295



		296



		297



		298



		299



		300



		301



		302



		303



		304



		305



		306



		307



		308



		309



		310



		311



		312



		313



		314



		315



		316



		317



		318



		319



		320



		321



		322



		323



		324



		325



		326



		327



		328



		329



		330



		331



		332



		333



		334



		335



		336



		337



		338



		339



		340



		341



		342



		343



		344



		345



		346



		347



		348



		349



		350



		351



		352



		353



		354



		355



		356



		357



		358



		359



		360



		361



		362



		363



		364



		365



		366



		367



		368



		369



		370



		371



		372



		373



		374



		375



		376



		377



		378



		379



		380



		381



		382



		383



		384



		385



		386



		387



		388



		389



		390



		391



		392



		393



		394



		395



		396



		397



		398



		399



		400



		401



		402



		403



		404



		405



		406



		407



		408



		409



		410



		411



		412



		413



		414



		415



		416



		417



		418



		419



		420



		421



		422



		423



		424



		425



		426



		427



		428



		429



		430



		431



		432



		433



		434



		435



		436



		437



		438



		439



		440



		441



		442



		443



		444



		445



		446



		447



		448



		449



		450



		451



		452



		453



		454



		455



		456



		457



		458



		459



		460



		461



		462



		463



		464



		465



		466



		467



		468



		469



		470



		471



		472



		473



		474



		475



		476



		477



		478



		479



		480



		481



		482



		483



		484



		485



		486



		487



		488



		489



		490



		491



		492



		493



		494



		495



		496



		497



		498



		499



		500



		501



		502



		503



		504



		505



		506



		507



		508



		509



		510



		511



		512



		513



		514



		515



		516



		517



		518



		519



		520



		521



		522



		523



		524



		525



		526



		527



		528



		529



		530



		531



		532



		533



		534



		535



		536



		537



		538



		539



		540



		541



		542



		543



		544



		545



		546



		547



		548



		549



		550



		551



		552



		553



		554



		555



		556



		557



		558



		559



		560



		561



		562



		563



		564



		565



		566



		567



		568



		569



		570



		571



		572



		573



		574



		575



		576



		577



		578



		579



		580



		581



		582



		583



		584



		585



		586



		587



		588



		589



		590



		591



		592



		593



		594



		595



		596



		597



		598



		599











OEBPS/img/tit.jpg





OEBPS/img/logo.jpg





