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Preface and Acknowledgments /

Every day of every year, each of us relies on information that
is provided by others. Even the most informed people have
direct knowledge of only a tiny fraction of the “facts” on
which their lives depend. When we choose what to eat and
where to go, what to trust and what to fear, we make use of
information that is conveyed to us by other human beings. It
is hard to overstate the importance of this fact, which is
responsible for many of humanity’s greatest errors and
largest successes. A major question is this: Is there a way for
all of us to know what each of us knows? And is it possible to
find such a way without eliminating the incentive to learn
more?

Much of my focus in this book is on deliberation, an
ancient form of interaction that will undoubtedly continue
as long as the human race. I emphasize that if we all want to
learn what each of us knows, deliberation is full of pitfalls.
Deliberating groups can blunder badly; sometimes they act
like mobs. One of my primary goals is to outline the dangers
and to show why they are likely to cause serious trouble if we
are not alert to them.

I also explore the nature and implications of new and, in
some ways, revolutionary methods for aggregating the
information held by many minds. These methods are
facilitated, or even made possible, by the Internet: prediction
markets, wikis, open source software, and blogs. Prediction
markets can be substitutes for deliberation, or at least
valuable complements. Wikis and open source software may
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or may not involve deliberation; in any case, they have
exceptionable promise. The world of blogs is full of delibera-
tion, and the blogosphere benefits from the views and
thoughts of countless minds. But it runs into the usual
pitfalls that undermine deliberation, sometimes in height-
ened forms.

At their best, the new methods have two remarkable
virtues. First, they show us fresh ways to obtain access to the
information held by many minds. Second, they show us how
we might dramatically improve the old method of delibera-
tion by increasing the likelihood that groups can learn what
their members know. Access to many minds contains risks,
because many people can and do blunder. But for society’s
most important institutions, dispersed information, if
elicited, is far more likely to lead to better understanding—
and ultimately to more sensible decisions in both markets
and politics.

This short book has been long in coming. Its develop-
ment has been an effort to vindicate the claim that products
are likely to be a lot better if information is properly aggre-
gated from numerous and diverse minds. Versions of this
book were presented as the Harold Leventhal Memorial
Lecture at Columbia Law School and as the keynote lecture
at the conference “Whither Democracy?” at Brandeis
University; I am very grateful for the comments and sugges-
tions offered on those occasions. I am also grateful to
participants in workshops at the AEI-Brookings Joint
Center for Regulatory Studies, Harvard Law School, the
John F. Kennedy School of Government at Harvard Univer-
sity, the University of Chicago Law School, and Yale Law
School.

Many friends and colleagues provided valuable comments
and discussions, including Michael Abramowicz, Bruce
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Ackerman, Ian Ayres, Jon Elster, Elizabeth Emens, Robert
Hahn, Bernard Harcourt, Douglas Lichtman, Anup Malani,
William Meadow, Martha Nussbaum, Eric Posner, Richard
Posner, Adam Samaha, and Adrian Vermeule; Abramowicz
and Samaha deserve extra thanks for rereading the manu-
script when it was nearing completion. Exceptionally helpful
readers’ reports were produced by Jack Balkin, David
Estlund, Robert MacCoun, and Richard Pildes, as well as by
two anonymous reviewers.

When I was in the middle of the manuscript, I sent an
e-mail to my friend and former colleague, Lawrence Lessig,
asking him some naïve questions about information aggre-
gation, wikis, and open source software. Lessig pointed me
in extremely helpful directions; equally important, he
invited me to post on his blog to try ideas and to receive
comments from an extremely informed set of readers. This
opportunity was exceptionally helpful, and I am most
grateful to Lessig and to the numerous commenters for their
thoughts, suggestions, and provocations. Though the book
offers a mixed and highly ambivalent picture of blogs, my
own experience chez Lessig was entirely positive. Lessig was
also generous enough to offer a set of comments on the
near-final manuscript.

At a later stage of the manuscript, I participated in a
conference in Chicago, organized by Dan Drezner and
Henry Farrell, titled “The Power and the Politics of Blogs.”
The participants made valuable corrections to several of my
arguments, especially those in chapters 4 and 5. Thanks in
particular to Drezner, Farrell, Eszter Hargittai, and Ethan
Zuckerman. Special thanks to Zuckerman for generously
reading relevant parts of the manuscript on wikis and open
source software. Zuckerman’s comments saved me from a
number of errors and also added valuable information, with
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many extremely helpful contributions. Remaining mistakes
are, of course, entirely my responsibility.

Warm thanks are due as well to two companies, Google
and Microsoft. Like most authors, I owe a general debt to
both companies for multiple services rendered; but in
particular, I am grateful to experts there for their willingness
to provide me with truly fascinating material about their
internal prediction markets. Bo Cowgill at Google and Todd
Proebsting at Microsoft deserve special gratitude for their
generosity and help.

This book grows out of a more technical essay, “Group
Judgments: Statistical Means, Deliberation, and Prediction
Markets,” New York University Law Review 80 (2005): 962.
Although the book is significantly longer, and broadens and
revises the argument quite substantially, I remain grateful to
the editors of the New York University Law Review not only
for permission to develop the argument presented there in
book form, but also for numerous helpful suggestions.
Wonderful research assistance was provided by Jeffrey
Harris, Jessica Hertz, Ken Merber, and Robert Park. For
financial support, I am grateful to the Herbert Fried Fund
and to the Law and Economics Program at the University of
Chicago Law School.

Particular thanks are due to three people. Reid Hastie
provided a great deal of patient help and tutoring on group
judgments. Saul Levmore taught me a lot about prediction
markets and the Condorcet Jury Theorem. Dedi Felman, the
book’s editor, provided support and substantive help at
multiple stages and made exceptionally helpful comments
on the manuscript in the final weeks.

I dedicate the book to Leon Wieseltier. Leon and I
became friends as students more than a quarter-century ago.
At major and minor stages, across countless joys and some
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sadnesses, I have been lucky to benefit from his boundless
generosity, humor, kindness, inventiveness, wisdom,
independence of mind, sense, and sheer capacity for life.



Each member of society can have only a small fraction of the

knowledge possessed by all, and . . . each is therefore ignorant of

most of the facts on which the working of society rests. . . .

civilization rests on the fact that we all benefit from knowledge

which we do not possess. And one of the ways in which civilization

helps us to overcome that limitation on the extent of individual

knowledge is by conquering ignorance, not by the acquisition of

more knowledge, but by the utilization of knowledge which is and

which remains widely dispersed among individuals.

—Friedrich Hayek, Law, Legislation, and Liberty,

vol. 1: Rules and Order

The presumption that Iraq had active WMD programs was so

strong that formalized [intelligence community] mechanisms

established to challenge assumptions and “group think,” such as

“red teams,” “devil’s advocacy,” and other types of alternative or

competitive analysis, were not utilized.

—Senate Select Committee on Intelligence, Report of the 108th

Congress, U.S. Intelligence Community’s Prewar Intelligence

Assessments on Iraq: Conclusions

A very numerous assembly cannot be composed of very enlight-

ened men. It is even probable than those comprising this assembly

will on many matters combine great ignorance with many preju-

dices. . . . It follows that the more numerous the assembly, the

more it will be exposed to the risk of making false decisions.

—Condorcet, Selected Writings

Imagine a world in which every single person is given free access

to the sum of human knowledge. That’s what we’re doing.

—Jimmy Wales, Founder, Wikipedia
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Introduction / Dreams and Nightmares

/ A Possible Future /
It is some time in the future. Businesses, governments, and
individual lives have been fundamentally transformed, above
all because of the rise of new methods for obtaining informa-
tion. Collaborative projects, often involving numerous strang-
ers, are growing in both scale and quality, to the benefit of
millions of people. Many of these projects are open to every
human being on the globe. It is also simple to find, almost
instantly, the judgments of “people like you” about almost
everything: books, movies, hotels, restaurants, vacation spots,
museums, television programs, music, potential romantic
partners, doctors, movie stars, and countless goods and services.

Some of the most dramatic changes involve public institu-
tions. The United States continues to face a number of serious
threats to its security, and the Department of Defense contin-
ues to play a central role in monitoring and counteracting
those threats. But in crucial ways, the day-to-day operations of
the department are strikingly different from what they were in
the earliest years of the twenty-first century. Many of the
department’s internal documents are “wikis”—Web pages that
are highly secure but that can be freely and immediately edited
by anyone who has access to them. The department’s personnel
manual is a wiki, and new requirements and procedures can
be instantly entered and made available to employees. Depart-
ment of Defense lawyers have a wiki for critical legal issues,
informally named Wikilaw and containing an extraordinary
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amount of material about legal problems of particular concern
to the department. Some important files involving national
security operate as wikis, too. These files are edited several
times each day, as new information emerges. High-level
officials in the department regularly consult the rapidly
changing wikis involving North Korea, Iraq, and Iran.

Much of the department’s work, of course, continues to
involve predictions for a highly uncertain future: about the
nature of apparent threats, about the stability of certain govern-
ments, about technology and even natural disasters. Department
analysts frequently consult “prediction markets”—markets in
which ordinary people are permitted to invest in, or bet on, what
is likely to happen. In the past several years, the outcomes of
prediction markets have proved exceedingly valuable to the
department, helping it to predict accurately that an apparently
unfriendly nation did not, in fact, have weapons of mass
destruction.

The department has recently created an internal prediction
market, allowing employees with relevant expertise to make
“investments” in forecasts about issues on which the general
public has little or no information. The early results of the
department’s market have been uncannily good. Recently the
market accurately foresaw, as high-level officials did not, the
fall of an unfriendly government in a Middle Eastern country.

Much of what is happening at the Department of Defense has
close analogues throughout the private sector. All over the world,
private organizations are relying on prediction markets to
foresee the likely fates of their own products and services.
Verizon, for example, takes full advantage of its internal
prediction markets, which forecast sales, launch dates for new
products, office openings, and much more. Warner Brothers and
Dreamworks rely on such markets to project likely revenues from
their films, sometimes even before production begins; company
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planning is greatly influenced by these projections. Wikis are in
pervasive use, allowing any authorized personnel in a company
to edit important documents involving rapidly changing business
plans. But many people believe that the most dramatic develop-
ment is the growing movement toward “open source science.”

Through open source science, the patent system is avoided,
and hence scientists do not need to pay for licenses to engage in
various activities, such as transferring genes into plants and
animals. As a result, free communication among scientists is
much easier. According to one enthusiast, “It isn’t about
making it cost-free or busting patents. It’s about harnessing the
latent creativity of a very large number of people who are out
of the loop right now.”1 Open source biotechnology has
achieved international attention and even acclaim. “Opening
the books on emerging technologies, making the information
about how they work widely available and easily accessible, in
turn creates the possibility of a global defense against accidents
or the inevitable depredations of a few.”2

/ True Stories /
All this is speculative fiction, with concocted accounts of the
practices of the Department of Defense, Verizon, Warner
Brothers, and Dreamworks. But the discussion of open
source science is based on actual facts, and the quotations
are entirely real. Even the speculative parts grow out of
actual practices. With respect to the aggregation of informa-
tion, we are in the midst of a genuine revolution—one that
is simultaneously affecting businesses, governments, and
individual lives all over the globe.

Consider just three examples:

1. How might a company forecast its own development?
Google has tried an innovative method.3 It created a
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|prediction market in which its employees could place “bets”
about a variety of outcomes of importance to the company.
Participants made forecasts about when products would
launch, their likely success, and much more. They invested
virtual money, which could be redeemed for various prizes.
By and large, the outcomes of Google’s prediction markets
have been stunningly accurate. Dispersed knowledge within
the company has been accurately aggregated in this way. The
reason is that many employees, each with private informa-
tion, have offered their own opinions, and the sum of those
opinions is usually right.

2. In 2003, the American Civil Liberties Union received
thousands of pages of documents relating to the treatment
of detainees being held at Guantánamo Bay in Cuba. The
ACLU was unable to review the documents simply because
of the huge number of pages and the small number of
people available to read them. But in 2005, a group of
volunteers used wiki software to expedite the process; as a
result, people can divide up their readings as they choose,
and they can post their findings in a common space. The
group was spurred into action by the influential liberal blog,
Daily Kos. At the wiki called dKosopedia, volunteers have
been reading and summarizing the massive material.

3. At a prominent university press, key judgments used to be
made as a result of a deliberative process, in which editors
discussed proposals with people from marketing and sales.
But these processes did not do well in incorporating changes
over time. Books are altered as they are written; costs
change, too; and estimates of likely sales do not remain
stable. The press now uses a special form, called “File 05,”
which operates as a wiki. The form is kept on a shared drive,
with material that “anyone can edit.” Updated material,
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covering changes in the book or its prospects, is entered
immediately. Individual knowledge is constantly reflected in
the file, and the business is working better as a result.

/ A Problem and Some Solutions /
Information is widely dispersed in society. Most human
beings on the planet have bits of information from which
others might benefit. But groups and institutions often fail
to obtain the information that individuals have. As a result,
they end up making avoidable and sometimes disastrous
mistakes.

Let us understand the word “group” to include any
collection of people. So understood, a group might be a
company, a religious organization, a legislature, a labor
union, a college faculty, a student organization, a local
government, even a nation. Suppose that the group’s
members, taken as a whole, already have a good deal of
knowledge. How might groups elicit the information they
need?

It is easy to identify four answers—four different meth-
ods of eliciting and aggregating information. First, groups
might use the statistical average of the independent judg-
ments of their members. Second, groups might attempt to
improve on those independent judgments by using delibera-
tion and asking for the reasoned exchange of facts, ideas, and
opinions; perhaps members will vote, anonymously or
otherwise, after deliberation has occurred. Third, groups
might use the price system and develop some kind of
market, through which group members, or those outside of
the group, buy and sell on the basis of their judgments.
Fourth, groups might enlist the Internet to obtain the
information and perspectives of anyone who cares to
participate. The Internet offers countless new possibilities
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here, encompassing the first three answers and going well
beyond them. These possibilities include massive surveys,
deliberative forums, prediction markets, books and re-
sources that anyone can edit, and open participation com-
bined with some kind of process for filtering and screening.

All of these methods have great potential, but all of them
also run into serious difficulties. The underlying problems
have implications not only for individual lives, and not only
for private organizations, but also for many institutions
involved in law and politics, including legislatures, adminis-
trative agencies, multimember courts, and even the White
House and the Supreme Court. As we shall see, some of
those problems might be reduced through careful institu-
tional design—and through an understanding of how
healthy aggregation of information can be made to occur.

For aggregating information, the Internet offers great risk
as well as extraordinary promise. Both the risk and the
promise come from the fact that with the Internet, it is easy
to obtain the views and even the collaboration of hundreds,
thousands, and conceivably even millions of people. Every
day, like-minded people can and do sort themselves into
echo chambers of their own design, leading to wild errors,
undue confidence, and unjustified extremism. But every
day, the Internet also offers exceedingly valuable exercises in
information aggregation, as people learn a great deal from
the dispersed bits of information that other people have.
Many people are curious, and they often seek out perspec-
tives that run counter to their own.

As a result, there are remarkable exercises in the develop-
ment of cumulative knowledge, producing an astonishing
range of new goods and activities. We shall see that some of
the underlying methods are novel and exceedingly dramatic.
They will be used far more ambitiously than they now are.
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With respect to the aggregation of information, we are in the
first stages of a revolution.

/ Information Cocoons and Wikis /
In the early days of the Internet, Nicholas Negroponte, a
media and technology specialist at the Massachusetts
Institite of Technology, prophecied the emergence of “the
Daily Me,” an entirely personalized newspaper in which
each of us could select topics and perspectives that we like.4

The Daily Me is a genuine opportunity, or risk, for some of
us, with occasionally unfortunate consequences for business
and democracy alike. The central problem involves informa-
tion cocoons: communications universes in which we hear
only what we choose and only what comforts and pleases us.

If a company creates an information cocoon, it is unlikely
to prosper, for its own decisions will not be adequately
challenged from the inside. Some companies fail for this
reason. If members of a political group—or a nation’s
leaders—live in a cocoon, they are unlikely to think well,
simply because their own preconceptions will become
entrenched. Some nations run into disaster for this reason. It
can be comforting for leaders and others to live in informa-
tion cocoons—warm, friendly places where everyone shares
our views—but major errors are the price of our comfort.
For private and public institutions, cocoons can turn into
terrible nightmares.

But there is another side of the story. Might human
knowledge be seen as a wiki? Certainly what we know
accumulates over time, as each person obtains access to
information held by widely diverse others and also contrib-
utes to that information. In the recent past, this develop-
ment of cumulative knowledge has become much faster and
much easier. Begin with products and services: In just a few
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seconds, it is already easy to find what “we” know and think
about cars, restaurants, movies, books, and services. In a few
seconds more, it is simple to add to this collective knowl-
edge, some of which may turn out to be anything but
comfortable. (You might learn that the car you think you
love needs a lot of maintenance, or smells funny.) On the
Internet, information is being shared at an astounding rate.
Amazon.com, for example, aggregates information both
through its ranking system and through customer reviews,
which can be both helpful and numerous. Often people are
surprised by what they see. Other examples are growing, in
number and in quality, every day, even every minute. The
great advantage of aggregated information is that, most of
the time, it is stunningly accurate.

What is true of products and services is true of politics,
science, literature, and much more. Suppose you would like
to learn about topics about which you now know nothing,
or that you are interested in exploring new or opposing
points of view. You can satisfy your curiosity almost in-
stantly. Often you will be challenged—sadder, in a way, but
also wiser. A great deal of material, both technical and more
general, can be found on multiple wikis, involving Irish
politics, flu, language, Star Wars, and far more; and if the
material is incomplete or incorrect, anyone can add new
material or correct it at the touch of a button.

No one writes a wiki. We all do, and for that reason a wiki
can be a collective product, sometimes even a Daily Us.
Whether or not you have ever contributed to a wiki or a
prediction market, many of your fellow citizens are doing so,
and their contributions are producing cumulative, aggre-
gated information that affects both private and public
behavior. Some company executives, formerly living in
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cocoons, have been surprised and illuminated by what wikis
and prediction markets have to say.

In these and other ways, the Daily Us, involving the rapid
growth of cumulative knowledge, is not a prediction. To an
increasing degree, we are living in it.

/ Deliberation, Democracy, and “Particles of Reason” /
Most of the time, both private and public institutions prefer
to make decisions through some form of deliberation.
Building on this fact, many people have paid a great deal of
attention to deliberative accounts of democracy itself. Like
many other nations, the United States aspires to be a
deliberative democracy, in part on the ground that with
deliberation, officials can consider diverse perspectives
and a great deal of information.

The theoretical foundations of deliberative democracy
have been elaborated in much detail, most prominently by
the German philosopher Jürgen Habermas.5 Indeed, increas-
ing attention is being devoted to methods for making
democratic processes more deliberative. Perhaps a more
deliberative nation can avoid serious mistakes both in war
and in peace. Carl Schmitt, critic as well as theorist of
democracy, wrote, “Parliament is . . . the place in which
particles of reason that are strewn unequally among human
beings gather themselves and bring public power under their
control.”6 If our goal is to have access to multiple “particles
of reason,” deliberation may be the best path. Because so
many people are inclined to this view,7 I devote a great deal
of attention to it here and attempt to show that it suffers
from extremely serious flaws.

James Fishkin, for example, has pioneered the idea of the
“deliberative poll,” by which people are asked to deliberate
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together on public issues and to state their judgments only
after the deliberative process is complete.8 Fishkin and Bruce
Ackerman have gone so far as to suggest a new national
holiday, Deliberation Day, on which people are asked to
congregate in groups to discuss and debate important issues
of public policy.9 Perhaps the proposal is unrealistic. Per-
haps citizens as a whole should not be expected to deliberate
much in a free society. But even if most people cannot spend
a lot of time on deliberation, representatives are supposed to
do precisely that.

A key question is this: Does deliberation actually lead to
better decisions? Often it does not.10 Group members may
impose pressures on one another, leading to extremism or to
a consensus on falsehood rather than truth. The idea of
“groupthink,” coined by Irving Janis, suggests that groups
may well promote unthinking uniformity and dangerous
self-censorship, thus failing to combine information and
enlarge the range of arguments.11 Countless groups do badly
not in spite of deliberation but because of it. The problem is
that deliberating groups often do not obtain the knowledge
that their members actually have.

As a real-world example of a serious failure of deliberation,
consider the account in the 2004 report of the Senate Select
Committee on Intelligence. That report explicitly accused the
Central Intelligence Agency of groupthink, through which the
agency’s predisposition to find a serious threat from Iraq
caused it to fail to explore alternative possibilities and to
obtain and use the information that its employees held.12 In
the committee’s view, the CIA “demonstrated several aspects
of group think: examining few alternatives, selective gathering
of information, pressure to conform within the group or
withhold criticism, and collective rationalization.”13 The
agency showed a “tendency to reject information that contra-
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dicted the presumption” that Iraq had weapons of mass
destruction. Because of that presumption, the agency failed to
use its own formalized methods “to challenge assumptions
and ‘group think,’ such as ‘red teams,’ ‘devil’s advocacy,’ and
other types of alternative or competitive analysis.” Above all,
the committee’s conclusions emphasize the CIA’s failure to
elicit and aggregate information that was actually in the
possession of its employees.

This claim is a remarkable and even uncanny echo of one
that followed the 2003 investigation of failures at NASA
surrounding the explosion of the space shuttle Columbia.
The investigation revealed the agency’s similar failure to
elicit competing views, including those based on informa-
tion held by agency employees.14 The Columbia Accident
Investigation Board explicitly attributed the accident to
NASA’s unfortunate culture, one that does too little to elicit
information. In the board’s words, NASA lacks “checks and
balances.” It pressures people to follow a “party line.” At
NASA, “it is difficult for minority and dissenting opinions to
percolate up through the agency’s hierarchy,” even though,
the board contended, effective safety programs require the
encouragement of minority opinions and a willingness to
acknowledge, rather than to conceal, bad news.15 The
general lesson is that political leaders, even at the highest
levels, often live in cocoons, and deliberation provides far
less help than it should.

To explain the failures of deliberation and the promise of
other methods for aggregating information, I explore the
consequences of two forces. The first consists of informational
influences, which cause group members to fail to disclose what
they know out of respect for the information publicly an-
nounced by others. If many people seem to think that Iraq
possesses weapons of mass destruction, or that a proposed
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shuttle launch is safe, then others might be quiet, thinking:
How can many people be wrong? The second force involves
social pressures, which lead people to silence themselves to
avoid the disapproval of peers and supervisors. Even if you
believe that group members are blundering, you might not
say a word simply because you do not want to risk their
displeasure.

As a result of these two forces, groups often fall prey to a
series of problems. They do not correct but instead amplify
individual errors. They emphasize information held by all or
most at the expense of information held by a few or one. They
fall victim to bandwagon or cascade effects. They end up in a
more extreme position in line with the predeliberation
tendencies of their members. Even federal judges, specialists
in the law, are vulnerable to the relevant pressures. Both
Republican and Democratic appointees to the federal courts
show especially ideological voting patterns when they are
sitting with other judges appointed by presidents of the same
political party.16 Indeed, deliberation often fails to aggregate
information even as it increases agreement and confidence
among group members. A confident, cohesive, error-prone
group—a company, a labor union, a military unit, a nation—
is nothing to celebrate. On the contrary, it might be extremely
dangerous both to itself and to others.

/ Beyond Deliberation /
How might these dangers be avoided? How might we obtain
access to the knowledge that is held by many minds?

One possibility is to build on the price system. As empha-
sized by socialism’s greatest critic, Friedrich Hayek, the price
system is a “marvel,” simply because of its extraordinary
power to aggregate information. As Hayek saw, markets
produce prices for steel, books, coffee, and candy in a way
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that incorporates the dispersed information held by numer-
ous people. In markets, people have an extremely strong
incentive to get it right. Certain information may remain
“hidden” in deliberating groups, but if there is profit to be
had, consumers and investors will act on that information,
which will not remain hidden for long. Partly for that
reason, market prices typically reflect a massive amount of
accurate information. They even create a kind of Daily Us.

Hayek did have an important blind spot. Markets can
incorporate falsehood as well as truth. Fads and fashions can
ensure inflated prices. A great deal of recent evidence shows
that markets are subject to the very problems that infect
deliberation—not only for ordinary products, but also for
stocks and cars and real estate. We shall nonetheless see that
prediction markets, a new innovation, often do startlingly
well simply because they are so effective at pooling informa-
tion. Who will win the next election or the Academy Award
for best actress? What products will make money, and what
products are bound to fail? Will the economy of Saudi
Arabia prosper in the next year? Through prediction mar-
kets, people can “invest” in the probability that certain
events will occur, and they will gain or lose money as a
result. The resulting forecasts incorporate, and provide, a lot
of knowledge. They are being enlisted by prominent busi-
nesses; governments would do well to use them, too.

What is the best way to ensure innovation? Open source
software also pools the information and even the creativity of
numerous people—not always because of economic incen-
tives, but sometimes because people like to contribute to
improvements. In a slogan made famous by Eric Raymond,
an open source theorist, “Given enough eyeballs, all bugs are
shallow.”17 The idea of open source is hardly limited to
software. Open source products, including biotechnology and
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medicine, might ultimately end up saving numerous lives,
especially, but not only, in poor countries.

The same principle helps account for the success of
Wikipedia, the free online encyclopedia that can be edited by
anyone at all. Indeed, wikis of various sorts are cropping up all
over the Internet, and they often work well as devices for
aggregating dispersed information. The rise of blogs, enabling
ordinary people to reach a significant audience, might well be
celebrated as a way of ensuring that far more bits of informa-
tion enter the public domain. Unfortunately, blogs spread
errors and falsehood as well, especially when like-minded
people are mostly talking and listening to one another.

To keep the analysis simple, I focus not on controversial
judgments of value but on questions with demonstrably
correct answers, now or in the future. What exactly hap-
pened in World War II? Does a certain nation have nuclear
weapons? Will a human being be cloned? Will the govern-
ment of Saudi Arabia be toppled? Will there be a flu pan-
demic? Will a terrorist attack hit the United States in the
next year? An understanding of how we might find, and fail
to find, answers to such questions should have implications
for questions of value as well. If deliberation often fails to
produce good answers to simple questions of fact, then it is
also likely to fail to produce good answers to disputed issues
of value. As it happens, the problems posed by informational
pressure and social influences apply in all domains. They
infect our most fundamental judgments about morality and
policy, not merely judgments about facts.

/ The Plan /
This book consists of six chapters, exploring different
methods for obtaining access to many minds. Chapter 1
begins the analysis with a description of a simple method for
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aggregating privately held information, one that relies on
majority rule. Certain questions might be answered by
asking a large group of people and assuming that the
majority’s answer, or the average answer, is right. The
resulting judgments of these “statistical groups” can be
remarkably accurate.18 If we have access to many minds, we
might trust the average response, a point that bears on the
foundations of democracy itself. But accuracy is likely only
under identifiable conditions, in which people do not suffer
from a systematic bias that makes their answers worse than
random. If we asked everyone in the world to estimate the
population of Egypt, or to say how many people have served
on the U.S. Supreme Court, or to guess the distance between
Mars and Venus, the average answer is likely to be wildly off.

Chapters 2 and 3 turn to deliberation. I explain why it is
both tempting and reasonable to expect that deliberation
will lead to major improvements on the judgments of
statistical groups. Many people have expressed the hope that
deliberation can ensure the triumph of the “forceless force
of the better argument.”19 Unfortunately, the hope is often
dashed. Informational pressures and social influences
contribute to the amplification of errors, hidden profiles,
cascade effects, and group polarization. Large groups are
often no better than small ones on this count.

Chapter 4 turns to some exciting and largely novel
methods for aggregating information. I compare the price
system and prediction markets, in which many people invest
in the outcomes of events. The foundation of the discussion
is Hayek’s treatment of the price system and his emphasis on
its remarkable ability to adapt itself “to millions of facts
which in their entirely are not known to anybody.”20 We
shall see that despite its excessive sunniness, this argument
contains some profound truth. In particular, prediction
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markets have performed remarkably well in diverse settings,
by, for example, calling presidential elections with uncanny
accuracy and also predicting the major Oscar winners,
changes in the economy, and even the weather. But markets
are not free from the problems that infect deliberation. The
task is to identify the circumstances in which prediction
markets will work well.

Chapter 5 turns to three ways to use the Internet to obtain
access to many minds: wikis, open source software, and
blogs. Wikis allow anyone to make changes in text. They
typically lack layers of review, and so there is a risk that
vandals, or people who are simply wrong, will defeat the
enterprise. Nonetheless, some wikis, most notably Wikipedia,
have been a smashing success, and there is much to learn
from this process. It is an understatement to say that much
more can be done with the wiki form. And as we shall see,
much of the excitement of the open source movement stems
from a simple fact: If we understand why open source
software works well, we might be able to use the open source
idea in many other contexts, including medicine and
science. These various points bear on other efforts to obtain
the views of many minds, as, for example, in the aggregation
of reviewers’ judgments about movies and art, and the use of
customer feedback on eBay and Amazon.com.

Many people are celebrating blogs as a way of ensuring
that dispersed information comes to public light; it is true
that the mass media itself has been corrected, on prominent
occasions, by bloggers. But blogs do not produce a price, a
product, or a text. In fact, the blogosphere offers a ca-
cophony of sounds, and in terms of accuracy and quality,
there is endless diversity—not merely clarity and sense and
justified outrage, but also half-truths, falsehoods, confu-
sions, self-promotion, and lies. In many ways, this is a
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blessing, because so much information is able to emerge, but
all of the problems with deliberation can be found there.

Chapter 6 offers an evaluation and comparison of various
ways of eliciting and aggregating knowledge. In addition, I
investigate ways to improve deliberation by both private and
public groups. The key question is how to obtain dispersed
information, and what we learn from prediction markets,
wikis, and open source software offers many clues about
how to do exactly that. Much of the book emphasizes the
pervasive problems with deliberation. But the ultimate goal
is to mend it, not to end it.

As I emphasize throughout, efforts to aggregate informa-
tion can lead people to extremism,21 complacency, and
error. Some people do live in information cocoons, spending
much of their time immersed in their particular Daily Me.
But many other people are taking advantage of new methods
for uncovering the widely dispersed knowledge that people
actually have. Some of America’s largest companies have
used wikis and prediction markets to excellent effect. The
most successful governments tenaciously guard against the
procedural problems described at the CIA and NASA; they
ensure that dispersed information is elicited rather than
hidden. As we shall also see, prediction markets, wikis, and
open source software offer new ways of accomplishing that
goal—and they simultaneously help to show how to make
the old ways work much better.
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Chapter One / The (Occasional) Power
of Numbers

Suppose that we want to answer a disputed question of fact.
The question might involve past events: When was Calvin
Coolidge elected president? How tall is the Eiffel Tower?
How many home runs did Babe Ruth hit? Or the issue might
involve a prediction about the future: Will Iran or North
Korea pose a genuine threat to U.S. security? Is global
warming a serious problem? Will the poverty rate, or
concentrations of specified air pollutants, increase in the
next year? Will a particular product sell? What will be the
effect of a hurricane? Is a flu pandemic going to strike
Europe? Will an endangered species recover?

A great deal of evidence suggests that under certain
conditions, a promising way to answer such questions is this:
Ask a large number of people and take the average answer. As
emphasized by James Surowiecki in his engaging and
illuminating The Wisdom of Crowds, large groups can, in a
sense, be wiser than experts.1 When the relevant conditions
are met, the average answer, which we might describe as the
group’s “statistical answer,” is often accurate, where accu-
racy is measured by reference to objectively demonstrable
facts.

Here’s one example: In 2004, members of the Society for
American Baseball Research were asked to predict the
winners of the baseball playoffs.2 Remarkably, strong
majorities of the 413 respondents correctly predicted all of
the first-round winners: New York, Boston, Houston, and
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St. Louis. At least as remarkably, a majority predicted,
correctly, that St. Louis would win the National League
pennant, and a large plurality predicted that the Red Sox
would win the American League pennant. A plurality also
favored the Red Sox to win the World Series. Hence, the
favored choice of the group was right 100 percent of the time.

Here’s another example: In 1999, the world champion of
chess, Garry Kasparov, agreed to play against the entire
world. The game was played on the Internet, with the World
Team’s decisions coming as a result of majority or plurality
vote. Four young chess experts were asked to suggest
possible moves, but the world was entitled to do as it wished.
To promote extended thinking, moves were slowed down to
permit one move every two days. Before the game began, it
was widely expected that Kasparov would win easily. How
could the majority or plurality view of the world’s players,
almost none anywhere near Kasparov’s level, hope to
compete with the world’s champion? But the game turned
out to be exceptionally close. After four grueling months,
Kasparov ultimately prevailed. But he acknowledged that he
had never expended as much effort on any game in his life,
and he declared that this was the “greatest game in the
history of chess.”3

One final example: To know whether a new movie is
good, it is useful to consult the judgment of the reviewer for
the local newspaper, especially if the reviewer is someone
whose opinions you know and trust. But for many people, it
is far more useful to aggregate the views of a number of
reviewers, and to take the average view as the most informa-
tive. Indeed, several magazines and newspapers now report
not merely the reaction of their own critic, but also the
aggregated judgments of numerous critics, showing a clear
awareness of the value of the average view of many people.
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Rotten Tomatoes, a Web site, makes it a general practice to
aggregate the evaluations of movie reviewers.

It is well-known that statistical answers from groups of
sufficiently large sizes tend to match the views of population-
wide samples. If you ask one hundred randomly selected
people to name their favorite television shows, you might
well end up with a good sense of the nation’s favorite
televison shows. This finding helps to explain why presiden-
tial polls tend to do fairly well: A randomly selected sample
will mirror the views of the population as a whole. The same
point helps to explain the use of juries as a measure of
community sentiment.4 If twelve randomly selected people
come to a certain conclusion, there is good reason to think
that the community as a whole would come to the same
conclusion. Through the same route, we can understand the
remarkable success of Google, the search engine. Why is
Google so good at finding what a particular searcher wants?
The answer is that it knows what most searchers want, and
most people want what most people want.5

But here the question is what is true, not what popula-
tions think. Let us therefore explore how statistical groups
actually perform.

/ Evidence /
Many of the studies of statistical groups involve quantitative
estimates. Consider a few examples:

1. In an early study, Hazel Knight asked college students to
estimate the temperature of a classroom.6 Individual
judgments ranged from 60 degrees to 85 degrees; the
statistical judgment of the group was 72.4 degrees, very close
to the actual temperature of 72 degrees. That judgment was
better than 80 percent of the individual judgments.
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2. When people are judging the numbers of beans in a jar,
the group average is almost always better than the individual
judgments of the vast majority of members. In one such
experiment, a group of fifty-six students was asked about a
jar containing 850 beans; the group estimate was 871, a better
guess than that of all but one of the students.7

3. Asked to rank the sizes of ten piles of buckshot, each only
slightly different in size from the others, the combined
group’s average guess was 94.5 percent accurate, far more so
than that of almost all individual group members.8

4. The British scientist Francis Galton sought to draw lessons
about collective intelligence by examining a competition in
which contestants attempted to judge the weight of a fat ox
at a regional fair in England. The ox weighed 1,198 pounds;
the average guess, from the 787 contestants, was 1,197
pounds.9

In light of these findings, many questions might be
answered, not deliberatively, and not with markets or
economic incentives, but simply by consulting many minds
and selecting the average response. Imagine that a large
company is attempting to project its sales for certain prod-
ucts in the following year; perhaps the company needs an
accurate projection to know how much to spend on labor
and promotion. Might it do best to poll its salespeople and
trust the average number?10 Or suppose that a company is
deciding whether to hire a new employee. Should it rely, not
on deliberation, but on the average view of its relevant
personnel? (Should people answer questions about their
personal lives—where to live, what car to buy, what job to
take, whom to date, whom to marry—by asking a number of
people and taking the average answer?)
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Or turn to the political domain and suppose that the
question is whether a war effort, or an environmental
initiative, will go well by some identifiable standard. Should
the president poll his advisors and take the average answer?
More broadly, might democratic judgments be almost
always right simply because many people are being asked
their views? To answer these questions, we have to know
why, in the relevant studies, the average judgment is so
accurate.

/ The Condorcet Jury Theorem /
The accuracy of judgments of statistical groups is best
explained by reference to the Condorcet Jury Theorem,
which offers one of the most interesting results in modern
social theory.11 To see how the Jury Theorem works, sup-
pose that people are answering the same question with two
possible answers, one false and one true. Assume, too, that
the probability that each voter will answer correctly exceeds
50 percent. The Jury Theorem says that the probability of a
correct answer by a majority of the group increases toward
100 percent as the size of the group increases. The key point
is that groups will do better than individuals, and big groups
better than little ones, so long as two conditions are met:
Majority rule is used, and each person is more likely than
not to be correct.

The theorem is based on some fairly simple arithmetic.
Suppose, for example, that there is a three-person group in
which each member has a 67 percent probability of being
right. The probability that a majority vote will produce the
correct answer is 74 percent.12 As the size of the group
increases, this probability increases, too. It should be clear
that as the likelihood of a correct answer by individual
members increases, the likelihood of a correct answer by the
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group also increases, at least if majority rule is used. If group
members are 80 percent likely to be right individually, and if
the group contains ten or more people, the probability of a
correct answer by the majority is overwhelmingly high—
very close to 100 percent.

Consider in this regard the hugely popular Zagat Survey,
which uses consumers’ evaluations as the basis for conve-
nient and well-organized guides to dining, travel, and
leisure. In the words of the Zagat Web site, its services
enable you to “see how thousands of people like you rate
over 30,000 Restaurants, Nightspots, Hotels and Attrac-
tions.” There are Zagat restaurant guides for more than
seventy markets worldwide, as well as guides to hotels,
resorts, and airlines. The premise of the Zagat Survey, as
stated by the Zagats themselves, is that “rating a restaurant
on the basis of thousands of experiences [is] inherently more
accurate than relying on one reviewer.”13 Zagat provides all
sorts of evaluations on its Web site, including “out-takes.”
(Examples: “Makes hunger an attractive alternative”; “To
call the food blech is an insult to blech”; “The food fills you
up—if you can keep it down.”) The phenomenal success of
the Zagat Survey is a tribute to the Condorcet Jury Theorem.
Because of the large numbers of people involved, and
because their own judgments are (mostly) better than
random, the likelihood of an accurate evaluation is very
high.

Notwithstanding its simplicity, the Jury Theorem has
implications for all sorts of questions, including the justifica-
tion of democracy itself.14 Its importance lies in its demon-
stration that groups are likely to do better than individuals,
and large groups better than small ones, if majority rule is
used and if each person is more likely than not to be correct.
The point bears on decisions of all kinds of groups, including
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businesses, religious organizations, even political institutions.
Suppose, for example, that employees at a large sneaker
company are asked how many pairs of a new brand are likely
to sell in the next year. If the employees are better-than-
random guessers, and if there are a lot of them, the average
answer will probably be fairly accurate. Or suppose that
doctors in a particular hospital are asked whether a particu-
lar operation is likely to be successful. If the doctors have
relevant expertise, and if there are more than a few doctors,
the average answer may well turn out to be the right one.

If we shift the lens from voters to representatives, we can
appreciate the argument for a large legislative body, such as
the U.S. House of Representatives; if each representative is
more likely than not to be right, then the majority is highly
likely to be right.15 Perhaps the outcomes of democratic
processes will generally be sound simply because majority
rule is used and because most citizens are more likely to be
right than wrong.16 For this reason, the Jury Theorem might
be taken to support democracy itself.

In fact, the Jury Theorem is easily taken to provide a new
reason to respect the often ridiculed outcomes of standard
opinion polls. Under the stated conditions, the majority
view can be trusted. If people are asked their beliefs about
some question, including the probability of some future
event, the answer might be far better than a random guess,
at least if most people are responding with something even a
little better than a random guess.

In the context of statistical groups, several of Condorcet’s
stringent and somewhat unrealistic assumptions are met.
Indeed, the likelihood that they will be met is higher with
statistical groups than with deliberating ones. Condorcet
assumed that (1) people would be unaffected by whether
their votes would be decisive, (2) people would not be
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affected by one another’s votes, and (3) the probability that
one group member would be right would be statistically
unrelated to the probability that another group member
would be right.17 The first two assumptions plainly hold for
statistical groups, such as those assessing the number of
beans in a jar or the weight of animals. People do not know
what others are guessing, and hence they cannot be influenced
by a belief that their judgments will make the difference to
that of the group. The third assumption may or may not be
violated. Those who have similar training, or who work
closely together, will be likely to see things in the same way,
possibly leading to a violation of the third assumption. On the
other hand, the Condorcet Jury Theorem has been shown to
work even in the face of violations of this third assumption;18

I put the technical complexities to one side here.19

The Dark Side of the Jury Theorem /
There is a dark side to the Jury Theorem, and it, too, has
important implications. Suppose that each individual in a
group is more likely to be wrong than right. If so, the
likelihood that the group’s majority will decide correctly falls
to zero as the size of the group increases!

Imagine that an organization consists of a number of
people, each of whom is at least 51 percent likely to be
mistaken. The organization might be a political party, a
religious group, a university faculty, or a terrorist group. The
probability that the organization will err approaches 100
percent as the size of the group expands. Condorcet explic-
itly signaled this possibility and its source: “In effect, when
the probability of the truth of a voter’s opinion falls below
½, there must be a reason why he decides less well than one
would at random. The reason can only be found in the
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prejudices to which this voter is subject.”20 The errors might
stem not only from “prejudices,” but also from confusion
and incompetence. On tricky math problems, there is no
reason to think that the average answer of a large group will
be right. So, too, on complex issues involving politics. Even
if people are competent, they might well be led astray,
especially if they are subject to “prejudices” or if they are
dealing with highly technical questions.

Of course, falsehoods are often the conventional wisdom.
We could imagine a bizarre version of Zagat Surveys,
consisting of people who do not know how to evaluate
restaurants; the resulting information would be unhelpful.
In many contexts, large numbers of people are in fact likely
to blunder. “Many Germans believe that drinking water
after eating cherries is deadly; they also believe that putting
ice in soft drinks is unhealthy. The English, however, rather
enjoy a cold drink of water after some cherries; and Ameri-
cans love icy refreshments.”21 At least one large group must
be wrong (the Germans, I believe!). A less innocuous
example: In some nations, strong majorities believe that
Arab terrorists were not responsible for the attacks of
September 11, 2001. According to the Pew Research Institute,
93 percent of Americans believe that Arab terrorists de-
stroyed the World Trade Center, whereas only 11 percent of
Kuwaitis believe that Arab terrorists destroyed the World
Trade Center.22 (And the citizens of Kuwait, saved from
Saddam Hussein by the United States, might be expected to
agree with Americans on this issue.)

In short, the optimistic conclusion of the Jury Theorem
holds only if we assume a certain level of accuracy on the
part of the people involved. For many reasons, the level of
accuracy may turn out to be low.
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/ Fun with Numbers /
To get a clearer sense of why statistical groups often
perform so well, note that even if everyone in the group is
not more than 50 percent likely to be right, the theorem’s
predictions may well continue to hold. Suppose, for
example, that 60 percent of people are 51 percent likely to
be right and that 40 percent of people are 50 percent likely
to be right; or that 45 percent of people are 40 percent
likely to be right and 55 percent of people are 65 percent
likely to be right; or even that 51 percent of people are 51
percent likely to be right and 49 percent of people are merely
50 percent likely to be right. Even under these conditions,
the likelihood of a correct answer, via majority vote, will
move toward 100 percent as the size of the group increases.
It will not move as quickly as it would if every group mem-
ber were highly likely to be right, but it will nonetheless
move.

We could imagine endless variations on these numbers.
The point is that even if a significant number of group
members are more likely to be wrong than right, majority
vote can produce the correct answer if the group is big
enough. Consider another possibility, one with great
practical importance: 40 percent of the group are more
likely than not to be right, and 60 percent are only 50
percent likely to be right, but the errors of the 60 percent are
entirely random. Because those who blunder do so ran-
domly, the group, if it is large enough, will still end up with
the right answer. Here is the reason: If a core of people has
some insight into what’s right, and if the rest of the group
makes genuinely random errors, the majority will be driven
in the direction set by the core. Suppose that one thousand
people are asked the name of the actress who played Princess
Leia in the first Star Wars trilogy and are given two possible
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answers: Carrie Fisher or Meryl Streep. If 40 percent of the
group choose Carrie Fisher (the right answer, of course!),
and if the other 60 percent make random guesses, Carrie
Fisher will emerge with the highest number of votes.

Of course, most of the relevant judgments in studies of
statistical groups do not involve a binary choice, that is, a
choice between two possibilities. The easiest cases for the
Jury Theorem ask a simple yes/no question, or one in which
the right answer to a quantitative problem is one hundred or
one thousand. Compare the very different question of how
many beans are in a jar, how many pounds a given object
weighs, how many bombs a nation has, or how many copies
of a certain book will sell in the following year. When many
options are offered, will the Jury Theorem hold? Note first
that in answering such questions, each person is effectively
being asked to answer a long series of binary questions: ten
beans or a thousand beans, twenty beans or five hundred
beans, fifty beans or one hundred beans, and so on. If a
sufficiently large group is asked to answer such questions,
and if most individual answers will be better than random,
the average answer may well turn out to be highly accurate.

Unfortunately, the combination of probabilities for a
series of binary results might mean that things will turn out
poorly. If someone is 51 percent likely to answer each of two
questions correctly, the probability that he or she will
answer both questions correctly is only slightly higher than
25 percent. Suppose that you are 51 percent likely to be right
on whether there are 800 or 780 beans in a jar, and also 51
percent likely to be right on whether there are 780 or 760
beans in a jar. Sad to say, you’re almost 75 percent likely to
get one or both of the two questions wrong; and things get
rapidly worse as the number of questions increases. If
someone is 51 percent likely to answer each of five questions
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correctly, the likelihood that he or she will answer all five
questions correctly is very small: a little over 3 percent. But
with many large groups, the average answer will nonetheless
be quite accurate. Here is the key point: If a significant
number of people are more likely to choose the correct
answer than any of the incorrect ones, and if errors are
randomly distributed, then the average judgment will be
quite reliable. The reason is that the errors will be randomly
assigned to the various possibilities, and the right answer will
emerge as the most popular.

More technical analysis demonstrates that even with a
range of options, the correct outcome is more likely to
attract plurality support than any of the others.23 The central
idea is that if voters face three or more choices, the likeli-
hood that the best option will win a plurality increases with
the size of the group if each individual voter is more likely to
vote for the best option than for any of the other ones.24 As
the number of voters expands to infinity, the likelihood that
the correct answer will be the plurality’s choice increases to
100 percent.

To bring the theory down to earth, consider the television
show Who Wants to Be a Millionaire? In this show, contes-
tants, when stumped, are permitted to pose questions of fact
to a personally appointed “expert” (someone thought by the
contestant to know a great deal) or, instead, the studio
audience. The studio audience significantly outperforms the
expert. Indeed, the studio answers are strikingly accurate,
with the plurality proving to be right more than 90 percent
of the time.25 The Condorcet Jury Theorem helps explain
why this is so. The guesses of most audience members are
better than random. And when most members of the
audience do not know the answer, their guesses tend to be
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randomly distributed, and hence those who know the right
answer can produce an accurate winner by plurality vote.

But now return to the dark side of the Jury Theorem, and
consider a situation in which the answers of 51 percent of the
group are likely to be worse than random. In that situation,
the likelihood that the majority of the group will err in-
creases toward 100 percent as the size of the group increases.
The same problem can beset pluralities, if the plurality is
more likely than not to err and if the judgments of those
outside the plurality are random. Under those unhappy
circumstances, the likelihood of a mistake will move toward
100 percent as the size of the group expands.

The numbers are artificial, but the problem is all too real.
For the number of beans in a jar, or the weight of an ox, or the
particular questions asked on Who Wants to Be a Millionaire?,
people are not wholly at sea. But if audience members were
asked to answer some technical question—the weight of the
moon, the distance from Mars to Venus, the number of
people who have served on the U.S. Supreme Court—there is
no reason to think the plurality would be right.

/ Blunders /
In this light, we can identify two situations in which the
judgment of a statistical group will be wrong. The first are
those in which group members show a systematic bias. The
second, a generalization of the first, are those in which their
answers are worse than random. The failures of statistical
judgments in these circumstances have strong implications
for other social failures as well—as individual blunders, with
respect to actual or likely facts, are transformed into blunders
by private and public institutions. Often statistical groups will
be wrong. Sometimes they will be disastrously wrong.
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Bias /
A systematic bias in one or another direction will create
serious problems for the group’s answers. Suppose that a
large number of Nazis were asked to answer some question
about the practices of Jews, or that thousands of slaveholders
were asked to assess the intellectual capacities of slaves, or
that Arab terrorists were asked about the recent history of
the United States, or that men with discriminatory attitudes
were asked to make some evaluations of women’s abilities.
Major errors would be inevitable, however large the number
of people involved. Or suppose that some bias is leading
people to favor one or another product (say, shoes or cereal)
or even a candidate for public office; perhaps most citizens
have been manipulated or misled. The dark side of the Jury
Theorem can guarantee error from many minds. Condorcet
was fully alert to this problem, saying that it is “necessary,
furthermore, that voters be enlightened; and that they be the
more enlightened, the more complicated the question upon
which they decide.”26

Consider a simple example. It is well-known that people
are susceptible to anchors, in the form of starting points that
can greatly bias their judgments. If, for example, an experi-
menter anchors people on a misleading number, the average
judgment will almost certainly be wrong. Suppose that a jar
contains eight hundred jelly beans, and the experimenter
happens to say, sweetly and very quietly, “Many jars of jelly
beans, though not necessarily this one, have five hundred
jelly beans,” or even, “I’m asking this question to 250
people.”27 In either case, the low number will likely operate
as an anchor, and people’s answers will be systematically
biased toward understating the actual number, producing an
unreliable average. One study demonstrates more generally
that a group’s statistical estimate is likely to be erroneous
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“when the material is unfamiliar, distorted in a way such
that all individuals are prone to make similar errors of
estimation.”28

The Jury Theorem is about juries, of course, and anchors
have significant effects all over the legal system. For ex-
ample, the plaintiff’s initial request is likely to affect the
jury’s damage awards for harms that are difficult to mon-
etize. Suppose that someone is suing for libel, sexual harass-
ment, or emotional distress, and that he seeks $75 million in
damages. That (perhaps outlandishly high) number is likely
to influence the jury simply because it operates as an anchor.
Groups are no less subject to those effects than individuals.29

Even judges have been found to be subject to irrelevant
anchors,30 and there is every reason to believe that multi-
member courts would be at least as vulnerable to them as
individual judges are.31

The effect of anchors is a simple demonstration that when
many people suffer from the same bias, the average answer
will not be reliable at all. Legislatures and executive officers
may make bad decisions for this very reason. Speaking of
democracy in general, Condorcet made the point clearly,
calling it “a rather important observation”: “A very numer-
ous assembly cannot be composed of very enlightened men.
It is even probable than those comprising this assembly will
on many matters combine great ignorance with many
prejudices. Thus there will be a great number of questions
on which the probability of the truth of each voter will be
below ½. It follows that the more numerous the assembly,
the more it will be exposed to the risk of making false
decisions.”32 (It is often hoped that deliberation will correct
people’s mistakes, a hope to which I will turn in due course.)

Condorcet contended that because of the risk of pervasive
prejudice and ignorance, “it is clear that it can be dangerous
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to give a democratic constitution to an unenlightened
people.” Even in societies with relatively enlightened people,
he believed, citizens should not make decisions themselves,
but should generally be restricted to the role of electing
representatives, “those whose opinions will have a large
enough probability of being true.”33 There is a clear and
direct link between Condorcet’s conclusions on this count
and the founding of the U.S. Constitution. The American
founders, most prominently James Madison, did not want
direct self-rule, preferring instead to permit voters to choose
enlightened and virtuous representatives. The U.S. Constitu-
tion is based on a belief that ordinary citizens, fallible as they
are, should not make laws on their own. Their role is instead
to select lawmakers: enlightened people “whose opinions
will have a large enough probability of being true.”

Random or Worse /
Suppose that people are asked not about the number of jelly
beans in a jar, but about the number of atoms in a jelly bean.
On that question, most people’s answers are hopelessly ill-
informed, and there is no reason at all to trust their judg-
ments. If every person in the world were asked to guess the
number of atoms in a jelly bean, the average answer is most
unlikely to be accurate. If every person in France were asked
to specify the gross domestic product of India, or the
number of World Series won by the New York Yankees, or
the total population of Ethiopia, the average answer would
probably be wildly off.

Consider the embarrassing outcome of a small-scale
study that I conducted at my home institution, the Univer-
sity of Chicago Law School. A number of faculty members
were asked the weight, in pounds, of the fuel that powers
space shuttles. The actual answer is 4 million pounds. The
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median response was two hundred thousand; the average
was 55,790,555 (because of one outlier choice)—both wildly
inaccurate.

In a binary choice, of course, people’s answers will be
worse than random only if they are unaware of how little
they know. If they know that they are likely to be wrong,
they should choose randomly, which gives them a 50 percent
probability of being right. But sometimes people think they
know a lot more than they do, and many tasks do not
involve binary choices at all. We have seen that when there
are many options, a plurality can do well if group members
are more likely to choose the right option than any of the
wrong ones. But even so, there is a qualification: The right
option will attract fewer votes than all the wrong ones if
these are taken in combination. Suppose, for example, that
Americans are asked the name of the president at the time
Congress enacted the Occupational Safety and Health Act
and are given four options: Kennedy, Johnson, Nixon, and
Reagan. Even if the plurality is able to identify the right
answer (Nixon!), it is highly likely that Kennedy, Johnson,
and Reagan will attract more total votes than Nixon will.
And sometimes the plurality itself will blunder. I am willing
to predict that pluralities of randomly selected groups of
Americans would not select Nixon in the case just given. In
short, statistical groups will err if confusion and ignorance
are so widespread that individuals’ answers are worse than
random.

Here, too, there are evident applications to many contexts
in business, politics, and law. Suppose that company em-
ployees are too optimistic about a new product, or that
members of a legislature overstate the risks caused by certain
pollutants, or that federal judges systematically err about
scientific issues. If so, then the relevant judgments will be



38 / Infotopia

erroneous even if the beliefs of numerous people are being
considered and averaged.

There is another problem. Interest groups will often be a
source of error in the political domain. They will bring their
power to bear, leading representatives in bad directions.
Political blunders, and sometimes severe injustice, are the
result. In the context of environmental protection, for
example, powerful private groups have often been able to
push Congress to favor their interests, such as coal produc-
tion, even though pollution reduction is the nominal goal.34

Statistical Answers and Experts /
Should statistical averages be used more frequently than they
now are? Do statistical averages outperform experts?

Everything depends on the competence of the experts.
Suppose that we could find real experts on estimating the
weight of oxen or on counting jelly beans; suppose, too, that
we understand expertise to be the ability to make accurate
assessments. If so, then these (admittedly weird and obses-
sive) experts would, by definition, do better than statistical
averages. In the real world, we must often choose between a
small group of people, each with a large amount of informa-
tion, and a large group of people, each with a small amount
of information. Sometimes the large group is worse.

Imagine that a group of people is trying to decide how
many Supreme Court decisions have invalidated a state or
federal law, or the number of lines in Antigone, or the
weight of the most recent winner of the Kentucky Derby.
Would it make the slightest sense to poll group members
individually and to assume that the average response is
accurate? If the group is large enough, the average answer
will be quite good, at least if group members are not
systematically biased and if many or most are more likely
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than not to be right. (I conducted such a poll with faculty
at the University of Chicago Law School. We did exceed-
ingly well in estimating the weight of the horse who last
won the Kentucky Derby. We did fairly badly in estimating
the number of lines in Antigone. We did horrendously with
the number of Supreme Court invalidations of state and
federal law.)

If experts are available, it would make sense to obtain a
statistical answer from a group of them, rather than to select
one or a few. If experts are likely to be right, a statistical
group of experts should have exactly the same advantage
over individual experts as a statistical group of ordinary
people has over ordinary individuals. Many expert minds are
likely to be better than a few. A great deal of evidence
supports this claim.35 Return to the 2004 baseball predic-
tions described earlier; the judgments of statistical groups of
baseball experts were uncannily accurate. Because those
judgments were perfect as a group, they could not possibly
be inferior to that of any individual expert.

There is more systematic evidence in this vein. In a
series of thirty comparisons, statistical groups of experts
had 12.5 percent fewer errors than individual experts on
forecasting tasks involving such diverse issues as cattle and
chicken prices, real and nominal GNP, survival of patients,
and housing starts.36 Statistical groups of experts signifi-
cantly outperformed individual experts in predicting the
annual earnings of firms, changes in the U.S. economy, and
annual peak rainfall runoff.37 For private and public
institutions, the implication is straightforward: “Organiza-
tions often call on the best expert they can find to make
important forecasts. They should avoid this practice, and
instead combine forecasts from a number of experts.”38

(Leaders of companies and nations should take note.)
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For political polling, it has become standard practice to
combine a set of poll results and to rely on the average or
median, rather than to select one or two. The most sophisti-
cated treatment here involves Polly, a computer program
designed to predict the results of the 2004 presidential
election.39 How did Polly do? In the exuberant words of
Polly’s manager:

POLLY WAS RIGHT! Who would win in Novem-
ber—George W. Bush or John F. Kerry? This question
consumed Polly since March, when her page was
launched. She heard from many sources, including
268 polls, 10 forecasting models, three surveys over as
many months of a select panel of American politics
experts, and the Iowa Electronic Markets (IEM). . . .
Averaging across methods . . . Polly calculated the
Pollyvote, the share of the two-party vote (that is,
omitting third-parties) that Bush was predicted to
win. Once or twice a week our parrot would post the
latest value of the Pollyvote on this page and, invari-
ably, even as Bush’s standing in the polls sank in July
. . . this variable showed Bush would win on election
day. Not once during the past eight months did the
value of the Pollyvote dip below 50 percent. . . . Then,
on the morning of November 2, Polly posted her final
forecast: President Bush would take 51.5 percent of the
two-party vote. This hit bull’s eye! As far as Polly
knows, no other forecast, by pollster, pundit, or
scholar, got it exactly right.40

There is a general lesson here for predictions about
electoral outcomes. In routine polling, forecasters often lack
enough different polls on the same question; they might
instead use multiple indicators, a range of diverse questions
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that tap into the same underlying sentiment. The answer
might be averaged into some kind of composite, one that is
likely to be more reliable than individual items.41

Might understandings of this kind be adapted for use in
determining public policy? Compare in this regard the
Copenhagen Consensus, generated by a group of economists
in an attempt to inform policy judgments about global risks,
that is, hazards faced by millions of people all over the
world.42 The Copenhagen Consensus emerged from an
effort to evaluate a series of possible government interven-
tions involving (among other problems) climate change,
water and sanitation, hunger and malnutrition, free trade,
and communicable diseases (including AIDS/HIV). Experts
were asked about the best way to promote global welfare,
particularly the welfare of developing countries, assuming
that $50 billion was made available for that purpose. Each of
the experts ranked the possible projects, allowing the
production of an overall ranking (reflecting the average
rankings of the experts taken as a whole). As it happens,
climate change was lowest on the list, and addressing
communicable diseases, reducing hunger and malnutrition,
and free trade were at the top.

I do not mean to say that the results of this particular
exercise are correct; everything depends on whether the
relevant experts were in a position to offer good answers on
the questions at hand. If the experts suffer from a systematic
bias, or if their answers are worse than random, any effort to
aggregate expert judgments will produce blunders. Maybe
we shouldn’t trust the people who participated in the
Copenhagen Consensus. But if statistical averages are a good
way to aggregate knowledge when ordinary people know
something of relevance, then they are also a good way to
aggregate knowledge from experts.43
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/ No Magic Here /
At first glance, the accuracy of statistical judgments looks
like a parlor trick or even a kind of magic. How can the
average member of a large group of people turn out to
“know” the number of beans in a jar, the weight of an
animal, the likely winner of sports events, the outcome of
future elections? We can now see that there’s no magic here.
The explanation lies in simple arithmetic and the Condorcet
Jury Theorem. If most people are more likely than not to be
right, then the average judgment of a a large collection of
people will be uncannily accurate. And if those without
knowledge make random errors, then large groups can also
arrive at the truth simply because the average judgment will
be determined by those who have relevant information.

But we can also specify the conditions under which
groups, large or small, will certainly err. As Condorcet
emphasized, those conditions are not difficult to find. In
many domains, most people are not likely to be right, and
their errors will be systematic rather than random.

Should policy be made by opinion polls? The Jury
Theorem makes this question less senseless than it might at
first seem. But for groups and institutions, including
democratic ones, it would be wrong to suggest that the best
approach to hard questions is to ask a large number of
people and to take the average answer. That approach is
likely to work only under distinctive circumstances: those in
which many or most people are more likely than not to be
right. Such circumstances might be found when, for ex-
ample, a company president is asking a group of informed
advisors about the proper course of action, or when a dean
at a university is asking a faculty whether to hire a certain
job candidate, or when a head of a government agency is
consulting a group of scientists about whether a particular
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pollution problem is likely to be serious. In all of these cases,
there is reason to trust the people who are being asked, and
hence the average answer is peculiarly likely to be right.

But it would make no sense to make policy by asking
everyone in the world whether the United States should sign
the Kyoto Protocol, or whether genetic engineering poses
serious risks, or whether a significant increase in the mini-
mum wage would increase unemployment, or whether the
death penalty has a deterrent effect on crime, or whether
rent control policies help or hurt poor tenants. In these
cases, there is a great risk that error and confusion at the
individual level will be replicated at the level of group
averages.

The implications for group behavior and democracy are
mixed. To the extent that the goal is to arrive at the correct
judgments on facts, the Condorcet Jury Theorem affords no
guarantees. In numerous domains, too many people are
likely to blunder in systematic ways. Indeed, well-function-
ing groups, and well-functioning democracies, fully recog-
nize this point, and they delegate fact-finding authority to
specialists who know what they are doing.

But for generalists as well as specialists, in the private
sector and the public domain, an important question
remains: Will deliberation help?
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Chapter Two / The Surprising Failures
of Deliberating Groups

Let us begin with three examples of deliberation in action.

1. In the summer of 2005, a small experiment in democracy
was held in Colorado.1 Sixty American citizens were brought
together and assembled into ten groups, each consisting of
five to seven people. Members of each group were asked to
deliberate on three of the most controversial issues of the
day: Should states allow same-sex couples to enter into civil
unions? Should employers engage in “affirmative action” by
giving a preference to members of traditionally disadvantaged
groups? Should the United States sign an international treaty
to combat global warming?

As the experiment was designed, the groups consisted of
either “liberal” and “conservative” members, the former
from Boulder, the latter from Colorado Springs. In the
parlance of election years, there were five Blue State groups
and five Red State groups: five groups whose members
initially tended toward liberal positions on the three issues,
and five whose members tended toward conservative
positions on those issues. People were asked to state their
opinions anonymously both before and after fifteen minutes
of group discussion. What was the effect of discussion?

The results were simple. In almost every group, members
ended up with more extreme positions after they spoke with
one another. Discussion made civil unions more popular
among liberals; discussion made civil unions less popular
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among conservatives. Liberals favored an international
treaty to control global warming before discussion; they
favored it more strongly after discussion. Conservatives were
neutral on that treaty before discussion; they strongly
opposed it after discussion. Mildly favorable toward affirma-
tive action before discussion, liberals became strongly
favorable toward affirmative action after discussion. Firmly
negative about affirmative action before discussion, conser-
vatives became even more negative about affirmative action
after discussion.

Aside from increasing extremism, the experiment had an
independent effect: It made both liberal groups and conser-
vative groups significantly more homogeneous—and thus
squelched diversity. Before members started to talk, many
groups displayed a fair bit of internal disagreement. The
disagreements were reduced as a result of a mere fifteen-
minute discussion. Even in their anonymous statements,
group members showed far more consensus after discussion
than before.

It follows that discussion helped to widen the rift between
liberals and conservatives on all three issues. Before discus-
sion, some liberal groups were, on some issues, fairly close to
some conservative groups. The result of discussion was to
divide them far more sharply.

2. On April 17, 1961, the U.S. Navy, the U.S. Air Force, and
the Central Intelligence Agency helped fifteen hundred
Cuban exiles in an effort to invade Cuba at the Bay of Pigs.
The invasion was a disaster.2 The Cuban army, consisting of
twenty thousand well-trained soldiers, killed a number of
the invaders and captured most of the remaining twelve
hundred. Two American supply ships were sunk by Cuban
planes; two fled; four failed to arrive in time. The United
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States was able to obtain release of the twelve hundred
prisoners, but only in return for $53 million in foreign aid to
Cuba, along with international opprobrium and a strength-
ening of relations between Cuba and the Soviet Union.

Soon after the failure, President Kennedy asked, “How could
I have been so stupid to let them go ahead?”3 The answer
does not lie in the limitations of Kennedy’s advisors, an
exceptionally experienced and talented group. Indeed, the
invasion of Cuba followed a lengthy process of deliberation,
in which all participants were free to have their say. Some of
Kennedy’s advisors entertained private doubts, but they
“never pressed, partly out of a fear of being labelled ‘soft’ or
undaring in the eyes of their colleagues.”4 The failure to
press those doubts mattered. According to Arthur
Schlesinger Jr., a participant in the deliberations, Kennedy’s
“senior officials . . . were unanimous for going ahead. . . .
Had one senior advisor opposed the adventure, I believe that
Kennedy would have canceled it. No one spoke against it.”5

3. A few years ago, more than three thousand people were
brought together and assembled into more than five hun-
dred mock juries, each consisting of six people.6 Jurors were
given a videotaped narration of a personal injury case, along
with a written case summary and instructions. Initially, each
juror was asked to record a written opinion entirely in
private, offering a view about the appropriate punitive award
against the wrongdoer. Thereafter, jurors were asked to talk
together and to reach a verdict. What was the effect of
deliberation?

The answer is that it produced substantial shifts. Almost
every jury ended up choosing a higher award than that
favored by the median juror in advance of deliberation. In
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fully 27 percent of the cases, the jury selected an award that
was as high as, or even higher than, that of the highest
individual juror before deliberation began! In short, delib-
eration produced a significant shift toward more severe
punishment.

Whatever we make of these particular examples, it is easy to
imagine that a deliberating group would do a lot better than
a statistical aggregation of private judgments. In theory, a
deliberating group should perform well even if some of its
members are error-prone. Deliberation, in the form of an
exchange of information and reasons, might well bring them
into line. In a deliberating group, everyone should end up
knowing what each individual knows, and the whole should
be at least the sum of the parts. If we want to elicit all
available information, deliberation might seem the most
promising route.

Suppose that many group members give answers that are
worse than random. If so, other group members can show
them how they have erred. If some officials have exaggerated a
threat from another country, underestimated the risk of a
hurricane, or misunderstood the will of the public, perhaps
deliberation will correct their mistakes. If people have been
manipulated in their private judgments, perhaps deliberation
will undo the effects of the manipulation. A nation’s leaders
often try to convince citizens that the economy is improving,
but deliberation might reveal that the economy is actually
getting worse. If some group members have anchored on a
misleading value, perhaps deliberation will expose the anchor
as such. A plaintiff’s lawyer might ask a jury to give a $1
million award for a libel of a famous movie star, but delibera-
tion might show that the star, upset though he may be, has
not really been injured to the tune of $1 million.
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/ Theory and Practice /
This optimistic view can be traced to Aristotle, who sug-
gested that when diverse groups “all come together . . . they
may surpass—collectively and as a body, although not
individually—the quality of the few best. . . . When there are
many who contribute to the process of deliberation, each
can bring his share of goodness and moral prudence . . .
some appreciate one part, some another, and all together
appreciate all.”7 Here, then, is a clear suggestion that many
minds, deliberating together, may improve on “the quality
of the few best.”

More recently, John Rawls wrote of the same possibility:
“The benefits from discussion lie in the fact that even
representative legislators are limited in knowledge and the
ability to reason. No one of them knows everything the
others know, or can make all the same inferences that they
can draw in concert. Discussion is a way of combining
information and enlarging the range of arguments.”8 Rawls
is alert to the dispersed nature of knowledge and the possi-
bility that deliberation among diverse people can have
significant benefits. I have mentioned Habermas’s emphasis
on processes of deliberation in which the “forceless force of
the better argument” should prevail.

Understandings of this kind are not merely theoretical;
they even help to illuminate the design of the U.S. Constitu-
tion. We have seen that the Constitution attempts to create a
deliberative democracy, in the form of a system that com-
bines accountability to the people with reflection and reason
giving. James Madison himself described the Constitutional
Convention as a highly deliberative arena, in which “no man
felt himself obliged to retain his opinions any longer than he
was satisfied of their propriety and truth, and was open to
the force of argument.”9 In a deliberative democracy, the
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exercise of public power must be justified by legitimate
reasons, not merely by the will of some segment of society,
and indeed not merely by the will of the majority, whatever
the Jury Theorem may say. For the United States at least, a
key goal of a deliberative democracy is to ensure that widely
dispersed information is obtained and incorporated into
public decisions.

The very structure of the U.S. government, with its
bicameral legislature and its complex allocation of authority
among the three branches, can be seen as an effort to ensure
a high degree of deliberation with reference to relevant
information, as well as a large measure of accountability.
The system of free expression and the metaphor of the
“marketplace of ideas” should be understood in deliberative
terms. Indeed, both the opponents and the advocates of the
U.S. Constitution were firmly committed to political
deliberation. They considered themselves republicans,
seeking a high degree of self-government without embracing
pure populism.

The possibility of having a republican form of govern-
ment in a nation with many minds, in the form of a large
and heterogeneous citizenry, generated intense controversy
in the founding period. The American framers’ largest
innovation consisted not in their emphasis on deliberation,
which was uncontested at the time, but in their fear of
homogeneity, their enthusiasm for disagreement and
diversity, and their effort to accommodate and to structure
that diversity. The antifederalists, opponents of the proposed
Constitution, thought that the framers’ project was doomed.
The antifederalist Brutus insisted that the people “should be
similar” and feared that without similarity, “there will be
constant clashing of opinions.”10 In response, the framers
welcomed such clashing and urged that the “jarring of
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parties” would “promote deliberation and circumspection.”
In their view, a constitution that ensures the “jarring of
parties” and “differences of opinion” would “promote
deliberation.”11

A similar point emerges from one of the most illuminat-
ing early debates, raising the question whether the Bill of
Rights should include a “right to instruct” representatives.
That right was defended with the claim that citizens of a
particular region ought to have the authority to bind their
representatives about how to vote. And if we emphasize the
likely correctness of the average view of a large group of
people, the right to instruct would seem to make a great deal
of sense. Indeed, that right might appear to ensure that the
outcome of debates would be determined by the average
view—an embodiment of the high hopes of the Condorcet
Jury Theorem. (Recall, however, that Condorcet himself
gave reason for skepticism about this view, urging that
decisions should be delegated to enlightened representa-
tives.) In rejecting the right to instruct in the founding era,
Roger Sherman made the decisive argument: “The words are
calculated to mislead the people, by conveying an idea that
they have a right to control the debates of the Legislature.
This cannot be admitted to be just, because it would destroy
the object of their meeting. I think, when the people have
chosen a representative, it is his duty to meet others from
the different parts of the Union, and consult, and agree with
them on such acts as are for the general benefit of the whole
community. If they were to be guided by instructions, there
would be no use in deliberation.”12

Sherman’s words reflect the founders’ enthusiasm for
deliberation among representatives who are numerous and
diverse and who disagree on issues both large and small.
Indeed, it was through deliberation among such persons that
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“such acts as are for the general benefit of the whole com-
munity” would emerge.

The American founding to one side, history and practice
attest to the widespread belief that deliberation is likely to
improve judgments, and that it should be greatly preferred
to simple aggregations of opinion and belief. In countless
domains, deliberation is our favored method for arriving at
the correct answer. Certainly this has long been true in
legislatures and workplaces and on corporate boards; it is
also true for judicial panels and in academic life. No one
doubts that deliberative processes have often done a lot of
good. The question is whether some such processes do
better than others, and whether it is really sensible to
celebrate deliberation in the abstract. I will be raising a
number of doubts about such celebrations.

To make the analysis tractable, let us focus on how
deliberating groups might be able to answer factual ques-
tions or to solve puzzles that really have solutions. If such
groups do badly in such contexts, there is no reason to think
that they will do well in answering questions for which there
is no consensus on truth or validity.

For obvious reasons, I focus on studies of deliberation
within small groups rather than large ones. It is not so easy
to study a genuinely deliberative process among a thousand
people (though, as we shall see, new technologies make this
more feasible every day). The outcomes of deliberations
within small groups tell us a lot about what will happen as
the size of the group expands.

Why Deliberation Might Work /
If statistical groups do well, we might be tempted to think
that deliberating groups will do extremely well. And if
Aristotle and Rawls are right, the very fact of deliberation is
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a virtue rather than a vice. If groups perform better than
their average member, we can imagine three principal
mechanisms by which the improvement might occur.

Groups as Equivalent to Their Best Members / Groups might
equal the performance of their best members. One or more
group members often know the right answer, and other
group members might well become convinced of this fact. If
some or many members suffer from ignorance, or from a
form of bias that leads to error, other group members might
correct them. This is the simple idea that “truth wins.”

Almost everyone has had the experience of participating
in a group discussion in which one or another person knows
the truth. Which countries fought alongside Hitler in World
War II? How are leaders chosen in Japan? Who won the
Academy Award for best actress last year? Who was presi-
dent of the United States in 1952? If one person knows,
everyone else is likely to end up knowing, too. Consider a
mundane example from the faculty of the University of
Chicago Law School. A number of faculty members were
asked their individual judgments about the number of
students at the University of Chicago Laboratory Schools,
which runs from kindergarten through high school. The
average judgment was fairly close, within a few hundred of
the right answer, which was seventeen hundred. After a brief
deliberative process, the group converged on the right
answer for this reason: One faculty member knew it, and he
was able to convince everyone else that he did.

Suppose that a group of military officials is attempting to
assess the strengths and weaknesses of a terrorist group
operating in Southeast Asia. If one of them is a specialist in
military affairs in that region, all of them can learn what the
specialist knows. Many deliberating groups contain at least
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one expert on the question at hand; if group members listen
to the expert, they will do at least as well as the expert does.
Of course, deliberation should not be confused with defer-
ence to experts. But genuine deliberation and reason giving
might correct individual errors, rather than propagating
them, in a way that allows convergence on the judgment of
the most accurate group member.

Aggregation / Deliberation could aggregate information and
ideas in a way that leads the group as a whole to know even
more, and to do even better, than its best member does.
Suppose that the group contains no experts on the question
at issue, but that a fair bit of information is dispersed among
group members. If those members consult with one another,
the group may turn out to be expert even if its members are
not. No individual person may know how to fix a malfunc-
tioning car, to build a better mousetrap, or to repair a
broken computer, but the group as a whole may well have
the necessary information. Or suppose that the group
contains a number of specialists, but that each member is
puzzled about how to solve a particular problem, involving,
say, the most effective way to respond to a natural disaster or
the right approach to marketing a new product. Deliberation
might elicit perspectives and information and thus allow the
group to make an excellent judgment.

In this process, the whole is equal to the sum of the
parts—and the sum of the parts is exactly what is sought.
This is one reading of Aristotle’s suggestion that a group
may do significantly better than the few best.

Synergy and Learning / The give-and-take of group discussion
might sift information and perspectives in a way that leads the
group to a good solution to a problem, one in which the
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whole is actually more than the sum of its parts. In such cases,
deliberation is, at the very least, an ambitious form of infor-
mation aggregation, in which the exchange of views leads to a
creative answer or solution that no member could generate
individually.

There is another possibility. Some of the time, delibera-
tion will create a process of synergy or learning, spurring
creativity and producing an outcome that is far better than a
mere aggregation of preexisting knowledge. In fact, groups
sometimes do outperform their best members, in a way that
suggests that synergy is involved.13

Confident and Unified /
To what extent do these mechanisms work in practice?
Before answering that question, consider two points that are
entirely clear. First, group members tend to become a lot
more confident about their judgments after speaking with
one another.14 A key effect of group interaction is a greater
sense that the postdeliberation conclusion is correct—
whether or not it actually is.15 Why does deliberation have
this effect? A major reason is that we are more confident
about our judgments after they have been corroborated by
others,16 an important point to which I will return.

Second, deliberation usually promotes uniformity by
decreasing the range of views within groups.17 After talking
together, group members come into greater accord with one
another.18 Recall the Colorado experiment discussed earlier;
both liberal and conservative group members showed
greater homogeneity on global warming, affirmative action,
and civil unions for same-sex couples. A central effect of
deliberation is to reduce (squelch?) the range of opinions. It
is for this reason that statistical groups show far more
diversity of opinion than deliberating groups.
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How should we evaluate these increases in confidence
and unity? If the purpose of deliberation is not simply to
produce accurate outcomes, then it might be wonderful to
see that deliberation ensures more uniformity and higher
confidence. Suppose that a key goal of deliberation is to
promote a sense of legitimacy: an appreciation, by many
people, that they have been able to participate in the
process accompanied by a belief, on the part of all con-
cerned, that the decision is right. Because deliberation
increases uniformity and confidence in the outcome, it
might be favored even if it produces errors. Imagine that a
company is embarking on some fresh project, or that a
local government is venturing a new initiative to protect
the environment. If everyone is both confident and on
board, success may well become more likely. Indeed, the
group’s enthusiasm might increase the chance of a good
outcome even if another course of action would have been
better.

But suppose that deliberation is leading to a worse
decision. We might still be willing to accept a little more
error if that is the price for more uniformity and greater
confidence. If deliberation significantly increases the sense of
legitimacy, then it might be desirable even if the decision is
slightly inferior, at least if little turns on slight differences in
the quality of the outcome. Perhaps what most matters is
that many minds accept the decision, not that the decision
be correct.

On the other hand, an increase in legitimacy might not be
so important if the decision is leading the group to make a
big blunder. If deliberation makes a nation less prepared to
handle a natural disaster, deliberation may not be so great
even if the deliberators are both confident and unified. For
many decisions, the key goal of deliberation is to improve
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choices, not to legitimate whatever choice ultimately is
made. And if deliberation can improve outcomes while also
increasing legitimacy, so much the better.

Do Deliberators Make Accurate Decisions? /
Now let us turn to the most important question, which is
whether deliberation leads people to good decisions. To
answer that question, we need to establish some kind of
baseline, allowing us to compare the postdeliberation
outcome with something else. The most ambitious baseline
is the truth: Do deliberators reach the correct result? A less
ambitious baseline is the appropriate aggregation of the
information that group members actually have: Do
deliberators take good account of the information that is
dispersed within the group? A still less ambitious baseline is
provided by statistical groups: Do deliberating groups do
better, or worse, than such groups?

The Basic Story / Unfortunately, there is no systematic
evidence that deliberating groups do well by any of these
three baselines.19 I shall be offering a complex story, but here
are the major lessons:

1. It cannot be shown that deliberating groups generally
arrive at the truth. As we shall see, the truth is likely to
win only when the correct view has a lot of support
within the group before people start to talk. If the
correct view does not have such advance support, the
group will arrive at the truth only on questions for
which the correct answer, once announced, is clearly
right, and appears clearly right to everyone.

2. Much of the time, deliberating groups do quite poorly
at aggregating the information that their members
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have. When many minds get together, they often fail to
learn nearly as much as they might. Relevant knowl-
edge is often ignored or downplayed, above all because
information known in advance by all or most group
members has a far greater role than information that is
known by only one or a few group members.

3. Deliberating groups sometimes outperform statistical
groups, but sometimes the opposite is the case. When
individuals show a strong bias or a clear tendency
toward error, deliberating groups often show a greater
bias and hence a greater tendency toward error. And
because members of deliberating groups emphasize
shared knowledge at the expense of unshared knowl-
edge, they sometimes fail to take advantage of infor-
mation that emerges from surveys and polls. A simple
but somewhat chilling finding: In tasks where the
right answer cannot easily be shown to be correct,
groups tend to be more biased than individuals—
except when the individual bias is very weak, or so
strong that it cannot be further amplified!20

Taken as a whole, these findings present an extremely
serious problem for the optimistic view of Aristotle and
Rawls, and indeed for all others who favor deliberation as a
method for improving judgments. Such problems even
suggest that deliberation on the Internet (as, for example,
through blogs) can produce errors and nonsense. When
like-minded people cluster, they often aggravate their biases,
spreading falsehoods. At a minimum, these points suggest
that it is important to take self-conscious steps to increase
the likelihood that deliberation will profit from what the
deliberators know.
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Deliberating Groups and Statistical Groups / Let us begin with
a clean test of the least ambitious claim, which is that
deliberating groups will outperform statistical groups.21 If
deliberating groups do well by this baseline, we have reason
to use them, rather than surveys, in real-world situations.
But if deliberating groups do badly by this baseline, we have
reason to be nervous about them and to investigate the
source of the problem.

People were asked a range of (pretty dull) questions
about the relationship between height or weight on the one
hand and likely sex on the other. For example: “The ob-
served height of a person is sixty-eight inches. Is the person
more likely to be a male or a female? How much more
likely?” Or: “The observed weight of a person is 130 pounds.
Is the person more likely to be a male or a female?” Different
groups of similar people were asked to answer such ques-
tions through different methods. In one method, people
were asked to deliberate together about the likely answers
and then to make individual estimates. In another, people
were simply asked to make individual estimates in an effort
to test the optimistic view suggested by the Condorcet Jury
Theorem. A comparison of the two provides a simple test of
whether deliberation improves judgment. The main result is
that deliberation produced no systematic improvement. For
half of the eight questions, deliberation produced worse, not
better, outcomes than emerged from individual estimates.
Overall, statistical groups and interacting groups did about
the same.

This finding is typical. With respect to questions with
definite answers, deliberating groups tend to do about as
well as or slightly better than their average member, but not
as well as their best members.22 One study does find that
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when asked to estimate the populations of U.S. cities, groups
did as well as their most accurate individual member;23 but
in the vast majority of studies, this does not happen.24 Hence
it is false to say that group members usually end up deferring
to their internal specialists. Deliberating groups and statisti-
cal groups often do about equally well (or poorly).

For example, no significant differences are found between
deliberating groups and average individual performances in
numerical estimates involving the number of beans in a jar
or the length of lines.25 Another study tested whether
deliberating groups were particularly good at telling whether
people were telling the truth or lying.26 The individual votes,
predeliberation, were 48 percent correct, about the same as
the postdeliberation judgments. Approximately the same
number of people shifted toward error as toward correct
answers. Yet another study finds that in various brainteasers,
groups did better than their average member, but not as well
as their best member.27 Several studies find that in estimat-
ing quantities, groups do about as well as their average
member, and worse than their best member.28

What about brainstorming problems, in which group
members are charged with developing new ideas? Here
deliberation can be positively harmful. For such problems,
deliberating groups have been found to do far less well than
statistical groups. The apparent reason is that deliberating
groups discourage novelty.29 Hence, “brainstorming is
actually most beneficial when carried out initially in private,
the interacting group then being used as a forum for com-
bining and evaluating these individually produced ideas.”30

When Deliberation Works: Eureka Problems / For advocates of
deliberation, there is some good news. On crossword puzzles
and similar problems, groups do tend to perform better than
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most individuals. Happily, they engage in a process of
information aggregation and mutual error correction.31 The
most important finding here is that deliberating groups do
well on “eureka” questions: those with answers that are self-
affirming or that are clearly right once stated. There is a
large lesson here for circumstances in which private and
public organizations might do well to use deliberation.

For eureka problems, a single correct member usually
ensures a correct answer from the group.32 And if the
question has a readily demonstrable answer, it is more likely
that groups will converge on it.33 Suppose that the question
is how many people were on the earth in 1940, or the year in
which a human being first walked on the moon, or the
distance between Paris and London. Suppose, too, that one
or a few people in a deliberating group know the right
answer. If so, there is a good chance that the group will
accept that answer.34

When this is so, the reason is simple: The person who
knows the answer will speak with assurance and authority,
and she is likely to be convincing for that very reason. An
early study finds that those with correct answers are usually
more confident, and confidence is “associated with correct-
ness for both individual and group performance.”35 Con-
sider in this light the finding that pairs tend to do better than
individuals on tests involving general vocabulary knowledge;
those pairs with at least one high-ability member, who
tended to be confident, generally performed at the same
level as their more competent member.36

Evidence in the same vein comes from a striking finding by
economists David Cooper and John Kagel that deliberating
groups do better than individuals in a complex game of
economic strategy.37 In that game, people are asked to be
monopolists, with the goal of deterring new entry by signaling
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that they will be tough competitors. The game has a feature in
common with the eureka problems on which deliberating
teams do well; once the solution is discovered, participants
have a shared reaction of “Aha!” Cooper and Kagel used a
baseline under which group performance would be measured
by seeing if groups did as well as their best member. Their
basic finding is that teams usually did as well as their best
member or even better. With especially difficult strategic
problems, the difference between groups and individuals was
even more pronounced in favor of the former.

Another study finds that groups performed exceedingly
well, far better than individual members, in two complex
tasks that had demonstrably correct solutions.38 The first
involved a statistical problem, requiring subjects to guess the
composition of an urn containing blue balls and red balls.
The second involved a problem in monetary policy, asking
participants to manipulate the interest rate to steer the
economy in good directions. People were asked to perform
as individuals and in groups. The basic results for the two
experiments were similar: Groups significantly outper-
formed individuals. Interestingly, groups did not, on
balance, take longer to make a decision. In terms of both
accuracy and time, there were no differences between group
decisions made with a unanimity requirement and group
decisions made by majority rule.

How can these good results be explained? An obvious
possibility is that the group’s discussion is simply the average
of individual judgments. On this view, the judgments of
these deliberating groups simply were statistical judgments.
But the evidence is inconsistent with this hypothesis; groups
in these cases did far better than their average member. An
alternative hypothesis is that each group contained one or
more strong analysts who were able to move the group in
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the right direction. But in the experiments, there is little
support for this hypothesis either.39

It seems that, in these experiments, the better decisions
by groups resulted from the fact that the best points and
arguments spread among the various individual players.
Here we find some basis for the Aristotelian claim that,
under appropriate conditions, groups can do much better
than individuals. The relevant conditions appear to include
highly competent group members attempting to solve
statistical problems that all members know to have demon-
strably correct answers.

In the same vein, some evidence suggests that although
deliberating groups often fail to spread information, they are
less likely to neglect unshared information if they believe that
there is a demonstrably correct answer to the question they are
trying to answer.40 Asked to solve a murder mystery, a
deliberating group did far better when its members were
told that they had sufficient clues to “determine” the
identity of the guilty suspect than when they were told to
decide which suspect was “most likely to have committed
the crime.”41 Those who believe that they are solving a
problem with a correct solution are more likely to explore
dispersed information than those who think that they are
simply reaching a consensus. Even here, however, at least a
few others in the group must show some initial support for
the member who knows the right solution; if not, the group
frequently will fail.42

The most general point in favor of deliberation is that a
deliberating group will converge on the truth, and outper-
form statistical groups as well, if the truth has some initial
social support within the group and when the task has a
demonstrably correct answer according to a framework that
group members share.43 When groups outperform most of
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their individual members, the issue must usually be one on
which a particular answer can be shown, to the satisfaction
of all or most, to be right. A math problem, or a problem of
simple logic, is an example. If one group member really
knows calculus, others are likely to accept that member’s
judgment. But even for such problems, the group might not
do well if the demonstrably correct solution lacks significant
support at the outset.44

Predictions and Celebrations / Is it possible to predict how a
group’s judgment after deliberation will compare to the
initial judgments of its individual members? For many tasks,
simple majority schemes do fairly well at predicting group
judgments. The group often does what the majority wants. It
follows that if the majority is wrong, the group will probably
be wrong as well.45

Most generally, a comprehensive study demonstrated that
majority pressures can be powerful even for factual ques-
tions on which some people know the right answer.46 The
study involved twelve hundred people, forming groups of
six, five, and four members. Individuals were asked true/
false questions involving art, poetry, public opinion, geogra-
phy, economics, and politics. They were then asked to
assemble into groups, which discussed the questions and
produced answers by consensus. The clearest result was that
the views of the majority played a big role in determining
the group’s answers. When a majority of individuals in the
group gave the right answer, the group’s decision followed
the majority in no less than 79 percent of the cases!

The truth played a role, too, but a lesser one. If a
majority of individuals in the group gave the wrong
answer, the group decision nonetheless moved toward the
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majority position in 56 percent of the cases. Hence, the
truth did have an influence—79 percent is higher than 56
percent—and this is a definite point in favor of delibera-
tion. But the majority’s judgment, and not the truth, was
the dominant influence. And because the majority was
influential even when wrong, the average group decision
was right only slightly more often than the average indi-
vidual decision (66 percent vs. 62 percent).

What is most important is that groups did not perform as
well as they would have if they had properly aggregated the
information that group members possessed. The under-
utilization of information is even more pronounced in
highly cohesive groups with a shared sense of identity.47 In
such groups, information is peculiarly unlikely to be revealed.
It follows that in many deliberating groups—consisting, say,
of people with a defined political view—mutual interaction
will not do much to elicit the information that members
actually have.

The same general conclusion holds with experts. As a
result, statistical aggregations, based on independent views,
are usually better than standard group meetings, where
information is not used efficiently.48 Let us now turn to the
most general sources of deliberative failure, understood as a
failure to make accurate decisions on the basis of the
information that group members actually have.

Two Sources of Deliberative Failure:
Informational Influences and Social Pressures /
When statistical groups do well, it is because people say what
they think. But with deliberating groups, this might not
happen. Exposure to the views of others might lead people
to silence themselves, and for two different reasons.
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Information / The first reason involves the informational
signals provided by the acts and views of other people.
Suppose that most people in your group believe that some
proposition is true; they might believe that a hurricane is
unlikely to hit a city, that there is no connection between cell
phone use and automobile accidents, that a terrorist attack is
likely in the next year, that a certain politician has commit-
ted a crime. If most people think one of these things, you
have reason to agree with them. How can most people be
wrong? Your trust in the judgment of others might outweigh
any private reason that you have for believing that the
proposition is false, and hence you might simply defer.

If most group members share a particular belief, other
members, or those with a minority view, might not speak
out simply because they are willing to respect the informa-
tional signal given by the statements of others. Many
political judgments are influenced in this way. If you find
yourself in a deliberating group whose members believe that
global warming is a serious problem, or that a war effort in
some nation is going well, or that a political leader is cor-
rupt, you might well learn from what they say and move in
their direction.

Not surprisingly, the strength of the informational signal
will depend on the number and nature of the people who are
giving it. Most people really don’t like being the sole dis-
senter. If all but one person in a deliberating group have said
that some proposition is true, then the remaining member
may well agree that the proposition is true—even to the
point of ignoring the evidence of his or her own senses.
Solomon Asch established the point in his famous and
somewhat alarming experiments involving the length of
lines, in which most people were willing, at least once, to
defy the evidence of their own eyes and to defer to the
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group’s clearly false judgments.49 And if the group contains
one or more people who are well-known to be authorities,
then other group members are all the more likely to defer to
them.50 People are much more willing to say what they
know if other dissenters are present and if a principle of
equality is widely accepted within the group.

Here, then, is an important clue about why deliberat-
ing groups fail to arrive at truth, do not aggregate the
information that group members actually have, and often
cannot even outperform statistical groups. If members
are listening to one another, they might defer to leaders
or to the apparent consensus and thus silence themselves.
The implications for actual group behavior are clear. We
have seen that in the United States, government agencies
failed to use relevant information about weapons of mass
destruction in Iraq and the risks posed by the flight of the
Columbia space shuttle. Informational signals played a
large role. Whenever an organization falls prey to
groupthink, such signals are likely to be at work. The
same point helps to explain “political correctness.” If
students and faculty on university campuses move to the
left, it may well be because most people have left-wing
views, and other students and faculty shift accordingly.
Widely held left-wing opinions carry weight, especially if
they are supported by respected authorities; it should be
no surprise if people move in the direction of their views.
Of course conservative opinions can spread in exactly the
same way.

Social Influences / The second problem for deliberation
involves social influences. If people fear that their statements
will be disliked or ridiculed, they might not speak out, even
on questions of fact. Their silence might stem not from a
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belief that they are wrong, as in the case of informational
pressure, but instead from the fear of social punishment.
Many people silence themselves because they do not want to
look stupid or to create trouble. When deliberating groups
do not arrive at the truth, or when they fail to aggregate
information, self-silencing is often the key problem. And
when deliberating groups do less well than statistical groups,
it is usually because in the latter, unlike the former, people
really say what they think.

In the most extreme cases, those who defy the collective
wisdom face criminal punishment, at least in societies that
do not respect free speech; a different kind of danger is
exclusion from the group. At the very least, those who defy
the dominant position will risk a form of disapproval that
will lead them to be less trusted, liked, and respected in the
future. When you find that someone agrees with you, you’re
apt to like that person more. In fact, when you find that
someone agrees with you, you’re apt to like yourself more as
well. These facts can impose a lot of pressure on those who
disclose information that is inconsistent with the group’s
consensus.

Of course, a large majority will impose more social
pressure than a small one. And if certain group members are
leaders or authorities, willing and able to impose punish-
ments of various sorts, others will be unlikely to defy them
publicly. In a deliberating group in which the leader is
known to favor a particular decision and to dislike opposing
views, relevant information is unlikely to be obtained. So too
if the group is especially cohesive; in groups of that kind,
social pressures are particularly intense.

Consider the striking fact that investment clubs have little
dissent, and lose a lot of money, when members are united
by close social ties.51 Hence the robust finding that cohesive
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groups tend to decide poorly, among other things because
they censor those who offer competing views.52 When
deliberating groups do badly, fear of social sanctions is often
a major reason.

A Framework: Private Benefits versus Social Benefits / These
points about deliberation can be put into a more general
framework. Suppose that group members are deliberating
about some factual question; suppose, too, that each mem-
ber has some information that bears on the answer to that
question. Will members disclose what they know?

For each person, the answer may well depend on the
individual benefits and the individual costs of disclosure.
Suppose that you disclose what you know about a problem
that your company is facing. If you do, it is possible that you
will receive only a fraction of the benefits that come from an
improved decision by the group. And if each group member
thinks this way, the group will receive only a fraction of the
available information. When this is true, participants in
deliberation face a standard collective action problem in
which each person, following his or her rational self-interest,
will tell the group less than it needs to know.

At least this is so under the assumption that each member
will receive only a small portion of the benefits that come to
the group from a good outcome—a plausible view about the
situation facing many institutions, including corporate
boards, workplaces, administrative agencies, and even the
White House. There is a lesson here about how to improve
deliberation. Suppose that group members are rewarded for
telling the truth or for moving the group in a direction that
turns out to be the right one. If so, then deliberation is likely
to benefit from the knowledge of many more minds—an
issue to which I turn in chapter 6.
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Now suppose that the statements of others lead you to
think that your own views are wrong or unhelpful. If so,
then the private benefit of disclosure is reduced even more.
In that event, you have reason to believe that disclosure
won’t improve the group’s decision at all. Things are even
worse if those who speak against the apparent consensus will
suffer reputational injury (or more). In that event, the
private calculus is straightforward: Silence really is golden.

So Many Minds, So Many Blunders /
Both informational pressure and social influences help to
explain the striking finding that in a deliberating group,
those with a minority position often silence themselves or
otherwise have disproportionately little weight.53 There is a
more particular finding: Members of groups suffering from
low social status—less educated people, sometimes
women—speak less and carry less influence within deliber-
ating groups than their higher-status peers.54

Why is this? The simplest answer is that both informa-
tional influence and social pressures are likely to be espe-
cially strong for low-status members. The unfortunate
consequence is a loss of information to the group as a whole,
ensuring that deliberating groups do far less well than they
would if only they could aggregate the information held by
group members.

Informational influences and social pressures help explain
some otherwise puzzling findings about judicial voting on
federal courts of appeals. It turns out that like-minded
judges end up with more extreme opinions after they speak
with one another. On three-judge panels, Republican
appointees show especially conservative voting patterns
when sitting with two other Republican appointees, and
Democratic appointees show especially liberal voting
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patterns when sitting with two other Democratic appoin-
tees.55 Consider, too, the finding that, when sitting with two
Republican appointees, Democratic appointees show fairly
conservative voting patterns, quite close to those of Republi-
can appointees in the aggregate data. And when sitting with
two Democratic appointees, Republican appointees are fairly
liberal, with overall votes like those of Democratic appoin-
tees. For federal judges, informational pressure and social
influences are not the whole story, but they play a big role.

Most ambitiously, we might think that the same forces
help to explain the rise of culture itself, and hence to
illuminate cultural differences among groups and nations
that might not be expected to be fundamentally different
from one another.56 If individuals affect one another, and if
judgments and errors can spread from a few to many, then
seemingly small differences are likely to be magnified
through social influences. Even with respect to political
issues, involving human rights and related questions,
deliberation can produce significant cross-cultural differ-
ences as a result of modest variations in neighbors and
starting points.57 And if such differences emerge, there is no
reason for confidence that good judgments are emerging
from deliberation as such—even if many minds are in-
volved.

/ A Broader Question /
It is now time to ask a much broader question: Do these
points amount to a challenge to deliberation as an ideal and
as a practice? If so, what kind of challenge?

Many of those interested in deliberation have attempted
to specify its preconditions in a way that is intended to
ensure against some of the problems that I have been
emphasizing here. Habermas, for example, stresses norms
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and practices designed to allow victory by “the better
argument”: “Rational discourse is supposed to be public and
inclusive, to grant equal communication rights for partici-
pants, to require sincerity and to diffuse any kind of force
other than the forceless force of the better argument. This
communicative structure is expected to create a deliberative
space for the mobilization of the best available contributions
for the most relevant topics.”58

In Habermas’s famous “ideal speech situation,” all
participants attempt to seek the truth; they do not behave
strategically; they accept a norm of equality.59 Other advo-
cates of deliberative democracy have spoken similarly about
what appropriate deliberation entails.60 On this view,
deliberation, properly understood, does not simply involve
the exchange of words and opinions. It imposes its own
requirements and preconditions. Indeed, deliberation has its
own internal morality, one that should overcome some of
the harmful effects of deliberative processes in the real
world. Perhaps deliberation will work well, and produce
accurate results, when it follows that internal morality.

It is right to say that deliberation, properly understood,
contains an internal morality that can be invoked to chal-
lenge processes that only purport to be deliberative. Suppose
that the U.S. Senate is deliberating about some issue, such as
the risk of terrorism, the problem of global warming,
protection in the event of natural disasters, the confirmation
of federal judges, or the appropriate response to water
pollution in the Great Lakes. Suppose that the leaders of the
majority party are firmly committed in advance to a certain
outcome, so that they will not listen to the minority at all
and even dissenting members of their own party will not be
much heard. This is a parody of deliberation even if every-
one is allowed to talk. Under these circumstances, it is



The Surprising Failures of Deliberating Groups / 73

impossible to get the benefit of many minds. Or suppose
that members of a deliberating group do not much listen to
African Americans or to women. If so, real deliberation
cannot occur.

It is exceedingly important to satisfy preconditions of the
sort identified by defenders of deliberation. Unfortunately,
compliance with such preconditions will not cure the
problems on which I focus here. Those problems are likely
to arise among many minds even if discourse is public and
inclusive, even if participants are sincere, and even if
everyone has equal rights. The problems have distinctive
structures; let us now turn to them.
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Chapter Three / Four Big Problems

In Colorado, deliberation made liberals more liberal on global
warming, affirmative action, and civil unions for same-sex
couples; it also made conservatives more conservative. At least
one of these sets of shifts must have been wrong. For both
liberals and conservatives, deliberation could not possibly
have reflected full use of dispersed information.

As we shall now see, deliberating groups typically suffer
from four problems. They amplify the errors of their
members. They do not elicit the information that their
members have. They are subject to cascade effects, produc-
ing a situation in which the blind lead the blind. Finally, they
show a tendency to group polarization, by which groups go
to extremes. Each of these problems threatens to dash the
hopes of those who want deliberating groups to take advan-
tage of dispersed information. As a result, deliberation often
fails to ensure that groups end up knowing what their
members know; recall the cases of the CIA and NASA.

/ Amplifying Errors /
It is well-known that human beings do not always process
information well. We use heuristics, or rules of thumb, that
lead us to make predictable errors. We are also subject to
identifiable biases, which can produce big mistakes.1

A growing literature explores the role of these heuristics
and biases and their relationship to law and policy. For
example, people err because they use the availability heuris-
tic to answer difficult questions about probability. How
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likely is a terrorist attack, a hurricane, a traffic jam, an
accident from a nuclear power plant, a case of venereal
disease? When people use the availability heuristic, they
answer a question of probability by asking whether examples
come readily to mind.2 The point very much bears on
private and public responses to risks—suggesting, for
example, that people will be especially responsive to the
dangers of AIDS, crime, earthquakes, and nuclear power
plant accidents if examples are easy to recall. The point also
explains some of the sources of discrimination on the basis
of race, sex, age, and disability. If it is easy for an employer to
bring to mind cases in which a female employee quit work
to care for her family, the employer is more likely to engage
in sex discrimination in the future; the same is true for racial
discrimination if it is easy to think of cases in which African
American employees performed poorly.

In this way, familiarity can affect the availability of
instances. But salience is important as well. A terrorist attack
on television will be highly salient to viewers and will have a
greater impact than a report about the attack in the newspa-
per.3 Similarly, earlier events will have a smaller impact than
more recent ones. The point helps explain much behavior.
For example, whether people will buy insurance for natural
disasters is greatly affected by recent experiences.4 In the
aftermath of an earthquake, people become far readier to
buy insurance for earthquakes, but their readiness to do so
declines steadily from that point, as vivid memories recede.
Use of the availability heuristic is not irrational, but it can
easily lead to serious errors of fact. After the 2005 disaster
produced by Hurricane Katrina in the United States, it was
predictable that significant steps would be taken to prepare
for hurricanes—and also predictable that before that
disaster, such steps would be quite inadequate.
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Most people are also strikingly vulnerable to framing
effects, making different decisions depending on the wording
of the problem. Consider the question whether to undergo a
risky medical procedure. When people are told, “Of those
who have this procedure, 90 percent are alive after five
years,” they are far more likely to agree to the procedure
than when they are told, “Of those who have this procedure,
10 percent are dead after five years.”5

People also follow the representativeness heuristic, in
accordance with which our judgments of probability are
influenced by assessments of resemblance: the extent to
which A “looks like” B.6 If A does indeed look like B, we
are more likely to think that A causes B, or vice versa. The
representativeness heuristic can lead us to make conjunc-
tion errors, by which we believe that A-and-B are more
likely to be true than either A or B alone. The most famous
example involves the likely career of a hypothetical woman
named Linda, described as follows: “Linda is thirty-one
years old, single, outspoken, and very bright. She majored
in philosophy. As a student, she was deeply concerned with
issues of discrimination and social justice and also partici-
pated in antinuclear demonstrations.” People were asked
to rank, in order of probability, eight possible futures for
Linda. Six of these were fillers (psychiatric social worker,
elementary school teacher); the two crucial ones were
“bank teller” and “bank teller and active in the feminist
movement.” In many experiments, many people said that
Linda is less likely to be a bank teller than to be both a
bank teller and active in the feminist movement. This is a
palpable (though common!) error of logic;7 it simply
cannot be the case that A (bank teller) is less likely than A
and B together (bank teller and active in the feminist
movement). The representativeness heuristic often works
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well because it frequently points in the right direction; but
it can also lead to severe blunders.

For purposes of assessing deliberation, a central question
is whether deliberating groups avoid the errors of the
individuals who compose them. We have seen that when
most people err, statistical groups will err, too; this is an
example of the dark side of the Condorcet Jury Theorem.
Unfortunately, there is no clear evidence that deliberating
groups eliminate the effects of heuristics and biases. On the
contrary, there is considerable evidence that they do not.
This is a vivid illustration of the principle “Garbage in,
garbage out” in a way that mocks the aspiration to correc-
tion of individual blunders through deliberation. In fact,
individual errors are not merely replicated but are actually
amplified in group decisions, a process of “some garbage in,
much garbage out.” The most general finding is that delib-
eration can help when biases are held by one or a few group
members, but that when a bias is widely shared, group
interactions will actually increase its effect.8

Suppose, for example, that individual jurors are biased for
some reason. Perhaps there has been pretrial publicity,
misleadingly implicating the defendant (a famous movie
star?) by placing him at the scene of the crime; perhaps the
jury’s bias is a product of the unappealing physical appear-
ance of the defendant (not a famous movie star). If so, the
many minds on the jury are likely to amplify rather than to
correct those biases.9 Deliberating groups have also been
found to amplify, rather than to attenuate, reliance on the
representativeness heuristic.10 Such groups fall prey to even
larger framing effects than individuals, so that when the
same situation is described in different terms, groups are
especially likely to be affected by the redescriptions.11

Groups show more overconfidence than group members;12
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they are even more affected by the biasing effect of bad
arguments from lawyers.13

In an especially revealing finding, groups have been
found to make more, rather than fewer, conjunction errors
(believing that A and B are more likely to be true than A
alone) than individuals when individual error rates are
high—though fewer when individual error rates are low.14

Groups do demonstrate a decreased level of reliance on the
availability heuristic, but the decrease is slight, even when
use of that heuristic leads to clear errors.15

Here’s a disturbing finding, one with great relevance to
group behavior in both politics and business: Groups are
more likely than individuals to escalate their commitment to a
course of action that is failing—and all the more so if members
identify strongly with the groups of which they are a part.16

There is a clue here about why companies, states, and even
nations often continue with projects and plans that are
clearly going awry. If a company is marketing a product that
is selling poorly, it may well continue on its misguided
course simply because of group dynamics. (Enron is a likely
example.) So, too, with a nation whose economic policy or
approach to foreign affairs is failing or hurting its citizens.

Why are individual cognitive errors so often amplified at
the group level? Informational pressures and social influ-
ences are unquestionably at work. Suppose that most
members of a group are prone to make certain errors. If the
majority makes those errors, then most people will see
others making the same errors. What they see will convey
information about what is right. Those who are not special-
ists are likely to think: If most people make the same errors,
maybe they are not errors at all. Social influences also play a
role. If most group members make errors, others also might
make them simply in order not to seem disagreeable or
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foolish. When groups do not correct the blunders of their
members, this is a large reason.

To be sure, there is some evidence that deliberating
groups can attenuate certain biases. Groups are especially
likely to do better than the average individual when mem-
bers are subject to egocentric bias, the bias that leads most of
us to think that other people think and act as we do.17 Most
people believe that their tastes and preferences are typical.
When asked what percentage of other people watch televi-
sion on Saturday night, enjoy Bob Dylan, favor a particular
political party, or believe that the latest Brad Pitt movie will
win the Oscar, most of us show a bias in the direction that
we ourselves favor. But in groups with diverse views, people
quickly learn that their own position is not universally held,
and hence the bias is reduced. In these cases, group delibera-
tion supplies an important corrective.

Or consider the hindsight bias: people’s tendency to
believe, falsely but with the benefit of hindsight, that they
would have accurately predicted the outcome of an event
(an accident, a natural disaster, an illness, a change in the
stock market). Compared to individuals, groups are slightly
less susceptible to hindsight bias.18 Apparently, group
members who are not susceptible to that bias are able to
persuade others that it is indeed a bias.

But the broader point is that with group discussion, indi-
vidual errors are usually propagated rather than eliminated,
and amplification of mistakes is quite likely. When individuals
show a high degree of bias, groups are likely to be more biased,
not less biased, than their median or average member.19

We have seen, from the Condorcet Jury Theorem, that as
the size of the group expands, the likelihood of error from
the group’s majority expands toward 100 percent if each
group member is more likely to be wrong than right. What I
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am emphasizing here is that social dynamics tend to aggra-
vate rather than reduce the risk of group error. If this is so,
then private organizations that engage in deliberation, as
well as deliberators in legislatures and the executive branch,
will be prone to error. Recall here the suggestion that both
the CIA and NASA blundered because group processes
failed to correct, and instead amplified, the initial biases
internal to both agencies.

/ Hidden Profiles and Common Knowledge /
Suppose that group members have a lot of information,
enough to produce the right outcome if that information is
properly aggregated. Even if this is so, an obvious problem is
that groups will not perform well if they emphasize shared
information and slight information that is held by only one
or a few members. The failure of the United States at the Bay
of Pigs is a clear example, and the same problem infected the
deliberating groups in Colorado. Countless studies demon-
strate that this unfortunate result is highly likely.20

Hidden profiles has become the standard term for the
accurate understandings that groups could obtain but do not.
Suppose that individual group members, taken as a whole,
have the information that could show that a particular political
candidate is inferior or that a particular plan for environmen-
tal protection is best. But suppose, too, that the information
that shows these things remains undisclosed because the group
does not take account of it. In these circumstances, a hidden
profile is involved. Hidden profiles are a clear failure of
information aggregation, and they are all too common.

Hidden profiles are in turn a product of the common
knowledge effect, through which information held by all
group members has far more influence on group judgments
than information held by only a few members.21 The simple
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result is that groups are often unable to benefit from infor-
mation that is limited to one or a few members (unless the
one or the few are leaders, confident, or known to be
experts). The most obvious explanation is the simple fact
that, as a statistical matter, common knowledge is more
likely to be communicated to the group; more people have
that knowledge, and hence it is more likely to be repeated.
But social influences play a role as well.

Examples /
Consider a simple demonstration of a hidden profile: a
simulation of political elections. Information was parceled out
to group members about three candidates for political office;
if the information had been properly pooled, the group would
have selected Candidate A, who was clearly the best choice.22

The experiment involved two conditions. In the first condi-
tion, each member of the four-person group was given most
of the relevant information (66 percent of the information
about each candidate). In that condition, 67 percent of group
members favored Candidate A before discussion, and 85
percent after discussion. This is a happy story of appropriate
aggregation of information. Groups significantly outper-
formed individuals, apparently because of the exchange of
information and reasons. Here, then, is an illustration of the
possibility that groups can aggregate what members know in a
way that produces sensible outcomes.

In the second condition, by contrast, the information that
favored Candidate A was parceled out to various members
of the group, rather than shared by all. As this condition was
designed, the shared information favored the two unam-
biguously inferior candidates, B and C. If the unshared
information emerged through discussion and was taken
seriously, Candidate A would be chosen.
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In that condition, fewer than 25 percent of group mem-
bers favored Candidate A before discussion, a natural
product of the initial distribution of information. But (and
this is the key result) the number of people favoring Candi-
date A actually fell after discussion, simply because the
shared information had disproportionate influence on group
members. In other words, groups did worse, not better, than
individuals when the key information was not initially
shared by group members. The commonly held information
was far more influential than the unshared information, to
the detriment of the group’s ultimate decision.

From this and many similar studies, the general conclu-
sion is that when “the balance of unshared information
opposes the initially most popular position . . . the unshared
information will tend to be omitted from discussion and,
therefore, will have little effect on members’ preferences
during group discussion.”23 That conclusion has a clear
connection with the large-scale information failures at the
CIA and similar failures at NASA. It follows that group
decisions often reflect the initial preferences of group
members even if the exchange of unshared information
ought to have produced significant changes in people’s
opinions. Here, then, is an important source of failures by
deliberating groups.

Nor does discussion increase the recall of unshared
information. In the experiment just outlined, the major
effect of discussion was to increase recall of the attributes of
the initially most popular candidate. The disturbing conclu-
sion is that when key information is unshared, groups are
more likely to select a bad option after discussion than
would their individual members before discussion.24 So
much, then, for the hope that deliberation will ensure
healthy aggregations of opinion.



84 / Infotopia

The Common Knowledge Effect /
These results are best understood as a consequence of the
common knowledge effect, by which information held by all
or most group members has the biggest influence on group
judgments, far more than information held by one member
or a few.25 More precisely, the “influence of a particular item
of information is directly and positively related to the
number of group members who have knowledge of that
item before the group discussion and judgment.”26 When
information is unshared, group judgments have been found
to be no more accurate than the average of the individual
judgments, even though—and this is the central point—
groups as a whole have far more information than do any of
the individual members.27

In a key study, deliberating groups would have lost
nothing in terms of accuracy if they had simply averaged the
judgments of the people involved—a clear finding that
deliberation may not improve on the judgments of statistical
groups.28 The more shared the information is (that is, the
more that it stands as common knowledge), the more
impact it will have on group members before discussion
begins—and the more impact it will have as discussion
proceeds, precisely because commonly held information is
more likely to be discussed.

Most of the hidden profile experiments involve volunteer
participants from college courses. Would the same results be
found in the real world? Affirmative evidence comes from a
hiring exercise involving high-level executives.29 In this
study, no experimenter controlled information about the
various candidates. Instead, the executives’ knowledge arose
naturally from their own information searches. As a result of
those searches, some information was known to all, some
was partially shared, and some was uniquely held. Even with
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high-level executives, common information had a dispro-
portionately large impact on discussions and conclusions.
Disproportionately little weight was given to valuable
information held by one person or a few.

The same study offers an additional finding of considerable
importance. Some group members are “cognitively central,”30

in the sense that their knowledge is shared with many other
group members. What they know, other people know as well.
A cognitively central group member is defined as one who
possesses information in common with all or most group
members. But other group members are “cognitively periph-
eral,” in the sense that their own information is uniquely held;
what they know is known by no one else. Well-functioning
groups need to take advantage of cognitively peripheral
people. But it turns out that cognitively central people usually
have a disproportionate influence in discussion, and they also
show higher levels of participation in group deliberations. By
contrast, cognitively peripheral people end up having little
influence and do not much participate.

A simple explanation for these results is that group
members prefer to hear information that is commonly held
and prefer to hear people who have such information.
Cognitively central people also have high levels of credibility;
cognitively peripheral people have corresponding low levels.
Indeed, the executives who were cognitively central ended
up having a greater influence on the final report. The general
conclusion is that when some group members count more
than others, it is often because they know what everyone else
knows. Unfortunately, more peripheral people, with unique
knowledge, are sometimes the ones group members most
need to hear.

As might be expected, a group’s focus on shared informa-
tion increases with the size of the group.31 For this reason,
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many minds can go very badly wrong. In a study designed to
test judgments about candidates for office, involving both
three-person and six-person groups, all group discussions
focused far more on shared information than on unshared
information, but the effect was significantly greater for six-
person groups. Most remarkably, “it was almost as likely for
a shared item to be mentioned twice as it was for an unshared
item to be mentioned at all.”32

It follows that for very large groups—twelve people, thirty
people, two hundred people, two million people—the effect
of shared information will be compounded. And despite the
failures of their deliberations, group members tend to be
significantly more confident about their judgments after
discussion—an especially alarming finding, because confi-
dence and error are a bad combination.

Informational Influences and Social Pressures Again /
Why do hidden profiles remain hidden? The principal
explanations build on the informational and social accounts
emphasized in chapter 2. When information is held by all or
most group members, it is especially likely, as a statistical
matter, to be repeated in group discussion, and hence more
likely to be influential than information that is held by one
person or a few.33 There are two different points here. First,
information held by all or most group members is likely to
influence individual judgments, and those judgments will in
turn affect the judgments of the group.34 Second, shared
information, simply because it is shared, is more likely to be
explored during group discussion.

Suppose that a team of five people is advising the presi-
dent whether to embark on military action to combat a
perceived threat to national security. If each of the five
people has information indicating that the use of military
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force would be successful, that information is more likely to
emerge in group discussion than are separate parcels of
information, individually held by each advisor, suggesting
that the use of force would run into trouble. If the team of
advisors stresses the information that is held in advance by
each, that information will have a disproportionate influ-
ence on the president’s ultimate decision. This is a simple
statistical point.

But hidden profiles remain significantly more hidden
than would be predicted by statistics.35 To understand the
additional element, consider the finding that low-status
members of groups are “increasingly reluctant over the
course of discussion to repeat unique information.”36 Those
in the group who are inexperienced or are thought to be low
on the hierarchy are particularly loath to emphasize their
privately held information as discussion proceeds.

This finding suggests that group members, especially
lower-status ones, are nervous about emphasizing informa-
tion that most group members lack. Indeed, lower-status
members “are likely to drop unique information like a hot
potato,”37 partly because of the difficulty of establishing its
credibility and relevance and partly because they risk the
group’s disapproval if they press a line of argument that
others reject. Return here to the finding that cognitively
peripheral members have little influence on the group.
Those who have uniquely held information end up partici-
pating less than those who have shared information, and
what they have to say is not much valued. In many deliber-
ating groups, people who emphasize uniquely held informa-
tion take an obvious social risk. And they know it.

This point creates a big problem for such groups, which
will fail to get information that they need, and which can
therefore be led to error. Consider the finding that group



88 / Infotopia

members typically underestimate the performance of low-
status members and typically overestimate the performance
of high-status members, in a way that gives high-status
members a degree of deference that is not warranted by
reality.38

In the same vein, those who discuss shared information
obtain rewards in the form of an enhanced sense of compe-
tence in the eyes of others, and in their own eyes as well.39

Strange but true: If someone tells you something you already
know, you are apt to like that person, and yourself, a bit
better as a result. In face-to-face discussions and in written
tasks, people give higher ratings (in terms of knowledge,
competence, and credibility) both to themselves and to
others after receiving information that they knew already. It
follows that someone with valuable, unshared information
may best earn credibility “by telling others what they already
know before telling them what they do not already know.”40

The general problem is that deliberating groups often
perform poorly because they fail to elicit information that
could steer them in the right directions.

/ Cascades and Polarization /

Informational Cascades /
Hidden profiles are closely related to informational cascades,
which greatly impair group judgments. Cascades need not
involve deliberation, but deliberative processes often involve
cascades. As in the case of hidden profiles, the central point is
that those involved in a cascade do not reveal what they know.

To see how informational cascades work, imagine a
deliberating group that is deciding whether a company
should market a proposed product.41 Assume that the group
members are announcing their views in sequence. From his
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or her own knowledge and experience, each member has
some private information about what should be done. But
each member also attends, reasonably enough, to the
judgments of others. Andrews is the first to speak. He
suggests that the product should indeed be marketed. Barnes
now knows Andrews’s judgment; it is clear that she, too,
should certainly urge marketing the product if she agrees
independently with Andrews. But if her independent
judgment is otherwise, she would—if she trusts Andrews no
more and no less than she trusts herself—be indifferent
about what to do, and she might simply flip a coin.

Now turn to a third employee, Carlton. Suppose that
both Andrews and Barnes have favored marketing the
product, but that Carlton’s own information, though not
conclusive, suggests that this is a mistake. In that event,
Carlton might well ignore what he knows and follow
Andrews and Barnes. It is likely, after all, that both Andrews
and Barnes had reasons for their conclusion, and unless
Carlton thinks that his own information is better than theirs,
he should follow their lead. If he does, Carlton is in a
cascade.

Now suppose that Carlton is speaking in response to what
Andrews and Barnes said, not on the basis of his own
information, and also that subsequent deliberators know
what Andrews, Barnes, and Carlton said. On reasonable
assumptions, they will do exactly what Carlton did: favor the
project regardless of their private information (which, we
are supposing, is relevant but inconclusive). This will
happen even if Andrews initially blundered. That initial
blunder, in short, can start a process by which a number of
people participate in creating serious mistakes.

If this is what is happening, there is a major social problem:
People who are in the cascade do not disclose the information



90 / Infotopia

they privately hold. In the example just given, the company’s
decision will not reflect the overall knowledge, or the aggre-
gate knowledge, of those within the company even if the
information held by individual employees, if actually revealed
and aggregated, would produce a better and quite different
result. The reason for the problem is that individual employ-
ees are following the lead of those who came before.

Does all this seem unrealistic? Perhaps it does. But
cascades do occur in the real world. Even among specialists,
and indeed doctors, cascades are common. “Most doctors
are not at the cutting edge of research; their inevitable
reliance upon what colleagues have done and are doing leads
to numerous surgical fads and treatment-caused illnesses.”42

Thus, an article in the New England Journal of Medicine
explores “bandwagon diseases” in which doctors act like
“lemmings, episodically and with a blind infectious enthusi-
asm pushing certain diseases and treatments primarily
because everyone else is doing the same.”43 Some medical
practices, including tonsillectomy, “seem to have been
adopted initially based on weak information,” and extreme
differences in tonsillectomy frequencies (and other proce-
dures) provide good evidence that cascades are at work.44

As another example, consider the existence of widely
divergent group judgments about the origins and causes of
AIDS, with some groups believing, falsely, that the first cases
were observed in Africa as a result of sexual relations with
monkeys, and with other groups believing, also falsely, that
the virus was produced in government laboratories.45 These
and other views about AIDS are a product of social interac-
tions and in particular of cascade effects. Deliberation often
fails as a result.

Informational cascades create a big problem for those
who are optimistic about group judgments. A mundane
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example: Suppose that on the game Who Wants to Be a
Millionaire?, the audience is asked to say which character
died in a movie based on the television show Star Trek.
Suppose that the candidates are (a) Captain Kirk, (b) Mr.
Spock, (c) Lieutenant Uhuru, and (d) Dr. McCoy. In a large
audience, the plurality would almost certainly answer (b),
which is correct. Those who do not know would divide
themselves fairly randomly among the four options, and
those who know would choose (b). Now suppose that
several audience members vocally and confidently an-
nounced that they chose (a), and that they did so before the
rest of the audience voted. Suppose, too, that audience
members announced their votes publicly. Under plausible
assumptions, the audience would select (a) in an informa-
tional cascade. If the discussion thus far is correct, such
cascades can occur even when the stakes are much higher.

Reputational Cascades /
In a reputational cascade, people think they know what is
right, or what is likely to be right, but they nonetheless go
along with the crowd in order to maintain the good opinion
of others. Suppose that Albert suggests that global warming
is a serious problem, and that Barbara concurs with Albert,
not because she actually thinks that Albert is right, but
because she does not wish to seem to Albert to be ignorant
or indifferent to environmental protection. If Albert and
Barbara say that global warming is a serious problem,
Cynthia might not contradict them publicly and might even
appear to share their judgment, not because she believes that
judgment to be correct, but because she does not want to
face their hostility or lose their good opinion.

It should be easy to see how this process might generate a
cascade. Once Albert, Barbara, and Cynthia offer a united
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front on the issue, their friend David might be reluctant to
contradict them even if he thinks they are wrong. The
apparently shared view of Albert, Barbara, and Cynthia
carries information; that view might be right. But even if
David has reason to believe that they are wrong, he might
not want to take them on publicly. The problem, of course,
is that the group will not hear what David knows.

In the actual world of group decisions, people are of
course uncertain whether publicly expressed statements are
a product of independent knowledge, participation in an
informational cascade, or reputational pressure. Much of the
time, listeners and observers probably overstate the extent to
which the actions of others are based on independent
information. Deliberating groups often fail as a result.

/ Group Polarization /
There are clear links among hidden profiles, social cascades,
and the well-established phenomenon of group polarization,
by which members of a deliberating group typically end up in
a more extreme position in line with their tendencies before
deliberation began.46 Group polarization is a usual pattern
with deliberating groups. It has been found in hundreds of
studies in over a dozen countries.47 The Colorado experi-
ment, involving Boulder and Colorado Springs, was a case
study in group polarization.

For example, those who disapprove of the United States
and are suspicious of its intentions will increase their
disapproval and suspicion if they exchange points of view.
Indeed, there is specific evidence of this phenomenon
among citizens of France: They dislike the United States a lot
more, and trust the United States a lot less, after they talk
with one another.48 (In the aftermath of the 2003 U.S.
invasion of Iraq, when french fries were relabeled “freedom
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fries,” the citizens of the United States showed a similar
pattern.) Group polarization provides a clue to the roots of
extremism and even fanaticism and terrorism. All these can
be fueled, not reduced, by deliberation.

Group polarization occurs for issues of fact as well as
issues of value.49 Group polarization has been found on
obscure factual questions, such as how far Sodom (on the
Dead Sea) is below sea level.50 Or suppose that people are
asked, on a bounded scale of zero to eight, how likely it is
that a terrorist attack will occur in the United States in the
next year, with zero indicating “zero probability,” eight
indicating “absolutely certain,” seven indicating “over-
whelmingly likely,” six “more probable than not,” and five
“fifty-fifty.” The answers from a deliberating group will tend
to reveal group polarization, as the group’s members move
toward more extreme points on the scale, depending on
their initial median point. If the predeliberation median is
six, the group judgment will usually be seven; if the
predeliberation median is three, the group judgment will
usually be two.51 Recall here that federal judges are highly
susceptible to group polarization, as both Democratic and
Republican appointees show far more ideological voting
patterns when sitting with other judges appointed by a
president of the same political party.52 Juries polarize, too.53

Return here to the Colorado study, designed to explore
political differences in the United States. Liberals polarized:
When group members tended to support affirmative action,
civil unions, and an international agreement to control
global warming, they moved toward greater support after
internal discussions. Conservatives polarized, too. There is
an account here about how liberals and conservatives, and
Democrats and Republicans, can move to extremes after
speaking with, or at least listening to, one another.
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Why does group polarization occur? There are several
reasons.54 The first and most important involves informa-
tional influences. Fortunately, most people listen to the
arguments made by other people. In any group with some
initial inclination, the views of most people in the group will
inevitably be skewed in the direction of that inclination.
Suppose that the majority position within a group is that
global warming is a serious problem or that the incumbent
president is doing a terrific job. As a statistical matter, the
arguments favoring that initial position will be more
numerous than the arguments pointing in the other direc-
tion. Individuals will have heard of some, but not all, of the
arguments that emerge from group deliberation. As a result
of hearing the various arguments, deliberation will lead
people toward a more extreme point in line with what group
members initially believed. Through this process, many
minds can polarize, and in exactly the same direction.

Consider the fact that extremists and terrorists hear a
sharply limited number of arguments, all pointing in the
same direction. When people of different political stripes
polarize in democratic nations, including the United States,
informational influences play a key role.

The second explanation involves social influences. People
usually want to be perceived favorably by other group
members. Sometimes people’s publicly stated views are, to a
greater or lesser extent, a function of how they want to
present themselves. Once they hear what others believe,
some will adjust their positions at least slightly in the
direction of the dominant position. In a left-wing group, for
example, those who lean to the left will be more acceptable,
and for this reason they might well end up leaning some-
what more to the left. There is a particular problem here.
When people are in the presence of political authorities—
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senators, governors, presidents—they often shift their public
views so as to conform with the views of those authorities.
For this reason, leaders often do not hear what they need to
know, because so many minds silence themselves. A mass of
people can have the same silencing effect as leaders, thus
leading deliberative processes to fail.

The third explanation of group polarization stresses the
close links among confidence, extremism, and corroboration
by others.55 As people gain confidence, they usually become
more extreme in their beliefs. Agreement from others tends
to increase confidence, and for this reason like-minded
people, having deliberated with one another, become more
sure that they are right and thus more extreme. In many
contexts, people’s opinions become more extreme simply
because their views have been corroborated, and because
they become more confident after learning that others share
their views.56 Many minds can badly blunder in this way.

A great deal of work suggests that group polarization is
heightened when people have a sense of shared identity, and
this point helps to suggest yet another explanation of
polarization.57 People may polarize because they are at-
tempting to conform to the position they see as typical
within their own group. If their group’s identity is made
especially salient, the in-group norms are likely to become
more extreme.58 In the Colorado experiment, many groups
were all the more prone to polarization when their discus-
sions referred to some group with whom they disagreed,
such as “the liberals.” Democrats and Republicans often
become more sharply separated for the same reason.

There is a further point: If arguments come from a
member of an in-group, they are especially likely to be
persuasive. Such arguments are more likely to seem right. It
is also reasonable to think that people would fear the social
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pressures that come from rejecting what an in-group
member has to say. By contrast, the views of out-group
members have far less force and might even be irrelevant.59

Should you really listen to someone who belongs to a group
that you believe to be systematically and egregiously wrong?
Will a member of Hamas much care about the policy
commitments of a citizen of Israel? The reputational
pressure will also be reduced: Do you really have to worry
about rejecting the views of someone usually thought to be
wrong by people like you? If a self-identified conservative
hears arguments from someone who is known to be left of
center, those arguments might well fall on deaf ears. The
clear lesson is that when a group is highly cohesive, and
when its members are closely identified with it, polarization
is especially likely—and likely to be especially large.

Does group polarization lead to accurate or inaccurate
answers? Do deliberating groups err when they polarize? No
general answer would make sense. Everything depends on
the relationship between the correct answer and the group’s
predeliberation tendencies. If the group is leaning toward
the right answer, polarization might lead them directly to
the truth. But there are no guarantees here. As a result of the
relevant influences, some people will fail to disclose what
they know. When individuals are leaning in a direction that
is mistaken, the mistake will be amplified by group delibera-
tion. We have already encountered an example: When most
people are prone to make logical errors, group processes lead
to more errors rather than fewer. The same is true when jury
members are biased as a result of pretrial publicity; the jury
as a group becomes more biased than individual jurors
were.60 This is polarization in action, and it produces large
blunders.
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Polarization, the Internet, and the Daily Me /
What is the effect of new technologies on polarization?
There is no simple answer here. Many people are using the
Internet to encounter new perspectives. They may live in an
information cocoon—their workplace, their school, their
neighborhood—and the Internet can greatly broaden their
horizons. Cocoons and echo chambers, emerging from
simple geography, are easy to escape with just a few seconds
on a few Web sites. In this sense, curious people can obtain
remarkable aggregations of information without leaving
their screens. Many citizens, in isolated areas or isolated
nations, escape their confines, and learn an extraordinary
amount, simply by virtue of the Internet.

But recall the Daily Me, the prophecy of a personalized
communications universe, in which you consult only those
topics and opinions that you like. Because of the possibility of
personalization, people can construct “profiles” that include
what they accept and exclude what they reject. To the extent
that this happens, polarization is all the more probable, as
like-minded people sort themselves into virtual communities
that seem comfortable and comforting. Instead of good
information aggregation, bad polarization is the outcome.61

In fact, the best search engines, including Google, offer an
intriguingly mixed picture here. The good news is that
search engines turn up an extraordinary range of material,
often with varied and competing perspectives. This indeed is
the most important part of the story. But there is less good
news, and it is also important: Some searches produce the
same set of opinions, not diversity. Indeed, personalized
searches, which are now possible, ensure that Google can
give you the kinds of things in which you, in particular,
have previously shown an interest. It follows that with
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personalized searches, different people with their different
histories will automatically receive different answers to
exactly the same searches. In terms of convenience and
usefulness, this is a great benefit. But in terms of informa-
tion aggregation, it has an unfortunate side.

Right and Wrong: Group Judgments
and Nonfactual Questions /
My emphasis thus far has been on questions with demon-
strably correct answers, above all disputed issues of fact. But
groups are often asked to answer questions that are not
purely factual. Issues involving morality, politics, and law
require judgments of value, not merely fact. Is preemptive
war morally permissible? Should more money be redistrib-
uted from the wealthy to the poor? Should the minimum
wage be increased? Should capital punishment be permitted?
Should same-sex marriages be allowed? When, if ever, is
theft morally acceptable?

When people answer such questions, informational
influences and social pressures will almost inevitably play a
major role. The phenomena discussed here have clear
analogues in the domain of politics and morality. Group
polarization has been found with respect to moral outrage:
When individual jurors are outraged about corporate
misconduct, deliberation leads juries to become more
outraged still.62 If outraged people get together, they are
likely to end up more outraged than they were when they
first started to talk. Political hatred, and acts of violence,
often are produced in this way. As we saw in the Colorado
experiment, group discussion frequently produces polariza-
tion on moral and political issues.63

There is every reason to think that cascade effects occur
for issues of politics and morality. Suppose that people are
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asking whether a politician would make a good nominee for
high office. Informational cascades are highly likely; indeed,
an informational cascade helped to account for the Demo-
cratic nomination of John Kerry in 2004.64 When Democrats
shifted from Howard Dean to John Kerry in that year, it was
not because each Democratic voter made an independent
judgment on Kerry’s behalf. It was in large part because of a
widespread perception that other people were flocking to
Kerry. Duncan Watts’s amusing account is worth quoting at
length:

A few weeks before the Iowa caucuses, Kerry’s campaign
seemed dead, but then he unexpectedly won Iowa, then
New Hampshire, and then primary after primary. How
did this happen? . . . When everyone is looking to
someone else for an opinion—trying, for example, to
pick the Democratic candidate they think everyone else
will pick—it’s possible that whatever information other
people might have gets lost, and instead we get a cascade
of imitation that, like a stampeding herd, can start for no
apparent reason and subsequently go in any direction
with equal likelihood. Stock market bubbles and cultural
fads are the examples that most people associate with
cascades . . . but the same dynamics can show up even in
the serious business of Democratic primaries. . . . We
think of ourselves as autonomous individuals, each
driven by [our] own internal abilities and desires and
therefore solely responsible for our own behavior,
particularly when it comes to voting. No voter ever
admits—even to herself—that she chose Kerry because
he won New Hampshire.65

Cascades can be found for many contested political
questions, including the legitimacy of affirmative action,
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abortion, preemptive war, and capital punishment. Perspec-
tives on environmental and economic issues are often a
product of cascade effects. Few of us have thought long and
hard about these questions. We often end up thinking what
we think others think, at least if we think that those others
think as we do. When “political correctness” moves people to
the left or to the right, cascades are typically involved. These
points raise a warning flag about any situation in which
citizens sort themselves into communities of like-minded
others. In such communities, cascades are almost inevitable,
and they might well be based on poor thinking and confusion.
The problem is that the same forces that produce factual
errors operate in the moral and political domains as well.

It is in those domains, above all, that groups end up at a
more extreme point in line with their predeliberation
tendencies. Suppose that citizens of Iran tend to distrust the
United States and its intentions with respect to the “war on
terror.” After they have spoken with one another, their
distrust is likely to grow. Or suppose that a group of Ameri-
cans approve of the incumbent president and believe that in
domestic as well as foreign affairs, his decisions tend to be
good. Their internal discussions are likely to lead them to
think that his decisions are great, not merely good.

If facts are not involved, we may not be able to be so
confident that any particular profile is hidden. But hidden
profiles occur for values as well as for facts, in a way that can
much damage deliberation. If one perspective is widely held
within the group, and if other relevant perspectives are
dispersed, the widely held perspective will end up dominat-
ing the dispersed ones. Suppose that the group consists of six
men and one woman, and that the topic is sexual harass-
ment. If the woman in the group knows something that
none of the men knows, the men are unlikely to learn what
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she knows, and their shared knowledge, or beliefs, will
dominate. Or suppose that every group member knows one
reason that argues against capital punishment, but that
several other factors, arguing in favor of capital punishment,
are widely dispersed among group members. We can safely
assume that the common knowledge will have a much larger
effect. Surely there is a big problem if certain views are not
taken into account in group deliberation simply because
those views are dispersed within the group.

It might be controversial to suggest that groups amplify
individual errors in the moral, political, and legal domains,
because in those domains, we might not be able to say with
confidence that one or another view counts as an “error.”
Skeptics about morality, politics, and law, rejecting the view
that the underlying questions have correct answers, would
insist that any shifts introduced by deliberation cannot be
said to be right or wrong. But genuine skepticism is ex-
tremely hard to defend.66 Without engaging the philosophi-
cal issues, we can simply note that many different views
about the nature of morality acknowledge the possibility of
individual error—and that if individual error does occur,
group error will occur as well. As obvious examples, con-
sider the persistence of slavery and racial segregation.

For moral, political, and legal questions, the argument on
behalf of group deliberation is not fundamentally different
from what it is for factual questions.67 Unless we are skep-
tics, we will agree that one point of deliberation is to ensure
that these questions are correctly answered—that is, are
answered by reference to good reasons, even if we disagree
about what they are. And if this is so, then there is strong
reason to be concerned, for political, moral, and legal
questions no less than factual ones, that group judgments
will be impaired by the mechanisms I have traced here.
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A more general lesson follows. I have said that many
people have celebrated deliberative conceptions of democ-
racy, largely with the thought that deliberative processes
among diverse people are likely to lead participants in better
or more sensible directions. The underlying judgment is easy
to understand. Diverse perspectives can ensure that people
see far more than they saw before. But we can now under-
stand that even under ideal conditions, emphasized by
proponents of deliberation, group members can be led to
err, not despite deliberation but because of it. When mem-
bers of a religious community end up entrenched in their
belief in, say, traditional gender roles, or when members of a
liberal group end up still more committed to a highly
progressive income tax, social dynamics, leaving hidden
profiles, may well be responsible. The fact that deliberation
increases both confidence and uniformity will leave the
strong but potentially misleading impression that delibera-
tion has produced sense rather than nonsense.

Can anything be done? Is it possible to take steps to make
deliberation work better? I believe that it is. But to see how,
and even why, we have to venture a bit afield. We have to
look at markets rather than deliberation. We have to move
from the old to the new. We have to investigate some
creative and fresh mechanisms for aggregating information
from many minds. Some of the most promising of those
mechanisms involve the Internet.
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Chapter Four / Money, Prices,
and Prediction Markets

Statistical groups elicit and incorporate the views of group
members. Deliberating groups are supposed to do the same.
A very different way to aggregate information is to rely on
prices and on the signals that prices give.

To see why that method might work, consider the
familiar informal challenge when people disagree on some
question: “Want to bet?” The point of the challenge is to
suggest that the speaker is really confident of her judgment,
enough so as to ask the person with whom she disagrees to
back her conviction with money. Much of the time, the
challenge is successful in the sense that it operates to estab-
lish to all concerned that one or another belief is weakly
held. When people ask for a bet, they are bypassing delibera-
tion and offering a good clue about the confidence with
which they hold their views. But if we want to get access to
many minds, we might see if economic incentives can be
used far more formally and systematically.

In fact, that is exactly what markets do. What is the
source of the prices of soap, cereals, shoes, and computers?
In a market economy, we don’t decide on prices by polling
people and taking the median answer. We don’t ask people
to deliberate about prices and choose the ones that make the
best sense. Nor do prices emerge from any judgment by
experts. (The Soviet Union tried that.) Instead, prices are a
product of the independent judgments of many people, each
with his own dispersed beliefs, judgments, and tastes. Of
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course, markets are very far from perfect, and I devote some
discussion to their errors, which can be egregious; but much
of the time, they do an excellent job in aggregating privately
held information.

Suppose that we are inclined to celebrate the information-
aggregating properties of markets. If so, it would seem plain
that if we are attempting to improve on the answers pro-
duced by statistical averages and deliberating groups, we
might consider an increasingly popular possibility: Create a
market.1 Prediction markets, in some ways a recent innova-
tion, have proved remarkably successful at forecasting future
events. They do far better, in some domains, than deliberat-
ing groups. Such markets are worth sustained attention, in
part because they offer important lessons about how to
make deliberation go better or worse, and in part because
they provide a useful model for any private and public
organization that seeks access to many minds. Prediction
market theorist Robin Hanson has, in fact, coined the term
“futarchy” for a system in which such markets play a large
role in governmental decisions.2

A central advantage of prediction markets is that they
give people the right incentive to disclose the information
they hold. People stand to win money if they get it right and
to lose money if they get it wrong. Recall that in a deliberat-
ing group, members may have little incentive to say what
they know. By speaking out, they provide benefits to others,
while possibly facing high private costs. Prediction markets
realign incentives in a way that is precisely designed to
overcome these problems. People can capture, rather than
give to others, the benefits of disclosure. Because invest-
ments in such markets are generally not revealed to the
public, investors need not fear that their reputation will be
at risk if, for example, they have predicted that a company’s
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sales will be low or that a certain candidate will be elected
president.

With prediction markets, the use of private information will
be reflected in prices. Suppose that a prediction market
suggests that it is likely that intelligent extraterrestrial life will
be discovered within the next year. Suppose that for a $100 bet,
you can receive $200 if you predict that no such discovery will
be made. This market’s prediction is preposterous (I specu-
late!), and skeptics are likely to make money if they are willing
to bet otherwise. (Want to bet?) Of course, many prediction
markets raise harder questions. The key point is that those with
specialized information can gamble as they see fit. People who
do not want to participate, because they have no idea what to
predict, have every incentive to stand aside. To be sure, some
people might refuse to participate, not because they lack
information, but because they lack the money to gamble. But
at least it can be said that such markets give people a powerful
incentive to reveal what they know.

In these crucial ways, prediction markets have large
advantages over surveys. Suppose that the question is how
many children I have. A survey of numerous people is far
less likely to produce the right answer than a market, in
which informed people can make money. What is true for
mundane or personal questions is true for larger questions
as well, including the likelihood of natural disasters,
changes in the economy, the outcome of an election, and
the success of a movie.

Recall that under the Condorcet Jury Theorem, the
average vote of a large group will be wrong if most group
members are likely to err. In a prediction market, the
existence of incentives greatly increases the likelihood that
each investor will prove to be right. Those without informa-
tion will not participate; those with a lot of information will
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participate a great deal. Crucially, the problems that infect
deliberating groups are reduced in prediction markets. As a
result, such markets have often proved remarkably accurate.
Perhaps most important, prediction markets have been
found not to amplify individual errors but to eliminate
them; the prices that result from trading prove reliable even
if many individual traders err. Because of their accuracy,
prediction markets are receiving a great deal of attention in
the private sector, as we shall see, and it is easy to find
software and services to support their use.3

Of course, investors, like everyone else, are subject to
cognitive biases and to the informational pressure imposed
by the views of others. Markets have their own fads and
fashions, and prices can be way off. But a market creates
strong incentives for revelation of whatever information
people actually hold. A profile may remain hidden in a
deliberating group, but in a market, those with hidden
information, uniquely held, are in a position to make a lot of
money—and they are likely to exploit the opportunity. For
small groups, of course, prediction markets are likely to be
too “thin” to be useful; a certain number of investors is
required to get a market off the ground.4 In many contexts,
however, private and public organizations might use
markets as a complement to or even a substitute for delib-
eration. They might create markets, or watch markets, when
they are deciding what to do.

Let us now turn to actual practice.

/ Practice and Evidence /

An Abandoned Initiative /
In many imaginable markets, people might make claims
about facts or predictions about the future, and they might
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stand to gain or lose from their predictions. In the summer
of 2003, analysts at the Department of Defense built directly
on this idea.5 To predict important events in the world,
including terrorist attacks, they sought to create a kind of
market in which ordinary people could actually place bets.
The proposed Policy Analysis Market would have allowed
people to invest in their predictions about such matters as
the growth of the Egyptian economy, the gross domestic
product of the United States, the likelihood of a bioweapons
attack on Israel, the overthrow of the king of Jordan, the
death of national leaders, the military withdrawal of the
United States from specified nations, and the likelihood of
terrorist attacks in the United States. Investors would have
won or lost money on the basis of the accuracy of their
predictions.

Predictably, the Policy Analysis Market produced a storm
of criticism. Ridiculed as “offensive” and “useless,” the
proposal was abandoned. Senator Tom Daschle called the
market “the most irresponsible, outrageous and poorly
thought-out of anything that I have heard the administra-
tion propose to date.”6 Senator Byron Dorgan argued that it
is “morally bankrupt for a government agency to make a
profitable game out of the deaths of American troops, heads
of state, and nuclear missile attacks.”7 A private Policy
Analysis Market, specializing in the Middle East, was
promised in 2003, but it did not go forward.8 Nonetheless,
several such markets, asking for predictions about national
and international events, are now in place. In fact, they are
flourishing on the Internet.

Amid the war on terrorism, why was the Department of
Defense so interested in the Policy Analysis Market? The
answer is simple: It wanted to have some assistance in
predicting geopolitical events, including those that would
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endanger U.S. interests, and it believed that a market would
provide that help. It speculated that if many minds could be
given an incentive to aggregate their private information, in
the way that the Policy Analysis Market would do, govern-
ment officials would learn a great deal. Apparently it
believed that such a market would provide an important
supplement to deliberative processes both within and
without government. No one knows how the Department of
Defense would have reacted to the projections of prediction
markets; the most reasonable speculation is that those
projections would have been used, not as the final word, but
as providing valuable information about future events. And
although the Policy Analysis Market was not really a market
in terrorism futures, one of its designers has argued that
such futures are technically feasible—and might well be
helpful.9

In recent years, prediction markets have done more than
provide valuable information. In countless domains, their
forecasts have proved extremely accurate.10

Iowa Electronic Markets /
Since 1988, the University of Iowa has run the Iowa Elec-
tronic Markets (IEM), which allow people to bet on the
outcome of presidential elections. The system has evolved
over time. Originally, the IEM permitted people to trade
only in the expected fraction of the popular vote to be
obtained by presidential candidates.11 Securities were offered
that would pay $2.50 multiplied by the specified candidate’s
share of the vote. If, for example, George H. W. Bush
received 50 percent of the vote, the shareholder would
receive $1.25. Shares could be bought and sold until the day
before the election.
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The IEM have greatly expanded from these modest roots.
Traders have been able to bet on the market capitalization
that Google will achieve in its initial public offering, the
price of Microsoft stock at a future date, and Federal Reserve
monetary policy, in addition to the outcomes of a range of
U.S. elections.12

For presidential elections—still the most popular markets
that IEM operate—traders have recently been permitted to
choose from two types of markets. In the “winner-take-all”
market, traders win $1 for each “future” in the winning
candidate that they own; they receive nothing for shares of
the losing candidate. In a “vote-share” market, traders in
“candidate futures” win $1 multiplied by the proportion of
the popular vote that the candidate receives. Thus, in a
winner-take-all market, a “Dukakis future” was worth
nothing after the election, whereas in a vote-share market,
each Dukakis future paid $0.456.

In a winner-take-all market, the market price reflects
traders’ perceptions of the likelihood that each candidate
will win the election. More interestingly, observers can use
the prices in a vote-share market much as they might use a
poll. In each case, the market price reflects the aggregate
information held by participants, offering a “prediction”
about the likely outcome.

The IEM operate much like an ordinary stock market. To
enter, each participant must purchase “unit portfolios”
consisting of one future in each candidate for each dollar the
trader puts into the market. Once traders have bought enough
of these unit portfolios, they can unbundle the contracts and
trade individual shares. All trading is fully computerized, and
traders must reach the markets through the Internet. As in a
typical stock market, traders can issue bids and asks or
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simply accept outstanding offers. Most traders merely accept
offers rather than choosing their own prices, but a small
group of “marginal traders” trade frequently and post their
own proposed trades. As we shall see, it is these traders who
have the greatest effect on prices.

As a predictor, the IEM have produced highly accurate
judgments. Before the 2004 elections, they did far better than
professional polling organizations,13 outperforming polls 451
out of 596 times.14 In the week before the four elections from
1988 to 2000, the predictions in the Iowa market showed an
average absolute error of just 1.5 percentage points, a signifi-
cant improvement over the 2.1 percentage point error in the
final Gallup polls.15 In 2004, the Iowa market did even better.
On midnight of November 1, it showed Bush with 50.45
percent of the vote and Kerry with 49.55 percent, very close to
the final numbers of 51.56 percent for Bush and 48.44 percent
for Kerry.16 This prediction was far better than the predictions
that emerged from the more conventional indicators of likely
results, including consumer confidence and job growth.17

Notably, the IEM have proved accurate not only on election
eve but also in long forecasting horizons.18 Professional polls
ask people for their anticipated vote, not for their judgment
about the likely winner; it is striking that answers to the latter
question, posed with an economic incentive, outperform
answers to the former.

Prediction markets are hardly limited to the United
States. In other nations, universities are operating similar
markets; examples include the University of British Colum-
bia Election Stock Market, involving Canadian elections,
and the Vienna University of Technology, operating the
Austrian Electronic Market. Although the relevant districts
are quite small, Australian bookmakers have shown a high
degree of accuracy in predicting district-level races.19
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InTrade, a political market based in Dublin, accurately
predicted not only the 2004 victory for President Bush but
also the particular outcomes in the battleground states.20

Other Prediction Markets: Hollywood, Weather,
Google, Microsoft, and Beyond /
Prediction markets, aggregating the views of many minds,
are flourishing outside the political domain. Consider the
Hollywood Stock Exchange (HSX), in which people predict
(among other things) Oscar nominees and winners as well
as opening weekend box office figures. The level of accu-
racy has been extremely impressive, especially in view of
the fact that the traders use virtual rather than real money.
HSX has often offered accurate predictions of a movie’s
gross receipts before release; its predictions are even better
after opening weekend.21 As a result, studios are relying on
HSX estimates in making decisions about the distribution
of their films.22

HSX has also proved successful in predicting award
winners. Among its most impressive achievements to date is
its uncanny accuracy in predicting Oscar winners in 2005,
with correct judgments in all eight of the categories for
which trading was allowed. An interesting counterpoint:
Tradesports.com, a prediction market that uses real rather
than virtual money, predicted only six of eight Oscar
winners in that year. In fact, prediction markets that use
virtual money have been found, in many circumstances, to
do as well as markets that rely on real money.23

When entertainment and law meet, prediction markets
do well. Days before the ultimate verdict in the Michael
Jackson case, insiders knew what would happen. As one
reporter noted in advance, “Whether or not Michael
Jackson’s jurors still have a reasonable doubt about his guilt,
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the wild world of Internet betting has rendered judgment:
the smart money is on acquittal.”24 Many people believe that
“you can’t predict the weather,” but the National Weather
Service does quite well, and orange juice futures do even
better.25 The markets for the demand for gas outperform the
experts on the demand for gas.26 A large prediction market
focuses on the likelihood that economic data released later
in the week will show specific values;27 the market has
performed at least as well as the consensus forecasts of a
survey of about fifty professional forecasters.

Betting markets do extremely well in predicting the
outcomes of horse races—far better, in fact, than experts.28 Of
course, most gamblers on horse races lose money and leave
unhappy, but consider this: The favorites finish first more
often than in any other position, the second-ranked horses
finish second more often than in any other position, the
third-ranked horses finish third, and so on.29 More generally,
online sports betting markets do quite well in predicting
actual outcomes.30

As I have noted, companies are using prediction markets,
too. Hewlett Packard (HP) and the California Institute of
Technology initiated a project to study prediction markets as
an information aggregation mechanism involving product
sales.31 The experimenters selected people who worked in
different parts of HP’s business operation. Because of its
small size, the market was a very “thin” one, meaning that
there were few participants, and hence the market was far
less liquid than the much “thicker” IEM. Participants were
chosen with the belief that each could contribute informa-
tion from his department.

The markets were organized so that securities existed for
intervals of sales. For example, one security would pay off if
sales were between one and ten printers; another would pay off
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if sales were between ten and twenty. In most of the experi-
ments, the possible range of sales was divided into ten intervals
of equal size. On the basis of the prices of each security, the
experimenters could guess how many units HP would sell that
month. Prediction markets were expected to have large
advantages over internal projections that involve deliberation.
Employees involved in sales have an incentive to understate
projected outcomes to ensure that they do not fall short of
expectations; this bias, or a competing bias in favor of excessive
optimism, might well be reduced through market incentives.

The results showed that the markets’ predictions were a
considerable improvement over HP’s official forecasts. In no
fewer than six of the eight markets for which official fore-
casts were available, the market prediction was significantly
closer to the actual outcome than the official forecast was.

For its part, Google has created a large set of prediction
markets to help forecast its own development.32 The relevant
markets predict launch dates for products, new office
openings, and a range of other outcomes of importance to
the company. As of September 2005, more than a thousand
Google employees had bid on 146 events. People did not
invest real money, but the virtual money used for the
markets could be redeemed for various prizes, including
seven large cash prizes per quarter. The larger prizes were
given out through a drawing; users with more virtual
money had more tickets in the drawing and therefore a
better chance of winning. Smaller prizes (gift certificates
and T-shirts) were given to the top one hundred or so
winners, so that if an employee invested well, he received
something, even if not a large cash prize.

Consider a partial list of Google’s markets in 2005, which
include fun predictions as well as those relating to the
business:
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2nd Quarter, 2005 (April–June)

Total 30-day active Gmail users
Total 30-day active Google groups
Number of new full-time engineering offer accepts
Number of new full-time offer accepts
Number of Web pages indexed
Total 1-month active Orkut users
China engineering office opens?
Will [secret product] launch?
Will the U.S. average gas price reach $2.50 by June 30?
Number of 7-day active [prediction market] users on

May 1?
Will Episode III of Star Wars have a good rating?

(Outcome determined by RottenTomatoes.com
rating)

3rd Quarter, 2005 (July–September)

Russia engineering office opens?
Will Google open an Israel office?
Number of wireless pageviews
U.S. average gas price on Sept. 26, 2005
Will John Roberts be confirmed for U.S. Supreme

Court?
Will the U.S. average gas price reach $3.00 by Sept. 30?
If the market “New Hires in Q305” is run, will it

attract interest? (This market was an attempt to use
markets to determine which markets would be
popular.)

4th Quarter, 2005 (October–December)

Number of new machines released in Nov. 2005
How many people will RSVP to the MV holiday party?
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Will Google print reach [a certain number of] books
live in the index?

Number of 30-day active Gmail users
[X million] iGoogle users by end of quarter?
Will Google get the WiFi contract in SF?
Will London engineering office open?
Will [secret product] launch?
Number of wireless pageviews
Will a [secret product and partnership] be announced

by Q106?
Will Brad Pitt and Angelina Jolie get married during

2005?
Will Harriet Miers be confirmed to U.S. Supreme

Court?
Will the U.S. average gas price reach $3.00 by Dec. 27?

The outcomes have been quite accurate, with prices
generally representing real probabilities. According to Bo
Cowgill, the project manager, “If we look at all events that
we said were 80% likely, 80% of them should come true and
20% should fail. If we look at all events that we said were
70% likely, 70% of them should come true and 30% should
not. This correlation is roughly what we’ve seen actually
happening.” In addition, the results proved extremely
helpful to the company. In Cowgill’s words, “We also found
that the market prices gave decisive, informative predictions
in the sense that their predictive power increased as time
passed and uncertainty was resolved.”33 Apparently, dispersed
knowledge within the company has been accurately aggre-
gated in this way.

Did Google’s prices really represent probabilities? For
some people, a picture is worth a thousand words; it is
therefore worthwhile to consider the graph in Figure 4.1. The
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straighter line represents the average price, reflecting a
judgment about how often outcomes in that group should
occur according to the markets. The more curvy line
represents how often the predicted outcomes actually did
occur. As Cowgill writes, “Ideally these would be equal, and
as you can see they’re pretty close. So our prices really do
represent probabilities—very exciting!”34

Microsoft, too, has been making good use of prediction
markets. In 2004, pilot markets were introduced, including an
evaluation of how many robotic cars would finish the DARPA
Grand Challenge race. The market accurately predicted the
number, which was zero. For an especially revealing episode,
consider Microsoft’s very first internal market. In August
2004, a prediction market was created to forecast the release
date for a software project. (The product was an internal tool,
not one that Microsoft sells.) The official release date was
November, three months away; high-level management was
confident that the release date would be met. In mid-August,
the market was opened to twenty-five employee traders, each

Figure 4.1
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staked by Microsoft with $50 to trade. Their “securities” were
pre-November, November, December, January, February,
and after February. Within three minutes of the beginning of
trading, November was selling for a price consistent with a 1.2
percent chance of meeting the release date, a figure that rose
only slightly, to 3 percent, over the next twenty-four hours.
Surprised by these numbers, the project’s director investi-
gated, concluded that the schedule was in fact unrealistic, and
made a number of changes. (The product was released the last
week in February.)

More recently, Microsoft has run a number of prediction
markets, involving schedules (when products will reach
specified milestones), revenues and profits, and defects (how
many bugs of a certain kind or severity will be reported in a
specified time). To avoid gambling laws, Microsoft funds the
markets; participants do not risk their own money. But the
company provides cash prizes to traders owning the right
securities, and traders are permitted to enter a lottery with
raffle tickets in proportion to the accuracy of their predictions.
(I am told that Xbox game consoles are very popular prizes!)

To date, the markets are doing well in predicting outcomes,
at least in the sense that when a security for an event is highly
priced, the event is likely to come to pass. A surprise: One of
the primary advantages of the prediction markets, to manage-
ment, has been to provide information about potential
divisions between the “crowd,” as reflected in the price, and
the senior managers. A possible reaction is that in the face of
such divisions, either the market is right, or the manager is
right; in either case, it is important to reach a better under-
standing. Google and Microsoft are hardly the only compa-
nies that have used prediction markets; Eli Lilly, Goldman
Sachs, Deutsche Bank, and Hewlett Packard have also done
so, and the number is rapidly growing.
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In the United States, legal prohibitions restrict futures
trading, but numerous off-shores sites are easy to find, and
several onshore markets have managed to operate within legal
limits, sometimes by using “play” or “virtual” money, some-
times with cash. Around the same time as the disaster pro-
duced by Hurricane Katrina in 2005, a hurricane futures
market developed (http://hurricanefutures.miami.edu/),
permitting invitation-only trades among specialists, allowing
investments of $5 to $500. The goal is to predict where a given
hurricane will land. Using play money, the Tech Buzz Game
(http://buzz.research.yahoo.com/bk/index.html) asks people
to predict the future popularity of various technologies. Its
asserted goal is to invoke crowd wisdom to make forecasts. (As
of this writing, iPod Video is expected to do particularly well.)

We can easily find actual or proposed prediction markets
about any number of questions: Will gas prices reach a
specified level? Will the United States attack Iran? Will
cellular life be found on Mars? Will Osama bin Laden be
captured by a certain date? Will smallpox return to the
United States? Will there be a sequel to certain movies (Pride
and Prejudice II, Star Wars VII)? Will the Federal Communi-
cations Commission be abolished? These and many more
questions have been asked on prediction markets; the
number grows every day.

Hayek’s Marvel /
All in all, prediction markets have been quite successful in
terms of the aggregate accuracy of the resulting “prices.” Why
is this? The best place to start is with Friedrich Hayek, the great
twentieth-century critic of socialism and economic planning.
Throughout his life, Hayek was concerned with how to obtain
dispersed information. His emphasis was on markets rather
than on deliberation, to which he devoted no attention.
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Hayek’s most important contribution to social thought is
captured in his short 1945 paper, “The Use of Knowledge in
Society.”35 Hayek claims that the great advantage of prices is
that they aggregate both the information and the tastes of
numerous people, incorporating far more material than
could possibly be assembled by any central planner or board.
He emphasizes the unshared nature of information, the
“dispersed bits of incomplete and frequently contradictory
knowledge which all the separate individuals possess.”36 That
knowledge certainly includes facts about products, but it
also includes preferences and tastes, and all of these must be
taken into account by a well-functioning market. Hayek
stresses above all the “very important but unorganized
knowledge which cannot possibly be called scientific in the
sense of general rules: the knowledge of the particular
circumstances of time and place.”37

For Hayek, the key economic question is how to incorpo-
rate that unorganized and dispersed knowledge. That
problem cannot possibly be solved by any particular person
or board. Central planners cannot have access to all of the
knowledge held by particular people. Taken as a whole, the
knowledge held by those people is far greater than that held
by even the most well-chosen experts. Recall here Aristotle’s
claims about deliberating groups: When diverse groups “all
come together . . . they may surpass—collectively and as a
body, although not individually—the quality of the few
best. . . . Some appreciate one part, some another, and all
together appreciate all.”38 Hayek’s argument is that, whether
or not Aristotle was right about deliberation, the possibility
of surpassing the quality of the few best certainly does hold
for free markets.

Hayek adds here a point about the immense importance
of change as such. Economic planners typically underrate
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the need for frequent changes in prices and output. Even
economists neglect the constant little changes that constitute
the whole economic picture. But society must find some way
to make the necessary adaptations as conditions shift. No
expert or deliberating group can anticipate all relevant
changes; those changes are too numerous and too small.
Sensible decisions must be a product of some kind of
decentralized process, one that incorporates many minds.
What might that process look like?

Here Hayek offers his central point: The best solution
comes from the price system. In a system in which knowl-
edge of relevant facts is dispersed among many people,
prices act as an astonishingly concise and accurate coordi-
nating and signaling device. They incorporate that dispersed
knowledge and in a sense also publicize it, because the price
itself operates as a signal to all.

Equally important, the price system has a wonderfully
automatic quality, particularly in its capacity to respond to
change. If fresh information shows that a product—a
television, a car, a watch—doesn’t always work, people’s
demand for it will rapidly fall, and so, too, the price. And
when a commodity suddenly becomes more scarce, its users
must respond to that fact. The market works remarkably
well as a whole, not because any participant can see all its
features, but because the relevant information is communi-
cated to everyone through prices.

Hayek claims that it “is more than a metaphor to
describe the price system as a kind of machinery for
registering changes, or a system of telecommunications
which enables individual producers to watch merely the
movement of a few pointers.”39 Hayek describes this process
as a “marvel,” and adds that he has chosen that word on
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purpose so as “to shock the reader out of the complacency
with which we often take the working of the mechanism for
granted.”40

Hayek believes that this marvel has analogies in “nearly
all truly social phenomena, with language and with most of
our cultural inheritance. . . . We make constant use of
formulas, symbols, and rules whose meaning we do not
understand and through the use of which we avail ourselves
of the assistance of knowledge which individually we do not
possess.”41 Language and culture itself are produced not by a
single mind but by widely dispersed people with their own
bits of information, producing goods from which all of us
can benefit. And each of these evolves rapidly over time,
incorporating and discarding material as human communi-
ties organize themselves.

Whenever a system creates a price, and many people
participate in creating that price, Hayek’s arguments are
available. We can see a link not only between Aristotle and
Hayek but also between Hayek’s view and the Condorcet
Jury Theorem; let us consider a Condorcetian reading of
Hayek. Precisely because many people are making purchas-
ing decisions, their aggregate judgments are highly likely to
be correct, at least if most purchasers have relevant informa-
tion. And simply because purchasers are purchasers, and
hence are willing to put money on the line, they probably do
have some such information, at least most of the time. Thus,
Hayek’s arguments can be seen to have a Condorcetian
feature, but with a special twist: When people are willing to
put their money where their mouth is, there is an increased
likelihood that they will be right.

Why do prediction markets work? That, in a nutshell, is
the answer.
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/ Traditions: Burke as Hayekian, Hayek as Burkean? /
In fact, there is a connection between Hayek’s claims and the
views of Edmund Burke on the value of traditions and on
the foolishness of trying to uproot them. In Burke’s view,
long-standing traditions, based on the judgments of many
people over time, are far more reliable than decisions rooted
in the judgments of particular people using the limited
reason that each of them has. This is a bit of a detour, but it
is worth pausing over the Burke-Hayek link here, because
my focus thus far has been on aggregating knowledge across
space. Burke’s distinctive contribution is to show that
knowledge is often aggregated across time; generalizing his
work on prices and markets, Hayek saw the point as well.

In his most vivid passage, Burke writes:

We wished at the period of the [English] Revolution,
and do now wish, to derive all we possess as an inherit-
ance from our forefathers. . . . The science of govern-
ment being therefore so practical in itself, and intended
for such practical purposes, a matter which requires
experience, and even more experience than any person
can gain in his whole life, however sagacious and
observing he may be, it is with infinite caution than any
man ought to venture upon pulling down an edifice
which has answered in any tolerable degree, for ages the
common purposes of society, or on building it up
again, without having models and patterns of approved
utility before his eyes. . . . We are afraid to put men to
live and trade each on his own private stock of reason;
because we suspect that this stock in each man is small,
and that the individuals would do better to avail them-
selves of the general bank and capital of nations, and of
ages. Many of our men of speculation, instead of
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exploding general prejudices, employ their sagacity to
discover the latent wisdom which prevails in them.42

Burke’s most important claim opposes the small size of
each “private stock of reason” to the “general bank and
capital of nations, and of ages.” In celebrating traditions,
Burke’s emphasis is on the need to resort to many minds,
extending over time. In fact, the general idea of traditional-
ism, embodied in prominent forms of conservative politi-
cal thought, can be best appreciated in this way. On one
view, no reformer, or “expert,” is likely to be in a good
position to evaluate our practices, at least when the re-
former or expert is compared with the countless people
who have contributed to the creation and maintenance of
those practices.

Hayek sees markets in much the same way that Burke saw
traditions. Of course, Burke is able to invoke the test of time;
if a practice lasts, then it is likely to have value and to make
sense. But markets have an analogous test. If a product fails
to work, or if it is wildly overpriced, it will fail the market’s
own test. Its price will fall or it will not continue to sell.
Hayek himself made good use of Burke, seeing Burke as
helping to form the intellectual tradition of which he
considered himself a part, and suggesting that the utilitarian
Jeremy Bentham, with his great faith in the reason of
theorists, is in the opposite camp.43

In a fascinating essay on morality, Hayek built directly on
his claims about prices to make explicitly Burkean claims
(without, in this case, mentioning Burke). The core of
Hayek’s argument is that human morality is itself the
product of many minds, making their decisions over long
periods of time, in a way that produces a set of principles
that no individual mind, and no theory, is likely to be able to
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capture. In his words, “Our morals endow us with capacities
greater than our reason could do.” Thus, his main claim is
that “traditional morals may in some respects provide a
surer guide to human action than rational knowledge,” in
areas ranging from respect for property to the family itself.
In his most Burkean sentence, Hayek writes, “It is the
humble recognition of the limitations of human reason
which forces us to concede superiority to a moral order to
which we owe our existence and which has its source neither
in our innate instincts, which are still those of the savage,
nor in our intelligence, which is not great enough to build
better than it knows, but to a tradition which we must revere
and care for even if we continuously experiment with
improving its parts—not designing but humbly tinkering on
a system which we must accept as given.”44 Hayek’s claim, in
short, is that many minds, extending over time, are respon-
sible for morality itself.

Hayek may well have been wrong in seeing morality and
culture as analogous to prices. The moral principles govern-
ing lying, or sex, or the family, or discrimination against
women vary widely across groups and nations. It would be
odd to say that any particular set of principles, at any
moment in time, is a “price.” Perhaps there is a kind of
market for morality, extending over time. But even if this is
so, it is not at all clear that moral principles ought simply to
aggregate diverse views or dispersed knowledge. Consider,
for example, the persistence of slavery and sex discrimina-
tion and the failure of traditional morality to do nearly as
much as it might to help those with physical or mental
disabilities.

For morality, a particular problem is that social pressures
often force people to silence themselves, leaving hidden
profiles. Many of us believe that morality requires some
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change from existing practice, but we do not want to incur
the disapproval of other people. Recent illustrations include
widespread but hidden support for the repeal of alcohol
prohibition and for legalization of marijuana.45 People are
reluctant to express their views publicly on these topics, and
they often engage in self-silencing on other moral issues,
too.

What Hayek and Burke appear to miss is that traditional
practices are often the congealed product of earlier informa-
tional or reputational cascades. Often morality consists of
inefficient or unjust practices defended by entrenched
groups and factions. A moral commitment, saying, for
example, what people ought not to eat, might have made
good sense in an earlier era, when the prohibited food
carried disease. But in the modern period, the prohibition
may make no sense. In an early time of human history, well-
assigned sex roles, confining women to certain spheres,
might have had some social justification (though perhaps
not from the point of view of most women). But rigid sex
roles lack solid or decent justifications today.

In many cases, traditions last not because they are
excellent, but because influential people are averse to change
and because of the sheer burdens of transition to a better
state. It is for this reason that celebrations of traditions have
always met an ambivalent reaction in free countries. Con-
sider the exuberant words of James Madison, writing in a
very young America:

But why is the experiment of an extended republic to be
rejected, merely because it may comprise what is new?
Is it not the glory of the people of America, that, whilst
they have paid a decent regard to the opinions of former
times and other nations, they have not suffered a blind
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veneration for antiquity, for custom, or for names, to
overrule the suggestions of their own good sense, the
knowledge of their own situation, and the lessons of
their own experience? . . . Had no important step been
taken by the leaders of the Revolution for which a
precedent could not be discovered, no government
established of which an exact model did not present
itself, the people of the United States might, at this
moment have been numbered among the melancholy
victims of misguided councils, must at best have been
laboring under the weight of some of those forms
which have crushed the liberties of the rest of mankind.
Happily for America, happily, we trust, for the whole
human race, they pursued a new and more noble
course. They accomplished a revolution which has no
parallel in the annals of human society. They reared the
fabrics of governments which have no model on the
face of the globe.46

This is Madison’s challenge to traditionalism. But the
centerpiece of Hayek’s argument involves markets and
prices, and that is where its enduring value can be found.

/ Markets, Right and Wrong /
Hayek spoke of the price system in general, and it is natural
to think that he was referring to ordinary commodities. But
stock markets themselves have the properties that Hayek
celebrates. Indeed, an influential theory of stock prices
suggests that at any given time, such prices are “efficient” in
the sense that they incorporate the information held by
numerous traders, and are in that sense highly likely to be
right.47 On this view, it is not possible for individual traders
to “beat the market.” Because the market’s prices are based
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on the judgments of many minds, its valuations are accurate,
or at least more accurate than individual people are likely to
be. Even the best experts lack the information that markets
incorporate.

Of course, this optimistic view, known as the efficient
capital markets hypothesis, has been subject to intense
criticism, in part on the ground that stock prices are subject
to many of the influences traced earlier in connection with
deliberation.48 I will engage and underline some of that
criticism shortly. Let us begin with two obvious questions:
What does it mean to be “right” about an ordinary com-
modity or a stock? Might Hayek have been too optimistic
about the ability of markets to incorporate dispersed
information? To understand the price system, and the uses
of prediction markets, it is important to try to make some
progress on these questions.

Everyone should agree that people are buying the wrong
commodities if they could easily get better ones for less. If
you pay $400 for a stereo when a better one is available next
door for $200, you’ve blundered. If you buy lousy sneakers
for $80 when you could easily find good ones for $40, there’s
a problem. Hayek’s claims would be in trouble if it turned
out that people are systematically paying high prices for bad
products and low prices for good ones. A difficulty here is
the immense variability of tastes. Products vary on many
dimensions, and what you find to be a worse product might
seem wonderful to others. Maybe the $80 sneakers look
better, or even give special status to those who wear them.
Because people care about their status, they might be willing
to pay extra for products that do well on that count, even if
they are otherwise merely serviceable.

The least ambitious reading of Hayek’s argument is that
because of market forces, and the incorporation of many
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minds, better products will have higher prices than worse
ones, other things being equal. This claim seems obviously
right as a general rule, but it’s not all that exciting, and in
any case, it isn’t easy to test empirically.49 A far more ambi-
tious reading, consistent with neoclassical economics under
certain assumptions, is that when free markets exist, prices
will come to equal marginal cost. It is an empirical question
whether this happens, and in many contexts it does not.

Why not? The simplest reason is that consumers have
limited information and markets are not entirely free. Often
consumers lack the knowledge that would permit them to
do adequate comparison shopping. Sometimes government
itself reduces the level of competition. Hence we should
agree that the price system has significant advantages in its
ability to incorporate information and to adjust to changes,
without being at all clear whether prices, at any particular
moment, can be said to be “right.” For the reasons I have
outlined, the price system will probably do better in setting
prices than deliberating groups, which often prove unable to
adjust with the provision of new information. But it is easy
to think of cases in which products benefit from some kind
of fad or fashion, ensuring wildly inflated prices by any
objective measure. Informational cascades are common in
the marketplace for such diverse goods as sneakers, movies,
books, and gloves. Reputational cascades are pervasive as
well. Often people buy goods not because they like them,
but because they think that other people like them. The
simple point is that the problems that infect deliberation
play a significant role in markets, too.

For stock prices, the picture is even cloudier. The goal of
investors is to make money. If the prices of some stocks are
extremely low and about to rise, leaving neglected invest-
ment opportunities, then many minds aren’t doing so well.
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So, too, if the prices of some stocks are extremely high and
about to fall, ensuring that many minds are losing a lot of
money. Is it possible for stocks to be significantly over-
valued or undervalued? Many specialists think so. Robert
Shiller argues that the increase in the stock market from
1994 to 2000 was not justified “in any reasonable terms.
Basic economic indicators did not come close to tripling,”
even though stock prices did. In that period, the ratio
between stock prices and stock earnings was extreme by
historical standards, with prices wildly inflated as compared
to an objective measure of the profit-making ability of
corporations.50

On this view, many minds were prone to error, leading to
overvaluation. Shiller himself explains the inflation in prices
by reference to psychological and social factors closely akin
to those that infect deliberation. In particular, he argues that
informational cascades and herd behavior very much affect
stock prices, with investors following one another in a
process of the blind leading the blind. In a fundamental
challenge to Hayek’s optimism about market processes,
Shiller contends that the “same forces of human psychology
that have driven the stock market over the years have the
potential to affect other markets.”51

/ Prediction Markets, Right and Wrong /
The debate over valuation of stocks and real estate remains a
vigorous one. It is clear that individual investors make a lot
of mistakes. But some people continue to believe that
Hayek’s general analysis remains valid and that, all things
considered, prices are extremely accurate over time, or at
least more accurate than any alternative. Let us put these
complex debates to one side. The beauty of prediction
markets is that they allow a simple test for accuracy: Did the
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market price accurately predict the future? As we have seen,
the answer is often yes. In addition to the examples given
thus far, consider the fact that of the many diverse predic-
tions on Strategymarkets.com, the market has been right
well over 90 percent of the time.

At first glance, Hayek’s arguments about the price system
offer a simple explanation of why prediction markets work:
Information is widely dispersed in society, and prediction
markets take advantage of that dispersed information. But it
should be immediately apparent that there is a major
difference between the price system and prediction markets.
As Hayek emphasized, individual people know, above all,
about their own tastes. They know what they like; if food
doesn’t taste so good, if shoes are uncomfortable, or if a
newly designed car is ugly, people will respond. In sharp
contrast, prediction markets do not take advantage of
people’s unique access to their own tastes, and in this way
they lack a key feature of ordinary markets. But even the
market for investments does not involve tastes of this sort:
When people invest in stocks, bonds, or real estate, they are
hoping, not to indulge their tastes, but to make money.
Whether they make money will depend on a prediction. And
if ordinary investment markets work well, then prediction
markets should work well, too.

One reason for the current success rate is that accurate
answers can emerge even if only a small percentage of
participants have good information. This is a crucial point.
Deliberating groups often operate on a principle of “one
person, one vote”; but in a prediction market, intense
preferences, based on really good information, can be
counted as such. In the Iowa Electronic Markets, for ex-
ample, it turns out that 85 percent of the traders do not seem
to be particularly wise.52 They hold on to their shares for a
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long period and then simply accept someone else’s prices.
The predictions of the market are largely driven by the other
15 percent: frequent traders who post their offers rather than
accepting those made by other people.

To work well, prediction markets do not require accurate
judgments by anything like the majority of participants. In
this sense, prediction markets are very different from the
ordinary judgments of deliberating groups. The resulting
prices do not amplify or perpetuate cognitive errors. On the
contrary, they correct them, because shrewd traders are able
to invest in a way that fixes even widespread errors.

Of course, prediction markets involve a measure of
deliberation. Many individual investors deliberate with
friends, family, and others before they invest. In some such
markets, investors undoubtedly act in teams, pooling
resources after deliberating together about what to do. The
point is that ultimately conclusions come not from asking
group members to come up with a mutually agreeable
conclusion, but by reference to the price signal, which will
have aggregated a great deal of diverse information. It is for
this reason that prediction markets often outperform
deliberative processes.

/ Building on Markets /
How might groups and institutions take advantage of
prediction markets? It is possible to imagine both internal
and external varieties. An internal market would be limited
to people within the relevant organization. As we have
seen, Hewlett Packard has used such a market to predict
sales, Google has used a similar market to project its own
development, and the Department of Defense proposed an
internal Policy Analysis Market, limited to its own em-
ployees, as part of its abandoned initiative on geopolitical
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events. An external market would permit public invest-
ment by people outside of the institution for which predic-
tions are being made.

An organization might rely on an internal market if it
seeks to keep the results private or if it believes that an
aggregation of information held within the organization will
be sufficiently accurate. One risk of an internal market is
that it might be too thin simply because most institutions
will have few investors;53 another is that members of the
organization might suffer from a systematic bias. Aware of
these risks, an institution might create a public market,
available to all, believing that through this route it will
obtain more accurate results. In either case, an organization
might use a prediction market instead of group deliberation,
or at the very least as an input into such deliberation.
Consider a few possibilities:

1. Regulators are greatly interested in trends involving air
pollution, including increases or decreases in emissions
over time and also in concentrations of pollutants in
the ambient air. A prediction market might make
projections about sulfur dioxide and particulate
concentrations in New York City, Chicago, and Los
Angeles in the next year or decade.

2. It is important both for government and for outside
observers to know the size of federal budget deficits.
Government projections are greatly disputed, and some
of them might well be self-serving. Prediction markets
might provide more reliable estimates.54

3. Regulators might be concerned about the likely risks of
a new disease, or of an old disease that seems to be
growing in magnitude. To assess the risks, they might
create a prediction market designed to project the
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number of deaths that will be attributed to, for ex-
ample, flu or mad cow disease over a specified period.

4. Federal and state agencies monitor a range of institu-
tions to ensure that they are solvent.55 One problem is
that such agencies do not know whether insolvencies
are likely to be many or few in a particular year;
another is that the solvency of particular institutions
can be difficult to predict in advance. Prediction
markets could help with both problems.56

5. The national government might want to know the
number of people who are likely to be infected by HIV
in the United States or Africa by the year 2010; the
answer to that question might be relevant to its policy
judgments. A prediction market might be used to make
forecasts about the future progress of the disease.57 Such
markets might generally be used to make forecasts
about the likely effects of development projects, such as
those involving vaccinations and mortality reductions.58

6. The Central Intelligence Agency might want to know
about the outcome of elections in Iraq, or the likeli-
hood of a feared event in the Middle East. The CIA
might create an internal prediction market, designed to
aggregate the information held by its own employees.

7. The White House might seek to predict the likelihood
and magnitude of damage from natural disasters,
including tornadoes and earthquakes. Accurate informa-
tion could greatly assist in advance planning. Prediction
markets could easily be created to help in that task.

Some of these examples involve private behavior. Others
involve the judgments of public institutions. Some might
seem fanciful. Others involve predictions on which predic-
tion markets are already flourishing.
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Failed Predictions? Of Manipulation,
Bias, and Bubbles /
In what circumstances might prediction markets fail? Let’s
begin with some noteworthy blunders. In 2005, it was widely
rumored that Chief Justice William Rehnquist would retire
shortly after the end of the Supreme Court’s term in June.
An informational cascade quickly arose. People said that the
chief justice would resign, not because they knew, but
because other people said that the chief justice would resign.
The cascade reached influential members of the media and
even the U.S. Senate, leading them to join and hence to
amplify the cascade. Prediction markets similarly foresaw his
retirement. Nonetheless, he elected to stay on the bench
until his death in September. Notwithstanding their confi-
dence, notwithstanding the economic incentives, and
notwithstanding Hayek, the investors were badly wrong.

Tradesports.com hosted a prediction market attempting
to predict the identity of President George W. Bush’s first
nominee to the Supreme Court. Until roughly two hours
before the official announcement, the market was more or
less completely ignorant of the existence of John Roberts,
the actual nominee. The official announcement took place
on July 19, 2005. At the close of the market on July 18,
“shares” in then-Judge Roberts were trading at $0.19,
representing an estimate that he had a 1.9 percent chance of
being nominated. Indeed, shares in Chief Justice Roberts did
not rise higher than $5 until 6:34 p.m. Eastern Standard
Time, a mere two and a half hours before the nomination.
Chief Justice Roberts did not become the favorite until
7:40 p.m., about the same time that President Bush began
contacting Senate leaders to inform them of his choice.

The Tradesports market also fell victim to an informa-
tional cascade, one that in retrospect seems almost comical.
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Throughout the day of the Roberts announcement, it was
widely rumored that President Bush would select Judge
Edith Clement. These rumors represented a cascade in
action. Many people were saying that the president would
select Judge Clement, not because they knew, but because
other people were saying that the president would select
Judge Clement. Once new people joined the chorus, the pro-
Clement music became very loud, so much so that it seemed
foolish not to sing along. The market was exceedingly
responsive to those rumors. Shares of Judge Clement peaked
around $8 and remained high all morning. Shortly before
5 p.m., wire services began reporting that Judge Clement was
not the nominee, a report that produced a precipitous drop
within a few minutes. In short, the market reflected the
conventional wisdom, and it was clueless about Judge
Clement’s prospects.

Is it possible to generalize from the failures of prediction
markets with respect to the Rehnquist resignation and the
Roberts nomination? An initial possibility: Maybe prediction
markets know nothing about the U.S. Supreme Court! A
more helpful and general point is that such markets work
well only when there is a great deal of dispersed information
to aggregate. Consider another unsuccessful prediction:
Would weapons of mass destruction be found in Iraq? For
some of 2003, the Tradesports.com market set the likelihood
at over 80 percent; for much of the year, the likelihood was
50 percent or higher. Traders were reluctant to bet against
the apparently strong arguments made by President Bush’s
White House, and the market lacked dispersed information
that traders could use, or obtain, to produce a contrary
prediction.59

Recall that the theoretical foundation for prediction
markets can be found in Hayek’s work on prices. Suppose
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that a company sells watches; suppose that these watches
sometimes lose significant time over the course of a year or
two. Eventually, people will learn that fact, and the dispersed
information will affect the demand for the product. With
stock markets, investors use dispersed information as well.
But there is no such information about whether a Supreme
Court justice will resign, and across a range of possible
candidates, investors lack dispersed information about the
president’s likely choice. A worldwide prediction market is
unlikely to do so well in foreseeing the first book I will read
in the next calendar year, or what you are going to have for
dinner tomorrow night.

Consider another unsuccessful prediction. In late 2005,
there was a great deal of speculation about whether Patrick
Fitzgerald, the special prosecutor, would indict Karl Rove,
President Bush’s chief of staff, for criminal conduct in
connection with the disclosure of the name of a CIA agent.
The results of the prediction market on Tradesports.com
appear in Figure 4.2.

On October 27, the market predicted that Rove would be
indicted, with a likelihood of 65 percent. On October 28,
Fitzgerald indicted the vice president’s chief of staff, Scooter
Libby, and failed to indict Rove. Hence, the prediction
shifted dramatically, to one of no indictment for Rove. Why
did the earlier prediction fail? The obvious answer is that
with respect to the ultimate decision of Patrick Fitzgerald,
investors had little information to aggregate. They did have
some information, of course, but this was not a situation like
an Oscar winner, or an outcome of an election, where a
great deal of publicly dispersed knowledge could be turned
into an accurate “price.”

This is the most fundamental limitation of prediction
markets: They cannot work well unless investors have
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dispersed information that can be aggregated. But there are
other potential problems, and to see them, ordinary stock
markets are the place to start. As I have suggested, a great
deal of recent attention has been paid to the possibility that
individual traders are manipulable and also subject to
identifiable biases.60 There is also a risk of “bubbles,” leading
markets to make inaccurate judgments about stocks or
future events. Hayek was right to say that the price system
has major advantages over any central planner in incorpo-
rating dispersed information. But his account of prices was
too optimistic, even starry-eyed. With effective marketing,
products can sell quite well, even if they aren’t so good.
Stocks can be wildly overvalued, and overvaluation can
persist for significant periods. For all their promise, predic-
tion markets are subject to similar risks.

Manipulation /
A primary concern is that prediction markets, no less than
ordinary ones, can be manipulated by powerful speculators.61

An attempt to manipulate a prediction market occurred
during the 2000 presidential election. A group of speculators
tried to manipulate the IEM by buying large volumes of

Figure 4.2
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futures in presidential candidate Patrick Buchanan. The
value of Buchanan shares did increase dramatically, but
they fell almost immediately when well-informed traders
profited at the expense of the manipulative traders.62 The
Iowa market remained stable despite this attempted ma-
nipulation. Perhaps other, more determined efforts at
manipulation would succeed, but none has thus far.

Biases /
The results are unequivocal: Just as in group deliberation,
investors in a market are subject to predictable heuristics
and biases. For example, psychologists have found that
people overestimate the likelihood that their own preferred
candidate will win an election, a form of optimistic bias.63 At
a certain point in the 1980 campaign, 87 percent of Jimmy
Carter’s supporters believed that he would win, and 80
percent of Ronald Reagan’s supporters believed that their
candidate would win.64 Obviously, at least one side greatly
overestimated its candidate’s probability of victory (Carter’s,
as it happened).

Is it shocking to hear that some gamblers in New York are
particularly likely to bet on the New York Yankees?65 IEM
traders show the same bias. In 1988, Michael Dukakis
supporters were more likely to hold futures in the Massa-
chusetts governor’s ill-fated presidential bid than were
supporters of his opponent, George H. W. Bush.66 More
striking still, Dukakis supporters were more likely to view
the candidates’ debates as helpful to the Democratic candi-
date. After each debate. Dukakis supporters bought futures
in the Massachusetts governor’s ill-fated presidential bid,
and supporters of his opponent, George H. W. Bush, bought
Bush futures.67
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Human beings usually assimilate new information in a
way that confirms their view of the world; this phenomenon
is called confirmation bias. Those who invest in prediction
markets show that bias.68 Undoubtedly, many investors lose
money in the stock market for exactly the same reason. In
general, traders show a tendency to buy and sell in a way
that fits with their party identification.69

Despite all this, the IEM proved extremely accurate, even
more so than polls, in predicting the outcome of the 1988
presidential election. No less than three weeks before the
election, the market provided an almost perfect guess about
the candidates’ shares of the vote.70 The simple finding is that,
although many people are biased, the markets as a whole are
not. How is such accuracy possible when many traders are
prone to blunder?

The likely answer lies in the marginal trader hypothesis,
which emphasizes the behavior of a small group of traders
who are far less susceptible to biases. According to this
hypothesis, certain traders, not showing the relevant biases,
have a disproportionately large effect on prices. In election
markets, these traders are able to earn significant profits at
the expense of other traders.71 If marginal traders are active
and able to profit from the errors and biases of other
participants, then errors and biases will have no effect on the
aggregate market price—a real testimony to Hayek.

A distinct bias that might be expected to affect prediction
markets is the favorite–long shot bias, often seen in horse
races. In horse racing, heavy favorites tend to produce
higher returns than other horses in the field, whereas long
shots tend to offer lower-than-expected returns.72 The same
bias is seen in tennis matches, where the best players get
higher returns and the lower-ranked players attract a
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disproportionate share of bets.73 In these domains, bettors
undervalue near certainties and overvalue low probabilities.
If this point holds in general,74 prediction markets might not
be accurate with respect to highly improbable events. The
market should be expected to overestimate the likelihood
that such events will come to fruition. But with respect to
existing prediction markets, there is at best modest evidence
of systematic errors in this vein.75

In some markets, of course, biased traders do mean
biased markets. As we have seen, the stock market of the late
1990s is an example, and the whole field of behavioral
finance attempts to explain how biased markets can persist
over time.76 But prediction markets have generally been free
from this problem. We will undoubtedly be learning a great
deal about this topic.

Bubbles and More /
I have noted that the stock market contains bubbles, in
which stocks trade well above their fundamental value.
Bubbles often occur when people believe, not that a stock is
really worth a great deal, but that other people think that the
stock is worth a great deal. People invest with the expecta-
tion that value will increase because of the enthusiasm of
other people.77

Can bubbles occur on prediction markets? Of course they
can. “Prediction bubbles” are easy to imagine, with investors
moving in a certain direction with the belief that many other
investors are doing the same. A temporary upsurge in
investment in Hillary Rodham Clinton as the 2004 Demo-
cratic nominee might well have been a small bubble, with
some investors thinking, not that she would in fact be the
nominee, but that others would invest in that judgment,
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thus inflating the value of the investment. And if bubbles are
possible, crashes are possible, too.

In any case, informational influences certainly can lead
people to make foolish investments in any market, including
those involving predictions. Informational cascades play a
role in investment decisions, just as in choices about what
products to buy. A fad might suddenly benefit a sneaker
company, a book, a television program, a restaurant, a
movie, a stock, or an investment opportunity of any kind.
Many people might be attracted to one of these, not because
they have independent information that the product is good,
or even because they believe that it is much better than the
alternatives, but simply because they are following the
signals provided by the cascade. So, too, for “hot” predic-
tions; recall the cascades in favor of the retirement of Chief
Justice William Rehnquist and rumored Supreme Court
nominee Judge Edith Clement.

Hayek did not much grapple with the risk that markets
will suffer from herd behavior. If he had, his best response
would be that smart investors will be alert to that risk and
more than willing to take advantage of it. If herds of people
ensure that a product or a stock is a bargain, then other
people—first a few, then a lot—will purchase it, and the
market will eventually correct itself.

But experience shows that this view can be too optimistic,
at least for ordinary stocks.78 As prediction markets develop,
significant individual errors should be expected, and un-
doubtedly they will produce some errors in the price signal.
Consider the 2004 presidential election. On the day of the
vote, dramatic news of pro-Kerry exit polls produced not
only a huge switch in the conventional wisdom in the media
and on blogs, but also a great deal of volatility in election
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markets, with a wild swing in the direction of Senator Kerry
at the expense of President Bush. “Suddenly, Kerry’s stock in
the Winner Take All market shot up to 70 cents and Bush
stock was in the cellar.”79 The rumors affected investors, not
just onlookers.

Large-scale errors are always possible when apparently
relevant news leads numerous investors to buy or sell.
Indeed, election day in 2004 may well have been a cascade,
with investors responding to one another’s judgments, even
though they were based on misleading information. But for
those enthusiastic about prediction markets, there is some
favorable evidence: The erroneous figures were able to last
for only a few hours, after which the numbers returned to
their previous state of accuracy.

In some contexts, the imaginable problems go well
beyond the risk of bubbles. Consider the problem of terror-
ism futures. Of course, any nation would benefit if it could
aggregate privately held information about the risk and
likely location of a terrorist attack. But do investors actually
possess helpful information? When betting on presidential
elections, people can use ordinary information sources,
along with their network of friends, family, and coworkers,
to form an opinion. For the vast majority of investors, there
are no such sources of information about terrorist activity.
Perhaps terrorist futures would fail for the same reason that
prediction markets cannot foresee the president’s Supreme
Court nominations: Sufficiently dispersed information is
unavailable.

In any event, government use of the resulting informa-
tion could be self-defeating, at least if the information were
made public. Terrorists would know the anticipated time and
location of attacks and also know that the government was
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aware of these, which would make it most unlikely that the
prediction would turn out to be accurate. Where the event’s
occurrence is likely to be affected by the outcome of the
information market, there is reason for skepticism about the
market’s likely performance.80

But many policy issues, including those potentially
involved in the now-defunct Policy Analysis Market, do not
have this feature. Consider, for example, the question
whether the Egyptian economy is likely to grow in the next
year, or whether a Palestinian state will be created by a
specified date. Maybe many investors will lack a great deal of
information on such questions, but it is most unlikely that
the market prediction will turn out to be self-defeating. Of
course, any Policy Analysis Market itself raises many
questions. The only point is that in many domains, predic-
tion markets have worked extremely well, and they are likely
to outperform both statistical means and the products of
group deliberation.

/ Feasible Futures /
Prediction markets face a pervasive problem of feasibility.
Suppose that Congress is deciding whether to authorize stem
cell research. That decision calls for judgments of value, not
merely of fact, and no information market can make
judgments of value. How could a political leader submit
questions about abortion, capital punishment, and preemp-
tive war to a prediction market? For many of the most
important questions that societies face, prediction markets
will not be adequate, even if they incorporate the views of
many minds and hence produce a ton of information.

To be sure, such markets might be used to predict
what juries will do; as we have seen, prediction markets
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successfully predicted the acquittal of singer Michael
Jackson. (Here’s a prediction: In the future, prediction
markets will mostly make accurate predictions about jury
decisions.) But a jury could not use such markets to decide
on questions of guilt or innocence. There is no objective way
to test whether the jury ended up with the right answer. (If
there were, the jury would be dispensable!) Nor is it easy to
see how prediction markets could be used by judges. Of
course, factual questions are often relevant in court, but
such markets could not easily be used to verify one or
another answer.

There is another problem. When the relevant groups are
small, effective markets may be impossible to create simply
because there are not enough investors.81 A certain number is
necessary to ensure that markets have enough information to
aggregate. On the other hand, ambitious efforts are under way
to examine how government might use prediction markets to
answer an array of disputed questions. At a minimum, such
markets should be used, where feasible, as an adjunct to
deliberative processes.

Prediction markets remain in their early stages. We have
seen that in many domains, they perform extremely well—
better than surveys, better than deliberating groups, better
than experts. Their promise is most likely to be realized
when knowledge is genuinely dispersed, when a wide range
of people know relevant facts, and when their incentives lead
them to reveal, through investments, what they know.

Consider the famous bet between Julian Simon and Paul
Ehrlich about the likely scarcity of natural resources.82 Simon
had long predicted that natural resources were essentially
inexhaustible, whereas Ehrlich believed that natural re-
sources were running out. In 1980, the two bet on the price of
five metals to be selected by Ehrlich: If, by 1990, the price of
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the metals had risen (suggesting scarcity), Ehrlich would win.
Ehrlich chose copper, chrome, nickel, tin, and tungsten. He
lost the bet. By 1990, the price of each of the five metals had
fallen. I am willing to predict that prediction markets would
have strongly sided with Simon. (I’d be happy to bet on that.)

The simple upshot is that in many cases, private or public
institutions might create markets to provide information on
important questions, and public institutions might take that
information into account in deciding what to do. In Hayek’s
spirit, the best way to start is with the prediction markets
run by the private sector, which has made productive use of
such markets in the past and which promises to do much
more of the same in the future. Prediction markets need not
be a substitute for deliberation. But if deliberators choose to
ignore what they say, they ought to have a good reason for
doing so.
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Chapter Five / Many Working Minds: Wikis,
Open Source Software, and Blogs

Prediction markets are a simple way to aggregate private
information, and the Internet has greatly contributed to
their growth. But with the Internet, countless other methods
are available. Every day, companies are taking advantage of
information from many minds to see what particular minds
will find appealing. Consider collaborative filtering, the
process of figuring out what you’re likely to like by investi-
gating the tastes of minds that are like yours. Amazon.com is
a familiar example: A computer program identifies the
preferences of those who have bought what you bought, and
it generates a series of recommendations that are likely to
match your tastes. The recommendations can be eerily good.

Netflix.com is more elaborate. You are asked to rate the
movies you see. On the basis of those ratings, Netflix
identifies your tastes, and then matches them with people
with similar tastes. Through this process, Netflix is able to
predict how you’ll like movies that you haven’t yet seen.
Many people report that the predictions are uncannily
accurate.

I have referred to the idea of the Daily Me, a personal
newspaper that caters to your particular tastes. With the
Daily Me, you can filter out everything that you don’t like
and filter in whatever best fits your tastes. As it turns out, we
don’t need to create a Daily Me. It can be created for us,
precisely because producers have access to many minds,
some of which are eerily close to ours. No one may be a
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perfect match for you—perhaps your enthusiasm for Sheryl
Crow fits poorly with your other tastes—but collaborative
filtering works exceptionally well. It can even build cocoons.

The question for that process, however, is relatively
narrow; it is how to discern the tastes of one person by
learning the tastes of others. My question here is much
broader: What mechanisms can be used to elicit the dis-
persed knowledge held by many minds, allowing them to
contribute to products and activities that concern us?

Let us focus on three possibilities: wikis, open source
software, and blogs. The three have important commonali-
ties and also noteworthy differences. They offer distinct
models for how groups, large or small, might gather infor-
mation and interact on the Internet. They provide important
supplements to, or substitutes for, ordinary deliberation.
They might even be seen as central places in which delibera-
tion is now occurring—with increasing social importance.

Of course, wikis, open source software, and blogs are only
three mechanisms for aggregating information; new ones will
inevitably emerge. My hope is that an understanding of these
methods will be helpful not only for its own sake, but also as a
means of appreciating initiatives that are now just beginning,
or that remain mere fantasy. In the domain of information
aggregation, things are changing with amazing speed, but we
know enough to have a sense of what is on the horizon.

/ Wikis, Wikipedia, Flu Wiki, and Beyond /

Wiki World /
A wiki is a Web site that allows any user to add material and
to edit and delete what previous users have done. The term
comes from the Hawaiian word wikiwiki, which means
“fast” or “speedy.” (That term may well come from the
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English word “quick”; if “quick” were translated into
Hawaiian phonology, wiki or kiwiki would be the result.)
The concept of the wiki originated with Ward Cunningham,
who sought to produce “the simplest online database that
could possibly work.”1 In 1994, Cunningham developed the
initial wiki server, which provided an exceptionally easy
means of editing and which invited contributions from
anyone who wanted to edit or add material.2

In the enthusiastic words of Cunningham and his coauthor
Bol Leuf, “Wiki is inherently democratic—every user has
exactly the same capabilities as any other user.”3 Cunning-
ham’s own wiki is thoroughly democratic in that sense. Other
wiki software, such as the widely used MediaWiki, includes
special support for “administrators” with greater powers than
other users. Nonetheless, wikis are democratic in the sense that
they permit anyone to edit pages.

At first glance, the democratic quality of wikis seems to be
a big problem. If anyone in the world can make changes,
isn’t the text vulnerable to pranks and even destruction?
Isn’t some kind of security needed to protect against ma-
levolent people? Cunningham and Leuf say that “experience
shows that in fact little damage is done to wiki content even
in the absence of security mechanisms.”4 If this is so, it is not
because of economic incentives, as in prediction markets. It
is because most people really want the process to work. An
important current use of wikis is to create documentation
for technical projects, and many free and open source
software projects now use wiki as the preferred format for
creating such documentation.

Wikipedia /
Of course, software projects are not everyone’s cup of tea.
To date, the most notable wiki, by far, is Wikipedia, a free,
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Web-based encyclopedia that attempts to take advantage of
the information held by its tens of thousands of contributors
(“Wikipedians”), who add to and edit the encyclopedia. (Try
it, if you like; it’s easy.) Wikipedia is written and edited by
these numerous volunteers, who can change and add articles
however they wish. Its remarkable goal is nothing less than
“to distribute a free encyclopedia to every single person on
the planet in their own language.”5

Wikipedia is growing at an explosive rate, and any
numbers will rapidly become obsolete. At the present time,
there are more than 2 million articles, approaching 1 million
in English (amounting to more than 200 million words) and
the rest in about two hundred other languages, of which
only about half are active. (There is a Wikipedia in Klingon,
the fictional language of a race of violence-prone but
basically honorable humanoids created on the television
show Star Trek.) There are nine “major” Wikipedias, with
more than fifty thousand articles; twenty-one minor
Wikipedias, with more than ten thousand articles; the rest
are less active. Interestingly, the growth of the Arabic
Wikipedia has been slowed by virtue of the fact that most
Arabic Internet users speak English well, and they have been
writing Wikipedia entries for the English Wikipedia.

Tens of millions of people visit Wikipedia every day,
making it one of the world’s most popular sites, more
popular than the New York Times and even PayPal. The
number of visitors, like the number of articles, is rapidly
growing. The range is astonishing. If a person suddenly
achieves public importance—through election, appoint-
ment, or sheer celebrity—it is almost certain that Wikipedia
will have a relevant article almost immediately. The article is
often detailed; it is nearly always highly informative.
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Wikipedia grows out of an old-fashioned, less imagina-
tive, and now-abandoned project, Nupedia, an early effort to
create a free encyclopedia on the Internet. Nupedia was
structured like an ordinary encyclopedia, with expert writers
and a system of peer review. Unfortunately, if also
unsurprisingly, the process of writing Nupedia proved
exceptionally slow. As a result, Jimmy “Jimbo” Wales, the
founder of Nupedia, was persuaded to supplement it with a
more informal project, in which ordinary people could write
and edit entries. Started on January 10, 2001, Wikipedia had
one thousand articles by February, ten thousand by Septem-
ber 7, and forty thousand by August 30, 2002. As early as
May 2001, Wikipedias were created in many other languages,
including Catalan, Chinese, Dutch, German, Esperanto,
French, Hebrew, Italian, Portuguese, Spanish, and Swedish.

It is an understatement to say that Wikipedia generally
works. In terms of sheer volume, it dwarfs the Encyclopedia
Britannica. The number of articles is extraordinary. True,
the quality does not always match the quantity; you can
easily find articles that are thin or amateurish or that contain
significant omissions and errors. But for the most part, the
quality tends to be high as well. Specialists are regularly
surprised to see a great deal of accuracy, as well as astound-
ing currency, in Wikipedia entries; the millions of visitors
are responding to the fact that they have a lot to learn. In a
way, this is a real mystery. Why is Wikipedia so successful?

An essential part of the answer is that large numbers of
knowledgeable people are willing to participate in creating
Wikipedia, and whatever errors they make usually receive
rapid correction, simply because so many minds are in-
volved. The involvement of many people ensures that
Wikipedians are able to produce a much more comprehen-
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sive resource than a small group could, even a small group
of experts. Amazing but true: Wikipedia is revised hundreds
of times every hour. At last count, more than seven hundred
articles were being added every day. Wikipedia is thus able
to elicit widely dispersed information. But the large set of
contributors disguises some distinctive features of this
particular wiki. For the English edition, over half of the edits
are done by 0.7 percent of all users—a mere 524 people. The
most active 2 percent of users, that is, fewer than fifteen
hundred people, have done almost three-quarters of all
edits. For the Spanish Wikipedia, 8.1 percent of all users
produce more than 90 percent of edits. Wikipedia thus
combines huge numbers of occasional volunteers with a
not-so-huge core of frequent editors.

Wikipedia is in part a deliberative forum, with reason-
giving by those who disagree and with deliberative “places” to
accompany disagreement. In fact, every page on MediaWiki,
used by Wikipedia, includes an accompanying “talk” page.
This means that every entry in the encyclopedia can be used as
a deliberative space—and many entries are so used.

Wikipedia also has the huge advantage of cumulative
knowledge. An initial entry might be thin. In fact, thin
entries are described as “stubs,” inviting more sustained
treatment. In Wikipedia’s own words, “Stubs are articles
which have not yet received substantial attention from the
Wikipedia editors. They have been created, but don’t yet
contain enough information to be truthfully considered
articles. The community believes that stubs are far from
worthless. They are, rather, the first step articles take on
their course to becoming complete.” Over a short period of
time, stubs and thin entries do become much thicker.

It is even possible to think of Wikipedia as an exception-
ally fast-moving tradition: Everyone who edits is standing on
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the shoulders of those who were there earlier. It isn’t easy to
write an entry from scratch, especially on a technical topic.
But if thousands of people are in a position to make small
additions and improvements, an initial skeleton can rapidly
become a full body. In the anyone-can-edit words of the site
itself, “We are working together on statements of what is
known (what constitutes free human knowledge) about
various subjects. Each of us individually benefits from this
arrangement. It is difficult to single-handedly write the
perfect article, but it becomes easier when working to-
gether. . . . We assume that the world is full of reasonable
people and that collectively they can arrive eventually at a
reasonable conclusion, despite the worst efforts of a very few
wreckers.”6 Quality control occurs through a kind of peer
review, in which new edits appear on a “recent changes”
page that is often examined by many people each day.

This attitude leads to a distinctive and, in a way, remark-
able attitude toward authorship. On Wikipedia, no person
considers himself “the” author of an entry. With wikis in
general, the concept of authorship is discouraged and, in a
way, senseless; it is disconnected from the very notion of a
wiki. Many people consider it “unwiki” to proclaim author-
ship, or principal authorship, of an entry. Blogs, which I take
up shortly, are very different on this count. To be sure, many
bloggers release their content under a special kind of license,
known as a Creative Commons License, which generally
allows free distribution of copyrighted works so long as
credit is given. (The development of the Creative Commons
License, launched by Lawrence Lessig, is worth emphasizing;
because copying is permitted without causing copyright
problems, this license promotes access to material by many
minds. Wikipedia uses the GNU Free Documentation
License, which also rejects standard copyright restrictions in



154 / Infotopia

favor of much freer use.) But bloggers usually protect their
authorship by asking that they be credited for ideas and
texts. Wikipedia works even though authorship is not
rewarded or even claimed.

Of course, there are risks of error, partiality, and vandal-
ism on wikis. People may believe that something is true
about evolution, or George W. Bush, or Fidel Castro, or life
on other planets, or the Catholic Church, but the belief may
be mistaken. Wikipedia works because those who know the
truth, or something close to it, are usually more numerous
and more committed than those who believe in a falsehood.
The site explains, again in prose that anyone can edit, “In all
honesty, Wikipedia has a fair bit of well-meaning, but ill-
informed and amateurish work. In fact, we welcome it—an
amateurish article to be improved later is better than nothing.
In any case, when new hands (particularly, experts on the
subjects in question) arrive and go to work, the amateurish
work is usually straightened out. Really egregious errors are
fixed quickly by the thousands of people who read Wikipedia
every day. In general, the worse the error, the faster it will be
noticed and fixed.”

This may be an excessively sunny view of the situation.
Some of the entries aren’t very good. In areas that involve
technology, Wikipedia tends to shine, often outperforming
ordinary encyclopedias—a tribute to the technology-savvy
participants that it attracts. But in my own field of law, the
quality is more mixed, especially in complex areas. Even in
law, however, most of the entries are at least serviceable, and
it is true that those that are really bad tend to be corrected,
often promptly, especially when and because certain pages
are watched by editors and authors.

There is a deeper issue. In some areas, what is true is
greatly disputed, and it is hard to find an impartial arbiter. If
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anyone in the world can serve as an editor, partisans should
be able to move content in their preferred directions,
making entries quite unreliable. We could easily imagine a
situation in which liberals or conservatives skew relevant
articles, hoping to influence opinions and perhaps even the
outcome of elections. In response to this risk, Wikipedia
maintains a general policy of neutrality, and in the event that
the policy seems to be violated, Wikipedia offers an inge-
nious solution: a red “Stop Hand,” supplemented by the
simple statement, “The neutrality of this article is dis-
puted.”7 In fact, there is a (very) long list of articles whose
neutrality is disputed.8 A recent list, with more than twelve
hundred entries, included articles on Jimmy Carter, mo-
nogamy, libertarianism, lawyer, Noam Chomsky, Nation of
Islam, Palestinian National Authority, Richard Nixon,
persecution of Christians, rape, sexism, terrorism, Vietnam
War, Fidel Castro, sport utility vehicle, AIDS conspiracy
theories, and New Jersey(!). The large number of disputed
articles is causing some consternation in the Wikipedia
community.

When active debates are occurring about the content of
articles, it is necessary to have good norms to provide some
discipline. The term “Wikiquette” refers to the etiquette that
Wikipedians follow. Wikiquette helps to ensure that the
active debates are transferred to separate “talk pages.” These
are the deliberative forums on Wikipedia, in which those
who disagree explain the basis for their disagreement. What
is noteworthy is that the articles themselves are (mostly)
solid, and that partisan debates have a specifically designed
location. Sometimes those debates end up producing shared
judgments that can, in turn, be found in articles.

To be sure, vandalism is a potentially serious problem. As
Wikipedia is constructed, only an administrator can perma-
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nently delete pages. But anyone in the world can make a
temporary change or deletion, which will show up on any
computer in the world with Internet access. Spamming is
also possible. People might alter an entry to make it a string
of obscenities, or to turn it into nonsense, or to insert
deliberate errors, or simply to cause chaos. In 2005, one
vandal wrote that John Seigenthaler Sr., a prominent
journalist, may have been involved in the assassination of
both President John F. Kennedy and his brother Robert
Kennedy; this erroneous statement stayed on Wikipedia for
four months before it was taken down. Another vandal has
repeatedly added images of Darth Vader to various pages;
yet another added fake death notices to the pages of promi-
nent Democratic politicians; other vandals have created
nonsense pages. But in general, Wikipedia has done exceed-
ingly well in combating these problems. It describes its own
practice as “something along the lines of vigilante justice.”
This means that individual readers can “revert” the page to
the most recent good version or mark the page as one that
ought to be deleted.

Readers are also permitted to identify persistent vandals
and to suggest that they be added to the “vandalism in
progress” page. Such vandals can eventually be blocked by
Wikipedia’s technology (allowing IP blocking or username
blocking). Wikipedia works because the vandals are hopelessly
outnumbered by those who want to make the project work.

Why Wikis Work (or Not) /
It is tempting and helpful to explain the success of Wikipedia
through Hayek’s distinctive lens. Jimmy Wales himself has
drawn the connection, saying, “Hayek’s work on price theory
is central to my own thinking about how to manage the
Wikipedia project. Possibly one can understand Wikipedia
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without understanding Hayek. . . . But one can’t understand
my ideas about Wikipedia without understanding Hayek.”9

Certainly, Wikipedia entries often aggregate the information
held by numerous people in a way that connects closely to
Hayek’s claims about the price system. If information is
widely dispersed, and if no single “planner” has access to what
is known, then Wikipedia’s method of operations has the
same general justification as the price system. As central
planners relate to markets, so, in a way, do standard encyclo-
pedias relate to Wikipedia.

Indeed, we can go much further. Perhaps any particular
article, at any particular time, should be seen as a kind of
“price” that is a product of many minds and that might be
altered, at least to some extent, by any interested person. As
we have seen, a price is a result of the judgments and tastes
of a large number of consumers. An article on Wikipedia or
any other wiki has the same characteristic.

But this is only a metaphor. Wikipedia does not involve
or set prices, and here there is an initial and major difference
between wikis on the one hand and the price system on the
other. In addition, most Wikipedians do not stand to gain or
lose by adding information. There are no trades and no
mutually advantageous deals. The economic incentive that
underlies market behavior usually plays no role in Wikipedia.
For many users, participation is attributable not to self-
interest, but to other motivations, including people’s desire
to see their words in print, the value of self-expression, and
the apparently widespread desire to be helpful and construc-
tive. To the extent that the economic incentive is generally
more reliable than these motivations, Wikipedia’s success
may not be so easy to replicate. But for many wikis, money
and self-interest are apparently less important than econo-
mists, at least, tend to think.
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A qualification: It is possible to become an enfranchised
voter in major decisions about Wikipedia’s future (con-
sider the question whether Wikimedia should create a new
service of one or another kind). Those who make enough
edits to be considered active users obtain the franchise.
Some Wikipedians make large numbers of small edits (involv-
ing grammar and spelling) to obtain this more powerful
status. In this sense, status and reputation can play a signifi-
cant role in wiki communities, a point to which I return in
the context of open source software.

There is another difference between the price system and
wikis. In wikis, the last editor can be a self-appointed
dictator; in the price system, individual consumers almost
never have any such role. If you really like chocolate ice
cream, you will probably buy a lot of chocolate ice cream,
but your purchases will not much affect the price. But on
Wikipedia, you can delete an entry or enter false informa-
tion, at least until you are caught. If you are confused and
add errors, those errors can dominate the story, whatever
your predecessors said. I have emphasized that Wikipedia
has safeguards against vandalism and that Wikipedians are
good at correcting errors. But the last editor has an authority
far greater than that of the last purchaser or seller of a
product.

For this reason, it should be easy to see that Wikipedia
need not always incorporate the multiple diverse views of
its editors. Because the last editor can appoint himself as
sovereign, no aggregation may occur at all (even though
editors who behave inappropriately end up with a brief
reign). In the price system, an individual consumer cannot
easily become a self-appointed sovereign. President John F.
Kennedy’s father is said to have purchased forty thousand
copies of his son’s book, Profiles in Courage, to put that
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book on the best-seller list; but such behavior is rare in
markets. Because Wikipedia uses a “last in time” rule,
because no literal price is created, and because economic
incentives are not directly involved, Hayek’s central
arguments about that “marvel,” the price system, do not
apply, at least not directly.

In this light, we can easily imagine a society in which
Wikipedia would not work. Imagine what science fiction
writers call a parallel world, one very much like our own but
in which many or most contributors to Wikipedia are
confused, error-prone, partisan, or eager to engage in
vandalism. Here the wrongdoers would triumph, creating
error and confusion or worse. The good-faith contributors
would be overwhelmed. Nor is this world entirely hypotheti-
cal. Some wikis have run into problems as a result of these
very problems. In 2005, the Los Angeles Times announced
that it would begin to run on its Web page “wikitorials,”
editorials that would operate as wikis, in the sense that all
readers could edit them. With evident (charming? naïve?)
optimism, the editors said that they were seeking “a con-
stantly evolving collaboration among readers in a communal
search for truth.”10

The opening editorial, involving the Iraq war, was called
“War and Consequences,” and it was accompanied by a
wikitorial titled “Dreams about War and Retribution.”
Readers were invited to “rewrite the editorial yourself” if they
thought that something could be improved. In just two days,
the wikitorial was edited more than 150 times, in a way that
significantly increased its length and scope. But on the third
day, the site was flooded with pornography, and the newspa-
per eventually lost its technological battle with the vandals.
The LATWiki Main Page was replaced with this somewhat
mournful text: “Where is the wikitorial? Unfortunately, we
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have had to remove this feature, at least temporarily, because
a few readers were flooding the site with inappropriate
material. Thanks and apologies to the thousands of people
who logged on in the right spirit.”11

Wikis and More Wikis /
This is a story of how the wiki form might go wrong. But we
should not bow to pessimism, even for wikitorials. Other
newspapers are running experiments in just this vein; with
better protection against vandals, perhaps the experiments
will work, or at least generate some interesting results. For
its article on Wikipedia, Esquire magazine tried a creative
approach: Its author, A. J. Jacobs, posted a badly written,
typo-pervaded, error-filled first draft of the article on
Wikipedia itself and asked Wikipedians to improve it. The
draft was edited 224 times in the first twenty-four hours after
it was posted, and another 149 times in the following twenty-
four hours. After the article was “locked,” it was published
in the magazine—and it is quite excellent.12

In chapter 1, I mentioned dKosopedia, “the free political
encyclopedia,” which offers a good deal of information
about political issues. At the time of the present writing, the
Politics.ie wiki is both more specialized and far more
advanced; it attempts to create a comprehensive resource of
information relating to Irish politics, and anyone can edit it.
Detailed materials can be found about the Labour Party,
Sinn Fein, the Green Party, Michael Collins, and much
more. Recent events are catalogued as they occur. Wikis
devoted to science, in general and in particular areas, are
easy to find; a general science wiki was created in 2005.13 An
entire wiki focuses on the politics of open source software
adoption.14 All are warmly invited to participate: “In keeping
with the open structure and spirit of wiki collaboration, we
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invite you to build on this account of free and open source
software politics—adding to or revising the existing ac-
counts, branching out into new accounts of other contexts
and processes, or linking to relevant external sources.”15 On
Wikicities.com, it is possible to find well over three hundred
wikis. Some of these involve entertainment. Wikis are devoted
to Star Trek (as of this writing, with a disappointing lack of
detail), Star Wars (same parenthetical), and Lord of the Rings
(no comment!). Others involve general topics in which
many people are interested, such as insurance, cancer,
globalization, and genealogy (not to mention shopping).

An especially interesting wiki is the World Wind Wiki.16

On this site, it is possible to “zoom from outer space to any
place on earth. World Wind leverages satellite imagery and
elevation data to allow users to experience Earth terrain in
visually rich 3D, just as if they were really there. Virtually
visit anyplace in the world. Look across the Andes, into the
Grand Canyon, over the Alps or along the African Sahara.”
Numerous users add relevant information, allowing the site
to accumulate new facts and data. Lawrence Lessig has
posted his influential 2000 book, Code, and Other Laws of
Cyberspace, as a wiki, and a number of changes have been
made.

Some of the most promising efforts are building directly
on the Wikipedia model. Wikipedia itself has a range of
sister projects, including Wikispecies (a directory of species),
Wiktionary (a dictionary and thesaurus), Wikisource (a
collection of primary source documents that anyone can
edit), and Meta-Wiki (a Web site about the various projects
of the Wikimedia Foundation). There are countless other
possibilities in this vein. For example, many people have
been concerned about the risk of a flu epidemic. State-of-
the-art information can be found at Flu Wiki, a Web site
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that anyone can edit. Flu Wiki offers articles about preven-
tion, diagnosis, treatment, and much more. As of this
writing, a Flu Wiki can be found not only in English, but
also in French, Spanish, and Turkish.

As an especially colorful example of the same basic form,
consider the Urban Dictionary. The Urban Dictionary
defines itself as “a slang dictionary with your definitions.”
There is no deliberation here, but it operates as a wiki;
anyone can add or edit the existing definitions. The word
“cool,” for example, has fifty-eight definitions (as of Sep-
tember 2005), from the not terribly exciting “cold or having
an overall cold temperature” to the somewhat better “laid
back, relaxed, not freaked out, knows what’s goin on.” For
its part, the word “cold” has, as one of its definitions, “more
than cute and more than sexy its kind of like calling some-
one a dime.” The word “dime” (for those who are puzzled
and really want to know) has forty-seven definitions of its
own. I won’t test the reader’s patience, or moral commit-
ments, with further details. But for those who are interested
in contemporary American slang, the Urban Dictionary
actually provides an excellent place to start (and usually to
end). It does so precisely because it aggregates highly
dispersed information, as a slang dictionary should.

As a promising variation on the idea that anyone can
edit, consider ohmynews.com, an online newspaper that
wants to make “every citizen a reporter.” The paper was
founded by Oh Yeon Ho, a Korean who sought to trans-
form what he called the “closed and elite journalistic
culture.” Frustrated by that culture, he created a new
forum, in which anyone could submit articles. As of late
2005, ohmynews.com had a professional staff of seventy-five
people, including forty-five reporters, and an official “staff” of
thirty-nine thousand citizen reporters! Every day, more than
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two hundred articles are submitted to ohmynews.com, and
about 70 percent of the submissions are published. Writers
receive a small, nominal payment. As in the case of
Wikipedia, people contribute for nonmaterial reasons.
Unlike in the case of Wikipedia, the professional staff
imposes filters, designed to ensure decent writing and
accuracy. But the advantage of ohmynews.com is that it
invites everyone to contribute, and in that sense promises
to provide a wide range of information.

In Korea, ohmynews.com has had a substantial effect on
some political disputes, and its English edition is now
flourishing. It counts as a genuine success. We might expect
many more ventures in this vein.

Many businesses are now using wikis. E-mail can be time-
consuming and cumbersome. It is often much better to
create a wiki, producing a document that anyone can edit.
Walt Disney, Eastman Kodak, Yahoo, Oxford University
Press, and parts of the U.S. military have used private
workspace wikis, in which employees can discuss one
another’s work and also make immediate editorial changes
in documents.17 An artificial intelligence company, Soar
Technology Inc., which works for the Office of Naval
Research, reports that wikis cut the time required to finish
projects by 50 percent. Some people project that in the next
five years, wikis will be used by most businesses in the
United States.

The quality of the wiki form is immensely variable. It will
be exceptionally interesting to see how the form evolves over
time. We could easily imagine amplification of errors,
hidden profiles, cascade effects, and group polarization on
wikis and their cousins (not excluding ohmynews.com and
wikitorials). But my hunch is that the diversity of views,
along with a widespread desire to cooperate, will ensure
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many successes, especially but not only within working
groups. Of course, many experiments fail. But the explosive
growth of Wikipedia, and of wikis in general, suggests that
more and even better developments are on the way.

/ Open Source Software /
Now let us turn to one of the most fascinating developments
in modern technology: the rise of free and open source
software, often referred to as F/OSS or FOSS.18 (For the sake
of simplicity, I shall refer to “open source software,” though
the term is controversial for reasons we shall explore.) Much
of my discussion focuses on computer code, but the poten-
tial applications are limitless. As we shall see, the very idea of
“open source” can be used in domains that have nothing to
do with software. Biotechnology, for example, can be open
source, too. Medical research might rely less on patents;
there is an active movement toward “open source medi-
cine,” in an effort to develop patent-free drugs.19 Music too
can be open source. Consider Woody Guthrie’s copyright
notice: “This song is Copyrighted in U.S., under Seal of
Copyright # 154085, for a period of 28 years, and anybody
caught singin it without our permission, will be mighty good
friends of ourn, cause we don’t give a dern. Publish it. Write
it. Sing it. Swing to it. Yodel it. We wrote it, that’s all we
wanted to do.”20

But let us begin with the general concept.

Open Source in General /
In ordinary enterprises, companies own the intellectual
property that their employees produce. Microsoft, for
example, has developed a great deal of original material,
including computer code, which is owned by Microsoft and
kept private. So, too, famously and long before, with Coca-
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Cola, which owns the formula for making its product and
which keeps that formula a secret entirely unavailable to the
public. Within companies, intense deliberation occurs in the
effort to develop more and better information and products;
certainly this is true at Microsoft and also at Google. Ordi-
nary people are often denied access to that information.

In an economy that protects private property, it is
standard for both individuals and companies to refuse to
disclose valuable knowledge. Patent and copyright law
explicitly protects the right to hold information in private
hands, precisely to encourage innovation. The legitimate
concern here is that if many minds have free access to
information, less information will be generated in the first
place. If anyone can own a book or an invention, there
might well be fewer good books and fewer beneficial inven-
tions. Economic incentives frequently work, and if those
incentives are removed, many people will not produce
desirable products, and society will be much poorer and
more ignorant as a result. In any case, much information,
and much computer code, does turn out to be “proprietary,”
in the sense that those who have it keep it to themselves.

In contrast to proprietary projects, open source projects
ensure that the original source material (or code) is freely
available to others who use it. The whole idea is to ensure
access by many minds. Perhaps improvements will be more
likely, and more rapid, if the code is open to all users. On
this view, open source software has a built-in advantage over
proprietary software, just as Wikipedia has an advantage
over Nupedia. In the illuminating words of Lawrence Lessig,
“Proprietary software is like Kentucky Fried Chicken. Open
source and free software is like Kentucky Fried Chicken sold
with the ‘original secret recipe’ printed in bold on the
box.”21 Or return to the Coca-Cola example: You cannot
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have access to Coca-Cola’s formula so as to make improve-
ments. But believe it or not, there is now open source cola,
OpenCola, which you can find at opencola.org (complete
with a full account of ingredients; you’re entirely welcome to
make improvements if you like).

As the example reveals, the most important characteristic
of open source projects is that they permit their users to
change them and to make them better. (Woody Guthrie well
understood this point with respect to folk music, and Bob
Dylan proved him right.) Users can certainly deliberate with
one another, but it is also possible to work entirely on one’s
own and then to communicate the solution, or improve-
ment, that one has found. My concern here is with the use of
open source methods to aggregate dispersed information
and to incorporate dispersed creativity; but by way of
background, we should explore a few technicalities.

Provisos, Conditions, and Copyleft /
Open source software often comes with an important
proviso, which is that those who use the material must agree
that they will make their improvements available to anyone
else under the same conditions. In this sense, open source
software is deliberately available to, and can be improved by,
many minds. Notably, such software is always “free” in one
sense but sometimes not in another. It is always free in the
same sense that free speech is free; it is not held privately by
identifiable people. The code is available for all users to see.
Open source software is also free in the important sense that
people can sell it. At the same time, you might well have to
pay to get it. Open source software is protected by copyright,
which is one reason that various conditions can be attached
to it. Such software is not in the public domain. In this
sense, most open source and free software are the same as
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Wikipedia, which is also protected by a copyright license—
more particularly, it is “copylefted,” a concept to which I
now turn.

It is important to distinguish between open source
software that is copylefted, in the sense that stringent (but
public-friendly) conditions are attached to it, and open
source software that is not. In Lessig’s words, copylefted
software “is licensed under terms that require follow-on
users to require others to adopt the same license terms for
work derived from the copylefted code. The principle is
‘share and share alike.’”22 Under this approach, the sharing
principle is mandatory; people are not free to reject it.

The purpose of copyleft licenses is to ensure that open
source programs remain open source when a third party
redistributes the program or a derivative work. There are
strong and weak versions of copyleft. The strong version
requires that any subsequent derived work must apply the
original copyleft version to the whole work, including any
sections authored entirely by the subsequent programmer.
The most common strong copyleft license, the General
Public License (GPL), provides that “when you distribute
the [independently authored] sections as part of a whole
which is a work based on the Program, the distribution of
the whole must be on the terms of this License.”23 This
provision of the GPL makes it exceedingly difficult for
proprietary software developers to use open source software
governed by the GPL anywhere in their code—which indeed
is the goal.24

The weak version of copyleft differs in one important
respect: Independently authored components distributed
with the open source code can be separately licensed. That
is, whereas the original code and modified versions of it
must retain the weak copyleft license, separately authored
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components are allowed to have distinct (i.e., more restric-
tive or proprietary) licensing provisions.25 If code is not
copylefted at all, conditions of this kind are not imposed on
later use. If people want to redistribute modified versions of
the code they purchased, they are permitted to do so on
whatever terms they choose. The popular Apache Web
Server is open source software that is not copylefted. The
popular GNU/Linux operating system is copylefted.

The most general point is that open source software
provides a method by which decentralized bits of private
knowledge and creativity can be elicited and used. Contribu-
tions are possible from anyone who can help. As a result, it
is possible to obtain improvements that may well go far
beyond the capacities of small groups of experts. With open
source software, expert groups may and do deliberate about
improvements. But in addition, numerous contributors can
bring their own imagination and knowledge to bear. Some
of these contributors work on their own; others work in
teams. The important fact is that countless people can make
improvements—and they do, sometimes for economic
reasons, sometimes not.

Those who celebrate open source software, and believe
that it has major advantages over alternative methods,
emphasize this point above all. Note here Eric Raymond’s
suggestion: “Given enough eyeballs, all bugs are shallow.”26

A Movement /
Open source software has an extremely colorful history; it
even involves a kind of social movement, with vivid person-
alities and a great deal of passion and commitment.27 The
Free Software Foundation, a nonprofit organization, was
started by Richard Stallman in 1985, the same year that
Stallman invented the copyleft license; and Stallman, to
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whom I shall return, has been a foundational figure for over
two decades. An important moment in the movement
occurred in 1991, when Linus Torvalds, a computer science
graduate student at the University of Helsinki, started to do
some interesting work on his personal computer. Torvalds
was adding features to Minix, a miniaturized version of the
operating system Unix; Minix had been written for peda-
gogical purposes by programmer Andrew Tanenbaum.
Minix had not been freely licensed, a point that helped
persuade Torvalds to build his own version. After a period of
work, Torvalds released the source code for his operating
system, which he named Linux, onto an Internet newsgroup.
He appended an informal and now famous note:

I’m working on a free version. . . . It has finally reached
the stage where it’s even usable (though may not be
depending on what you want), and I am willing to put
out the sources for wider distribution. . . . This is a
program for hackers by a hacker. I’ve enjoyed doing it,
and somebody might enjoy looking at it and even
modifying it for their own needs. It is still small enough
to understand, use and modify, and I’m looking
forward to any comments you might have. . . . I’d like
to hear from you so I can add them to the system. . . .
PS. to PHIL NELSON! I’m unable to get through to
you, and keep getting “forward error—strawberry
unknown domain” or something.28

Torvalds received a large and enthusiastic response,
allowing him to improve the system markedly. In the 1990s,
Linux steadily grew in quality, and by 2000, it had become a
phenomenal success in the market. “A hugely complex and
sophisticated operating system had been built out of the
voluntary contributions of thousands of developers spread
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around the world. By the middle of 2000, Linux ran more
than a third of the servers that make up the web.”29 As of
this writing, only about 2 percent of the Linux “kernel,” or
core, is written by Torvalds himself, but he continues to
exercise ultimate authority over the decision whether to
incorporate new code.30

I have referred to Richard Stallman, a famous hacker and
near celebrity who originated the GNU project; GNU is a free
software operating system for which Stallman wrote the GNU
General Public License, now the most public free software
license. With his multiple achievements, Stallman has become
a legendary figure within the movement. (Personal note: I
went to college with Stallman in the mid-1970s and lived in
the same dormitory with him. He was well-known as a
brilliant, eccentric, and extremely intense person and as
someone who was quite focused on computers. As it happens,
Bill Gates spent some time in the same dormitory; he was not
eccentric, as I recall, and he was not particularly intense, but
he also liked computers.) Stallman’s interest in free software
began in the 1980s, when he rejected proprietary software and
nondisclosure principles on the theory that hackers should be
free to make changes as they saw fit. As he describes the
situation at that time, his “easy choice was to join the propri-
etary software world, signing nondisclosure agreements and
promising not to help my fellow hacker. Most likely I would
also be developing software that was released under nondis-
closure agreements, thus adding to the pressure on other
people to betray their fellows too.”31 Stallman thus took steps
to promote software that would “give users freedom” by
allowing them to see and to modify source code.

Stallman much prefers the term “free software” to “open
source software,” arguing that the latter term does not show
the connection with liberty: “The English language has more
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words and nuances than any other, but it lacks a simple,
unambiguous word that means ‘free,’ as in freedom—
‘unfettered’ being the word that comes closest in mean-
ing.”32 Freedom, rather than information aggregation, is
Stallman’s emphasis. His preferred term appears not to have
won, largely on the theory that “open” is a less confusing
way to refer to products that are, after all, bought and sold.
(The term F/OSS, for free/open source software, now has
considerable currency; FLOSS, a term that Stallman accepts
and that includes “software libre,” is the preferred and
perhaps politically correct term in Brazil and some Euro-
pean communities.) Whatever the best term, there is no
question that Stallman’s basic project continues to gain
ground in the world of software and elsewhere.

It is clear that open source software has been a substan-
tial economic success. Apache, an open source project, has
dominated the market for server software since 1995.
According to a recent analysis, about 70 percent of servers
use Apache or other open source products, and thus reject
the proprietary products offered by Sun, Microsoft, and
others.33 Linux accounts for a substantial percentage of the
operating systems of all servers, and it has a larger market
share than Microsoft as the operating system most often
used in video recording devices and mobile phones. In many
other areas, open source products are in widespread use.34

Notwithstanding all this, there is some dispute about
whether the strongest open source enthusiasts have over-
stated their case. In desktop environments, for example,
Windows and MacOSX do much better than the open
source alternatives. But no one doubts that open source has
done exceedingly well. Why is this? And what lessons can be
drawn from the answer to this question for deliberation and
information aggregation in general?
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Cathedrals and Bazaars /
In a famous and illuminating essay, programmer Eric
Raymond distinguished between two models of production:
the cathedral and the bazaar.35 On one view, which Raymond
himself initially accepted, computer software should be built
in the fashion of cathedrals, which are carefully planned in
advance, on the basis of specific judgments emerging from
individuals or small groups. (The Soviet Union tried to run
its economy in cathedral-like fashion, with its careful but
doomed five-year plans.) On the alternative account,
software development should not be based on “quiet,
reverent cathedral-building,” but instead come from “a great
babbling bazaar of differing agendas and approaches . . . out
of which a coherent and stable system could seemingly
emerge only by a succession of miracles.”36

Nonetheless, the miracles occurred. In fact, they continue
to appear every day. In Hayekian fashion, we can see many
human institutions, including language, culture, and even
law, as products of a bazaar rather than of any self-conscious
process of cathedral-like design. Bazaars reflect a kind of
spontaneous order. They are best understood as a mecha-
nism for ensuring that widely dispersed knowledge is
captured in human products.

But when will bazaars work? It is one thing to emphasize
the price system, which creates material incentives for
disclosure of information. It is quite another thing to
emphasize the use of bazaars to create computer code. From
the standpoint of conventional economists, the success of
open source software remains a bit of a puzzle. The problem
is that some contributors appear to have no incentive to
make improvements. In most markets, those who create or
improve a product are likely to make money; the profit
motive is the great impetus for innovation. Or so it is
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thought. But for open source software, some of those who
make changes receive no economic reward. Tens of thou-
sands of people, from all over the world, have been willing to
contribute to open source software, and they have done so
without gaining a dollar.

There are interesting complications here. Much work
performed on open source projects, especially major ones, is
carried out by programmers who work at big firms, such as
Hewlett Packard and IBM. These programmers hardly work
for free. On the contrary, they are compensated for their labor
by employers who want to ensure that high-quality open
source software is available, with the company selling support
services and hardware.37 But it remains true that many
programmers do not receive direct compensation at all.

Is this a truly Hayekian process, to be explained directly
in Hayek’s terms? The answer is both yes and no. Yes, in the
sense that open source software benefits from the inclusion
of countless bits of information from widely dispersed
people with diverse knowledge and tastes. No, in the sense
that financial incentives are not always responsible for
people’s behavior. But when the profit motive is absent, why
do people contribute? Some people act out of a simple
commitment to the enterprise of innovation. Others are
devoted to the idea of open source as such, connecting it
with freedom and democracy; they participate for that very
reason. Some contributors greatly enjoy spending their
time writing code. Others are genuine altruists, hoping to
benefit others. Raymond himself contends that the world
of hackers is a “gift culture” as distinguished from an “ex-
change culture”; in this gift culture, “social status is deter-
mined not by what you control but by what you give away.”
Thus, “participants compete for prestige by giving time,
energy, and creativity away.”38
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This point suggests that status motives, rather than
altruism, are playing the key role. Many contributors
undoubtedly have a desire for approval or even glory, or
perhaps the more quiet sense of individual satisfaction that
comes from an innovation. (Recall Wikipedia, to which
many people contribute from a similar motivation.) In
Raymond’s words, “One’s work is one’s statement.”39 In
addition, status may also create at least a prospect of eco-
nomic benefits: Those who contribute a great deal might be
able to get better employment as a result.

There is a further point. Participants, even peripheral
ones, use an important tool, and they want it to work as well
as it possibly can. When they report a problem, they increase
the likelihood that it will be fixed, and they stand to benefit
for that reason. What is most noteworthy is that for many
people, the process works well, with and without a clear
economic spur.

As in the case of Wikipedia, the analogy to the price signal
is strained. To be sure, the code now found in open source
software is an aggregation of dispersed bits of information;
but it is not a price. Those who make changes and improve-
ments sometimes respond to economic incentives, direct or
indirect. But they are not consumers, motivated purely by
financial incentives and adding their own preferences to
the mix.

Governance and Filters /
Some open source software projects typically have no formal
process of governance; their small size allows everything to
work by consensus.40 For larger projects, the improvement
process contains “filters” that go well beyond those in
Wikipedia. In this sense, Wikipedia’s “last in time” model, in
which the final editor can make numerous changes, is very
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different from, and far less constrained than, the open
source process, which usually depends on some kind of
hierarchical arrangement. Here, then, are some distinctive
models for aggregating dispersed information.

Participants in development projects are frequently
divided into the core and the periphery. The periphery
includes ordinary users who are able to test products and to
identify problems. The core includes leaders with overall
responsibility; many of them help to code the initial release
of the software, and they are in charge of the direction of
projects. Deliberative processes within the core play a key
role; recall that when eureka-type problems are involved,
such processes are likely to work. The Mozilla community,
for example, has a highly successful open source program,
and it maintains itself through an interesting combination of
formality and informality, supported by the Mozilla Foun-
dation.41 The organization includes staff, drivers, module
owners, peers, super-reviewers, developers, and others.

Mozilla’s code solicitation process is well developed.
Simple contributions can be made by using a developmental
version of the program and by reporting problems or “bugs”
that are encountered. The community uses a program called
Bugzilla to centralize information about known problems.
After users and developers have identified problems and
areas for improvement, interested developers can begin
work. Such development takes place at an exceptionally
rapid rate. For example, between midnight and 7:30 a.m. on
July 20, 2005, eighteen changes were “checked in” (intro-
duced into the main version) by nine different people with
access to the code. At least four additional programmers
created or contributed to these changes, which provided
such benefits as enabling Chinese newsgroups to function
properly in the Web browser.42
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Before such improvements can be incorporated into the
source code repository, they must be screened in a two-step
process. Once a developer has completed a patch, she can
post it on Bugzilla linked to the appropriate bug listing and
request review. The reviewer checks the code to ensure that
it does what it is supposed to do and sometimes provides
comments that must be addressed before approval. After
initial review, the developer must seek a second level of
review. After approval, Bugzilla will reflect the fact that the
code has been successfully reviewed and can be checked into
the repository by anyone with access to it.

Linux has also adopted a relatively formal process for
approving changes. That process involves layers of decisions
in a kind of pyramidal structure containing a significant
amount of deliberation. Ultimately, improvements have to
be approved by an expert committee. “Torvalds sits atop the
pyramid as essentially a benevolent dictator with final
responsibility for managing decisions that cannot be re-
solved at lower levels.”43 Numerous people are permitted to
offer suggestions, but they are not incorporated into the
software unless approved through the governance structure.

Apache has developed its own distinctive approach. It
began in 1995 with just eight people. After a short period, it
grew to contain a few dozen members of the development
core, along with several hundred other people who added
ideas and suggestions. The core included people in a number
of countries, including the United States, Canada, Germany,
Italy, and Britain. Originally decisions could be made by
consensus, produced by a deliberative process with informal
e-mail exchanges. But as the group of participants grew,
more formality was required. Ultimately Apache adopted a
system of e-mail voting, with complex rules designed to
ensure consensus within the Apache Group, itself chosen by
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a system of peer review. Deliberation is emphatically
involved. On one view, “the Apache consensus procedure is
not perfect; it seems to work less well during periods of
rapid, intense development than for incremental change.”44

In 1999, the Apache Software Foundation, a nonprofit
corporation, replaced the Apache Group; it operates as an
umbrella for many open source projects with their own
management committees.

The Open Future of Open Source /
Whatever the particular structure, the general point here is
simple: With open source software, there is no unitary or
publicly available good that anyone can edit. On this count,
wikis offers a radically different model. Undoubtedly, the
existence of layers and filters slows down the rate at which
improvements can be made. But the process, containing
deliberation at key points, nonetheless means that anyone
with a good idea is likely to be able to improve the operation
of the software.

With open source software, dispersed knowledge and
creativity can easily be brought to bear. It is for this reason,
above all, that open source has proved so successful in
practice—and that the open source model has inspired
people’s interest outside of the context of computer code,
for example, with biotechnology and medicine. Often the
law permits people to “close” their sources, as through
patents that keep processes private. On one view, this
process is necessary to ensure the right incentives. If drug
companies can patent their products, it is more likely that
they will develop beneficial medicines. But on another view,
release of the relevant data can spur innovation as well as
broaden distribution. “Goodwill, aggregated over the
Internet,” might serve to “produce good medicine.”45
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Open source projects come in many forms. Considerable
attention is now being given to open source biotechnology,
by which research in agricultural and medical biotechnology
is run on open source principles, with the goal of increasing
innovation in this crucial area.46 Consider, for example, the
question of genetic modification of plants. Some methods of
genetic modification are protected by patents, and it can be
complex, difficult, and expensive to obtain licenses. More-
over, the patent system threatens to stifle innovation simply
because it restricts information to the few. In the words of
one critic, “When there are dozens or hundreds of patents
involved, negotiations can be labyrinthine—and all it takes is
one denied right to stop the whole process.”47 But scientists
have recently developed an open source technique for
genetic engineering, one that is not controlled by the patent
system. Scientists “are free to use the technique without
commercial restrictions, but must share any improvements
they make to this scientific ‘toolkit.’”48

Life is full of good coincidences. Here is one: A coauthor
of the key paper on this problem, Dr. Richard Jefferson, is a
descendent of Thomas Jefferson, the famous defender of
democracy and openness. Dr. Jefferson says, “I see this as
unfinished family business.” He emphasizes that his goal is
to harness “the latent creativity of a very large number of
people who are out of the loop right now.”49 Biological
Innovation for Open Society, or BIOS, is now attempting to
increase openness in biological science. Users of open source
biology own the patents to their creations, but they cannot
ban other people from using the original shared information
to produce other products. In addition, they must inform
the public of any improvements in the methods of BIOS,
and also of any health problems that are discovered. In these
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ways, open source biology ensures far more openness than
does the patent system.

To be sure, patents are awarded to increase innovation,
and it is not clear that open source projects are better on
that count. In the end, the question how best to promote
innovation is an empirical one. Much will depend on
whether the complex set of motivations that have worked
for open source software will work for other products as
well. The central point is that it is possible to give numerous
minds access to certain processes, and that in some circum-
stances, at least, this access is an engine for rapid improve-
ments. As in the cases of wikis, we will undoubtedly find
many surprises here, and they are likely to be good ones.
With open source projects, human creativity will continue
to ensure exciting and even barely imaginable innovations.

A Brief Note on Copyright /
There is an obvious relationship between the ideas that
underlie open source software and the broader debates over
the restrictions imposed by the copyright laws.50 The whole
idea of copyleft, invented by Richard Stallman, is an effort to
reduce people’s ability to limit the distribution and modifi-
cation of software. We could easily imagine more general
efforts to reduce the effects of the copyright laws; such
efforts are in fact easy to find.

Copyright laws create monopolies; they diminish access
by many minds. As in the context of software, legal restric-
tions may also spur innovation; if copyright restrictions are
available, perhaps more people will produce valuable work
in the first place. But it is not always clear whether we will
receive more, or less, in the way of creativity with such
restrictions. I have referred to the Creative Commons
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License, pioneered by Lawrence Lessig, founder of the
Creative Commons. A major goal of this license is to
promote greater distribution of copyrighted works by
allowing copyright holders to impose certain restrictions
while also allowing free distribution. If holders of a Creative
Commons License choose, they can forbid alteration of the
underlying material; they can also restrict free copying to
noncommercial uses. License holders have a range of
possible options. The key point is that with the Creative
Commons License, people are much freer to copy and
distribute the underlying work.

A number of record labels now use the Creative Com-
mons License, and various books, including Eric Raymond’s
The Cathedral and the Bazaar, do so as well. Lessig’s own
book, Free Culture, was released on the Internet under a
Creative Commons License. The day after its online release,
a popular blogger suggested that people should pick a
chapter and make a voice recording of it, a process that was
completed in a few days. (The book was rapidly translated
into Chinese—by a wiki system.) As I have also mentioned,
Wikipedia operates under the GNU Free Documentation
License, which was originally intended for software but
similarly can be used broadly to promote access by many
minds.

With greater freedom to copy and to distribute, we
should expect a dramatic increase in creativity in multiple
domains. But as we shall now see, creativity, even amid
many minds, can also offer some highly ambivalent lessons.

/ Blogs /
One of the most unanticipated developments of the first
years of the twenty-first century was the remarkable rise of
Weblogs, which can serve to elicit and aggregate the infor-
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mation held by countless contributors. Weblogs, or blogs,
have been growing at a truly astounding rate, so much so
that any current account will rapidly grow out of date. At
the present time, more than 50 million blogs are up and
running. Tens of thousands blogs are created each day, with
a new one every 2.2 seconds. (Question: How many blogs
are created in the time it takes to read a short book?) In
recent years, the most highly rated political blogs—includ-
ing Atrios, Instapundit, and Daily Kos—have received at
least several tens of thousands of visitors each day. The
worlds of law and politics are full of blogs, and my own
institution, the University of Chicago Law School, has its
own Faculty Blog, dealing (most of the time) with questions
of law.

Stories /
Every well-known blog has its own story, often full of some
combination of talent, luck, and coincidence. Consider
Instapundit, run by Glenn Reynolds, a professor of law at
the University of Tennessee. Before becoming a blogger,
Reynolds was a moderately well-known law professor with
several strong publications. On August 8, 2001, he began
Instapundit, in part inspired by his Internet law class.51 Since
that point, his blog has grown into one of the largest on the
Internet, attracting more than one hundred thousand visits
per day. As a result of his remarkable success, Reynolds is
sometimes referred to as “the Blogfather.”

Reynolds provides commentary of varied length, some-
times merely linking to an interesting story or post found
elsewhere, and sometimes explaining his own point of view
at length. His own views are eclectic. He has also expanded
into the mainstream, blogging at GlennReynolds.com for
MSNBC, and his writings have appeared in many traditional
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outlets, including the Washington Post and the Wall Street
Journal; he also writes regularly for the Fox News Web site.
(Full disclosure: Reynolds invited me to post on his site on
msnbc.com for a week in 2004, and it was astounding to
receive the range of e-mail responses, by turns smart, funny,
enraged, helpful, nutty, and incoherent.)

Blog Triumphalism? /
Bloggers have occasionally had an impact on real-world
events, and their impact may be growing. Drawing from the
account of blogging enthusiast Hugh Hewitt,52 let us
consider a few examples:

! Bloggers deserve significant credit for the 2004 “Rather-
gate” scandal, in which Dan Rather used what seemed to
be authentic memoranda to offer embarrassing disclosures
about the military service of President George W. Bush.
The memoranda indicated that Bush had failed to do his
duty, and indeed had refused to obey direct orders. Careful
bloggers showed that the memoranda could not possibly
be authentic. Only one day after the broadcast, a blogger
known as Buckhead wrote, “Every single one of these
memos to file is in a proportionally spaced font, probably
Palatino or Times New Roman. In 1972 people used
typewriters for this sort of thing, and typewriters used
monospaced fonts. . . . I am saying these documents are
forgeries, run through a copier for 15 generations to make
them look old.” Additional bloggers worked hard to
confirm the accusation. As Hewitt notes, bloggers “exposed
the fraud with breathtaking speed and finality.”53

! In 2002, Trent Lott, Senate majority leader, spoke at a
birthday party for Senator Strom Thurmond. Lott said of
Mississippi, his own state, “When Strom Thurmond ran



Many Working Minds / 183

for president, we voted for him. We’re proud of it. And
if the rest of the country had followed our lead, we
wouldn’t have had all these problems over all these
years, either.” This was a genuinely scandalous state-
ment; Thurmond had run on a racist, pro-segregation
platform, and the Senate majority leader seemed to be
saying that if Thurmond had won, the nation would have
been problem-free. But somehow the remarks were
ignored—except on the blogosphere. A blogger named
Atrios gave serious coverage to the comments, which
were then picked up on talkingpointsmemo.com, and the
building momentum proved unstoppable. Lott was
forced to resign as majority leader.

! In 1979, John Kerry said, “I remember spending Christ-
mas Eve of 1968 five miles across the Cambodian border
being shot at by our South Vietnamese allies who were
drunk and celebrating Christmas.” In the 2004 election,
the blogosphere was full of stories about whether Kerry
had really spent Christmas Eve in Cambodia, and indeed
whether he had been in Cambodia at all. The doubts
raised questions about the credibility of Kerry’s state-
ments about his record in the Vietnam War. Focusing on
the claim of Christmas Eve in Cambodia, one blogger,
RogerLSimon.com, objected to the prospect of having
someone “who sounds like a pathetic barroom blowhard”
as president of the United States, especially “in a time of
war. People like this start to believe their own lies.” A
liberal blogger, Matthew Yglesias, said, “It certainly looks
bad from here, and I haven’t seen a good explanation yet,
perhaps because there isn’t one.” Eventually, the Kerry
campaign acknowledged that Kerry had not been in
Cambodia on Christmas in 1968. Hewitt writes, “The
Christmas-Eve-not-in-Cambodia became shorthand for



184 / Infotopia

Kerry’s fantasy life, and suddenly the Swift Vets” who
savagely attacked Kerry’s honesty and patriotism “had
credibility, as Internet donations flowed into their
coffers.”54

Whatever one thinks of these events, bloggers appear to
have influenced the public stage, driving media coverage and
affecting national perceptions of national questions. And of
course, there is much more. In my own area of law, bloggers
offer quick and insightful analyses of legal events. Those
analyses are widely read, and they can influence media
coverage as well. When bloggers err on legal questions, their
errors are often corrected. To take just one example: The
Volokh Conspiracy, an extremely popular law-related Web
site, often provides discussions of important Supreme Court
decisions, sometimes on the day those decisions are an-
nounced. These discussions put the Court’s decisions in
context and typically provide illuminating criticisms. If the
analysis seems to go wrong, the author is immediately
notified, and a correction or debate usually ensues. Other
events in law and politics often receive instructive and
immediate attention.

In law and policy more broadly, Nobel Prize winner Gary
Becker and court of appeals judge Richard A. Posner have
run a blog (named, not so imaginatively, the Becker-Posner
blog) that offers substantive discussions of such issues as
global warming, property rights, health insurance, terrorism,
and bankruptcy reform. Becker and Posner receive thou-
sands of visitors each week, and those visitors offer insightful
comments and corrections.

Of course, there is a great deal more. Bloggers frequently
deliberate with one another, exchanging information and
perspectives. Becker and Posner regularly feature debates
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between the two. The Volokh Conspiracy is run by law
professor Eugene Volokh, but it has a number of contribu-
tors with different perspectives. Disagreement among the
contributors is common; a debate on same-sex marriage or
the future of the Supreme Court is far from unusual.
Discussion and argument occur every day across blogs, not
just within them. Because of their openness, speed, and
flexibility, some people believe that blogs will come to
replace, at least in part, the discussions of law and politics
that can now be found in traditional academic journals. The
very fact that an analysis can be done in an hour or a day
might seem to make such journals obsolete.

In addition, many blogs offer public space for comments
by anyone who cares to participate. If a blogger makes an
error, or merely appears to make an error, there is a good
chance that someone will complain. Often the comment
sections take on lives of their own, offering vigorous debates
on topics only lightly explored by the post that inspired
them. In the University of Chicago Law School, one of the
most interesting developments is the extensive use of the
comment section, in which people often engage with one
another, and not so much with the post that originally
triggered their exchange.

Indeed, the blogosphere might be seen as a kind of
gigantic town meeting, or series of such meetings. The
presence of many minds is especially important here. If
countless people are maintaining their own blogs, they
should be able to act as fact-checkers and as supplemental
information sources, not only for one another but also for
prominent members of the mass media. If hundreds of
thousands of people are reading the most prominent blogs,
then errors should be corrected quickly. In addition, the
blogosphere enables interested readers to find an astounding
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range of opinions and facts. Judge Posner has gone so far as
to invoke Hayek’s argument about the price system on
behalf of blogs, emphasizing their potential to reveal dis-
persed bits of information. In Judge Posner’s words:

Blogging is . . . a fresh and striking exemplification of
Friedrich Hayek’s thesis that knowledge is widely
distributed among people and that the challenge to
society is to create mechanisms for pooling that
knowledge. The powerful mechanism that was the
focus of Hayek’s work, as of economists generally, is the
price system (the market). The newest mechanism is
the “blogosphere.” There are 4 million blogs. The
Internet enables the instantaneous pooling (and hence
correction, refinement, and amplification) of the ideas
and opinions, facts and images, reportage and scholar-
ship, generated by bloggers.55

Not Hayek: Problems in the Blogosphere /
But Judge Posner’s use of Hayek misses the mark, and we
should therefore resist blog triumphalism. Indeed, the very
problems that infect deliberation can be found on the
blogosphere, too. The world of blogs is pervaded by the
propagation of errors, hidden profiles, cascades, and group
polarization.

Even the best blogs lack anything like prepublication peer
review, and their speed and informality often ensure glib-
ness, superficiality, confusion, and blatant errors. Many
blogs in law and politics are close to talk radio, or to brisk
and irresponsible conversations over the lunch table.
(Granted, that is part of what makes them fun.) Sometimes
falsehoods spread like wildfire, as informational and
reputational cascades lead to widespread mistakes. Confi-
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dently stated errors have proliferated on countless topics,
including the plans of Israel and Iran, the likely Supreme
Court nominees of President George W. Bush, and the
political views (and corruption, or worse) of both Republi-
cans and Democrats. Group polarization is easy to find on
blogs; the conservative-leaning Volokh Conspiracy, despite
its civility, intelligence, and overall high quality, is an
occasional example, with commentators sometimes leading
one another to more extreme versions of what they thought
before discussions began.

The blogosphere does not produce prices, which aggregate,
in one place, a wide range of opinions and tastes. It certainly
does not work as open source software does. It does not
produce a giant wiki, aggregating dispersed information.
Instead, it offers a stunningly diverse range of claims, perspec-
tives, rants, insights, lies, facts, falsehood, sense, and nonsense.

Participants in the blogospere usually lack an economic
incentive. They are not involved in any kind of trade, and
most of the time they have little to gain or to lose. If they
spread falsehoods, or simply offer their opinion, they do not
sacrifice a thing. Perhaps their reputation will suffer, but
perhaps not; perhaps the most dramatic falsehoods will draw
attention and hence readers. Most bloggers do not have the
economic stake of those who trade on prediction markets.
True, some bloggers attract advertising, and many blogs
aggregate a lot of information; instapundit.com, for ex-
ample, assembles material from many sources. But it is not
possible to find a Superblog, in general or in particular areas,
that corresponds to Wikipedia or open source software. In
other words, we lack a blog that succeeds in correcting
errors and assembling truths. Those who consult blogs will
learn a great deal, but they will have an exceedingly hard
time separating falsehoods from facts.
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By their very nature, blogs offer rival and contentious
positions on facts as well as values. In many ways, this is a
virtue, for people who are curious can find a wide range of
views, including those that oppose their own. But if truth is
to emerge, it is because of the competition of the market-
place of ideas, and the discussion thus far suggests that this
particular marketplace is far from reliable. One of the
undeniable effects of blogs is to spread misunderstandings
and mistakes. If deliberating groups propagate error and
leave hidden profiles, we can be sure that those who write or
read blogs will do the same thing.

To return to one of my primary themes: A particular
problem arises if people are reading blogs that conform to
their own preexisting beliefs. If this is so, polarization is
inevitable. Liberals reading liberal blogs will end up more
liberal; conservatives will become more conservative if they
restrict themselves to conservative blogs. The Colorado
experiment, involving group polarization, finds itself
replicated in the blogosphere every day, with potentially
harmful results. People sometimes go to extremes simply
because they are consulting others who think as they do. The
rise of blogs makes it all the easier for people to live in echo
chambers of their own design. Indeed, some bloggers, and
many readers of blogs, live in information cocoons.

Can anything be done about this? Here’s one idea: Public-
spirited bloggers would do well to offer links to those whose
views are quite different from their own. Liberal blogs could
more regularly link to conservative ones, and vice versa. We
could easily imagine explicit or implicit “deals” among
bloggers with competing opinions, producing mutual
linking. Such deals would increase the likelihood that people
will be exposed to different perspectives; they would also
reflect a healthy degree of mutual respect.
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Of course, blogs do add to the range of available views,
and they certainly hold out the promise of aggregating
information held by large numbers of people. As Posner
suggests, blogging could operate as an extraodinary method
for collecting dispersed knowledge. Sheer numbers could
and do play a large and beneficial role here, because infor-
mation aggregation is likely to work best when many minds
are involved; but it is also important that reasons and
information are being exchanged in a way that can lead to
corrections and real creativity. To some extent, this is
happening already. But whereas the price system automati-
cally collects dispersed information, and open source
software contains a remarkable system for aggregating with
filters, and Wikipedia provides an aggregating mechanism
with both formal and informal safeguards, blogs offer no
filters, and the only safeguards come from the discipline of
the market for ideas.

Evidence /
What do we actually know about the blogosphere? All too
little. The empirical analysis remains in its earliest stages.
But there is good evidence that many bloggers are mostly
linking to like-minded others, and that when they link to
opinions that diverge from their own, it is often to cast
ridicule and scorn on them.

One study explores the degree to which conservative and
liberal bloggers are interacting with each other. Focusing on
fourteen hundred blogs, the study finds that 91 percent of
the links are to like-minded sites.56 Hence, the two sides sort
themselves into identifiable communities. For example,
powerlineblog.com, a conservative blog, is linked to by
only twenty-five liberal blogs, but by 195 conservative
blogs. Dailykos.com, a liberal blog, is linked to by forty-six
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conservative blogs, but by 292 liberal blogs. In the aggre-
gate, the behavior of conservative bloggers is more note-
worthy in this regard; they link to one another far more
often and in a denser pattern.

The study’s authors also examined about forty “A-List”
blogs, and here, too, they found a great deal of segregation.
Sources were cited almost exclusively by one side or the
other. Those sites with identifiable political commitments,
such as Salon.com and NationalReview.com, were almost
always cited by blogs on the same side of the political
spectrum.

Another study, by Eszter Hargittai, Jason Gallo, and Matt
Kane, offers more detailed support for the same general
conclusions.57 Examining the behavior of forty popular
blogs, half liberal and half conservative, Hargittai and her
coauthors find that like-minded views receive a great deal of
reinforcement. On the “blogrolls,” referring readers to other
blogs, conservatives are far more likely to list other conser-
vatives, and liberals are far more likely to list other liberals.
When blogs refer to discussions by other bloggers, they
usually cite like-minded others. To be sure, there is a
significant amount of cross-citation as well. But—and here
is perhaps the most striking finding—a significant percent-
age of the cross-citations simply cast contempt on the views
that are being cited. In this way, real deliberation is often
occurring within established points of view, not across them.

The general conclusion is that in the blogosphere, there is a
significant divide among politically identifiable communities.
Liberals and conservatives do not usually link to one another.
Much of the time, they do not even discuss the same topics.
To be sure, many people are using the blogosphere to learn
about different views and new topics. Just like the Internet
of which it is a part, the blogosphere increases the range of
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options, and this is a great virtue, above all for curious and
open-minded people. On balance, the blogosphere, like the
Internet more generally, is certainly good for democracy
because it increases information. But if linking behavior on
blogs can be taken as a proxy for information filtering, it is
reasonable to think that many readers are obtaining one-
sided views of political issues.

The construction of information cocoons and echo
chambers is a real problem for a democracy, not least
because amplification of errors, hidden profiles, cascade
effects, and polarization are inevitable. For many people,
blunders and extremism are highly likely, not in spite of the
blogosphere but because of it.

/ Creative Futures for Many Minds /
It is possible to imagine many different efforts to aggregate
dispersed information. Experiments in this vein are crop-
ping up all the time. Consider a few of many examples.

Slashdot, the largest community-driven technology site
on the Internet, has long identified itself as “news for nerds,
stuff that matters.” Slashdot is, among other things, an
edited compilation of news abstracts, focusing on a wide
range of topics related to technology. A first-time visitor to
Slashdot will notice that the site resembles an ordinary news
site, with story headlines, synopses, and links to follow. But
its real value lies in the fact that it permits its users to discuss
both news articles and one another’s posts. Specifically,
Slashdot users can spark discussions by posting ideas and
responses to particular articles, thus facilitating discussion.

Of course, the system is vulnerable to irrelevant, silly, and
abusive comments. Slashdot’s ingenious response is a
“moderation system,” by which users judge comments and
rank them by score. At first, the founders of Slashdot
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moderated posts themselves. But as the user base expanded,
the job of moderating became unmanageable and was
therefore delegated to users. As a result, a group of modera-
tors has been selected from a pool of active users. Many
minds thus evaluate the contributions of many minds.

As the system operates, all comments are scored on an
absolute scale from –1 to 5. Logged-in users start at 1 (al-
though this can vary from 0 to 2 based on their prior actions),
and anonymous users start at 0. Moderators can add or
deduct points from a comment’s score, thus influencing
whether a comment will be immediately visible to a reader.
(Confession: Slashdot had a discussion of my 2001 book,
Republic.com; as the author, I ventured a nonanonymous
comment, which was ranked very low: 0, as I recall. True, I
probably deserved the low ranking.)

Of course, there is a risk that the moderators will pro-
mote an agenda of their own. To combat that risk, Slashdot
has produced the ingenious mechanism of “metamodera-
tion,” which operates as a review process of the moderation
system. Instead of rating the usefulness of a comment,
metamoderation rates the fairness and accuracy of the
moderator’s judgment.58 According to the metamoderation
statistics, 92 percent to 93 percent of moderations are judged
fair.59 (Hence, it is not necessary, to date, to create meta-
metamoderation, reviewing the metamoderators!)

Slashdot explores a wide range of questions relating to
technology, but more specialized aggregations, involving
goods and activities of relevance to everyday life, are easy to
imagine. An obvious question, of potential interest to many
people, is this: How might many minds be enlisted in the
evaluation of products and services? Angie’s List, founded by
Angie Hicks, is one attempt at an answer; it collects and
distributes detailed customer satisfaction reports on local
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businesses in over twenty-six major cities. For a $10 sign-up
fee and a $5.95 monthly charge, subscribers can find reviews
of neighborhood service providers and contractors. Mem-
bers are able to read what other customers are saying about a
business before hiring them.

Angie’s List is hardly a new concept. The Better Business
Bureau has a similar service, giving companies either a
satisfactory rating or listing their number of complaints. But
Angie’s List provides a great deal of inside information
through its rating system, which gives the subscriber the
most recent reports on numerous companies. There are
countless analogues on the Internet, as customers evaluate a
wide range of products—cars, books, and more—and allow
the evaluations to be aggregated to produce useful informa-
tion. (Recall the Condorcet Jury Theorem.)

There are many other methods for obtaining the evalua-
tions of large numbers of people. Visited by millions of
people every month, Rotten Tomatoes aggregates the
reviews of approved critics about movies, DVDs, and video
games. The site is not open to all reviewers: Movie reviews
are posted by critics from “accredited media outlets and
online film societies.” Before a critic is allowed to post on
the site, she must complete an application and be certified
by the owners of the site that she is a bona fide movie critic.

Views are aggregated on Rotten Tomatoes through two
methods: the “Tomatometer” and the “Average Rating.” The
Tomatometer is a measure of how highly recommended a
given film is, while the Average Rating is a more precise
measure of the quality of the movie. The Average Rating
score is simply the average of each critic’s 1–10 rating of a
given film. The Tomatometer score indicates the percentage
of “Approved Tomatometer Critics” who have recom-
mended a movie. A movie is deemed to be “Fresh” if its
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Tomatometer score is 60 percent or greater, and it is branded
as “Rotten” if its score is below 60 percent. Additionally, a
movie is deemed “Certified Fresh” if it has a Tomatometer
score of 75 percent or higher after having been reviewed by
twenty or more critics. Numerous people consult Rotten
Tomatoes, apparently on the Condorcetian theory that the
average view is likely to be highly reliable.

An alternative method can be found on eBay, which
contains an especially admired system for providing feed-
back on transactions. After a transaction is completed, both
the buyer and the seller are given the opportunity to leave
comments about the transaction, and to rate the transaction
as “positive,” “negative,” or “neutral.” EBay tallies the scores
(with a positive being worth +1, a neutral being worth zero,
and a negative being worth –1) and prominently places the
user’s “feedback rating” next to her user ID. For each user,
eBay also reveals the percentage of total feedback that is
positive.

In addition, eBay allows users to post brief messages
explaining their feedback ratings, and if the feedback is
neutral or negative, the recipient is allowed to reply to the
message. The eBay site allows users to see the feedback that a
user has left for others—if, for example, one user appears
overeager to leave negative feedback, other users might
choose not to do business with that person. One of the
valuable features of the eBay feedback mechanism is that
both buyers and sellers—even those who use eBay infre-
quently—almost universally participate in the feedback
process. Indeed, eBay goes so far as to send reminder emails
to users who have not yet left feedback for a completed
transaction.

It would be easy to imagine many uses for mechanisms of
this kind. Lior Strahilevitz, for example, has suggested that
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communities might build on the use of “How am I driving?”
bumper stickers by commercial truckers, creating general use
of such stickers with the goal of decreasing highway accidents
by enlisting many minds.60 The possibilities seem endless.

I have covered many areas in this chapter, and it will help to
offer a summary by way of conclusion.

Even though the price system is not involved, Wikipedia
works extraordinarily well, because so many people are both
willing and able to cooperate. The wiki form allows anyone
to edit, and thus provides an exceptional opportunity to
aggregate the information held by many minds. Wikipedia
itself offers a series of deliberative forums in which disagree-
ments can be explored. But we can also identify conditions
under which wikis will do poorly. If vandals are numerous, if
contributors are confused or prone to error, or if people are
simply unwilling to devote their labor for free, the success of
Wikipedia will not be replicated. Fortunately, the conditions
for wikis are often good; hence there are numerous opportu-
nities for using the wiki form to aggregate knowledge.

Of the new methods I have explored here, including
prediction markets, open source software may well be the
most unambiguous success. A number of factors have
made this possible. Many people are willing and able to
contribute, sometimes with the prospect of economic
reward, sometimes without any such prospect. It is often
easy to see whether proposed changes are good ones. For
open source projects, filters are put in place to protect
against errors. The problems associated with deliberation
can be reduced because we are often dealing with eureka-
type problems, where deliberation works well. Open source
projects typically combine deliberation with access to
widely dispersed information and creativity. For this
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reason, they provide an exciting model, one that might well
be adapted to many domains.

It is true that one cannot say, in the abstract, whether
open source methods will work better than proprietary ones.
For many commodities, internal labor and deliberation,
with a direct profit motive, will be best. The success of open
source software does, however, give reason to explore the
use of the same approach in many other arenas, through a
system that includes significant deliberation and numerous
contributors.

With respect to the blogosphere, the picture is mixed,
notwithstanding Posner’s enthuasiastic invocation of Hayek.
The immense range of voices unquestionably adds to the
stock of perspectives and information in a way that can and
does correct social errors. A larger marketplace of ideas is a
better marketplace of ideas. On the other hand, the world of
blogs is full of many things, including mistakes, confusion,
and sheer rage. In many domains, people understand much
more because of the existence of blogs. But in some do-
mains, they understand less.
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Chapter Six / Implications and Reforms

We have seen that there are multiple ways of aggregating
information—of taking advantage of the widely dispersed
knowledge that individuals have. If groups want to make
better decisions, they ought to try to take advantage of that
knowledge. Under what circumstances should one or
another approach be chosen?

For the prices of commodities, the answer is absurdly
easy: Markets are best. It would be extremely foolish to set
prices by taking the average judgment of a large group of
people. Compared to the choices of statistical groups,
deliberation might be better, but it might well be worse.
Imagine a set of deliberators deciding on the price of cars or
sneakers. Ignorance and self-interest, not to mention group
polarization, are likely to produce absurd outcomes. Open
source methods provide no sensible way to set prices for
commodities. (How could they possibly work?) Many
bloggers know a lot, but the blogosphere would be an utterly
hopeless place to set prices.

To recapitulate: The advantage of markets lies in the fact
that they provide strong incentives for the use and revelation
of relevant information, while also allowing bits of knowledge
to be incorporated in prices. Markets reflect not only knowl-
edge; they reflect tastes as well. There should be nothing
controversial in this claim. It is simply a restatement of
Hayek’s arguments for markets over socialist-style planning.
To be sure, Hayek was too optimistic, and prices can reflect
errors, fads, and confusion, sometimes for a long time. But if
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the question is comparative—What method is best for setting
prices?—markets are certainly the best choice.

The same points suggest the potential value of relying on
prediction markets whenever institutions and groups want
access to highly dispersed information. Suppose that a
company is seeking to assess the potential of a particular
product. If so, prediction markets, either internal or exter-
nal, may well be better than the available alternatives.
Google has found that internal markets are extremely
helpful, and if they work for Google, other companies
probably will and should follow. (We can easily foresee a
prediction market cascade.) If the question is the likely
winner of an Oscar, or the probability of a natural disaster,
or the outcome of an election, there is every reason to pay a
great deal of attention to prediction markets. I have sug-
gested that in many domains, private and public institutions
should consider the use of such markets to supplement
deliberative processes. Government agencies, including
those involved with national security (such as the Depart-
ment of Defense and the Central Intelligence Agency),
should experiment with internal prediction markets.

To be sure, we do not yet know exactly when prediction
markets will work. (Perhaps a prediction market could tell
us; shall we bet?) We do know that when people lack
information to aggregate, prediction markets are not
particularly helpful. But we also know enough to know that
in many domains, knowledge is widely dispersed, and such
markets hold out a great deal of promise. One of my major
suggestions has been that groups and institutions should
take advantage of such markets far more than they now do.
The Internet makes this extremely easy.

Many people have expressed great enthusiasm for surveys
as a means of obtaining dispersed wisdom, and surveys do
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build on the uncanny accuracy of group averages in predict-
ing heights, weights, and much more. It is tempting to
suggest that instead of relying on experts or even markets,
institutions should take a large sample and trust the average
answer. I have raised serious doubts about this suggestion. It
is true that the average answer is likely to be good when
most individuals are more likely than not to be right. It
follows that when there is reason to trust those who are
being surveyed, the group average is likely to be trustworthy
as well. Hence leaders, political and corporate, would do well
to ask a group of (trusted) advisors about the proper course
of action, and to take the average answer unless there is good
reason not to do so.

But in many contexts, biases and errors are systematic
rather than random; in such contexts, it makes no sense at
all to rely on the average answer of large populations. A
trivial example: Suppose the question is the color of my dog.
If this question were posed to all Americans, it is most
doubtful that the plurality answer would be right. (He’s a
Rhodesian Ridgeback, and his color is red wheaten.) A less
trivial example: Suppose the question is the number of
human deaths that will be attributable, by 2100, to global
warming. Why should we trust the average answer? Where
people’s answers are worse than random, and where there is
a systematic bias, the average answer is not going to be
accurate.

As I have emphasized, markets have many advantages
over surveys because they create incentives for people to be
right and because those who lack information are unlikely to
participate. When prediction markets do well, it is because
the average contributor is particularly likely to be right; the
economic incentive is extremely helpful. But surveys do not
have this feature. It is true that if we are seeking access to
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dispersed information, a group average is probably prefer-
able to the view of a randomly selected person. But there is
no general reason to trust groups of ordinary people over
experts, and there is every reason to favor prediction mar-
kets over surveys.

What about deliberation? It is tempting to think that
deliberating groups will do better than statistical groups. In
such groups, the exchange of perspectives and reasons might
ensure that the truth will emerge. But deliberation contains
a serious risk: People may not say what they know, and so
the information contained in the group as a whole may be
neglected or submerged in discussion. Economic incentives
reduce this risk; so, too, with the set of norms that underlie
open source software and Wikipedia. But we have seen that
there is no systematic evidence that deliberating groups will
arrive at the truth. On the contrary, it is not even clear that
deliberating groups will do better than statistical groups.
Sometimes they do, especially on eureka-type problems,
where the answer, once announced, appears correct to all.
But when the answer is not obviously right, and when
individual members tend toward a bad answer, the group is
likely to do no better than a statistical group. It might even
do worse. The results include many failures in both business
and governance.

But my central goal has not been to criticize deliberation
as such. The discussion of the newer methods for aggregat-
ing dispersed information—prediction markets, wikis,
open source software, and blogs—raises an important
question: How can deliberating groups counteract the
problems I have emphasized? The basic goal should be to
increase the likelihood that deliberation will do what it is
supposed to do: elicit information, promote creativity,
improve decisions. It is possible to draw many lessons from
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an understanding of alternative ways of obtaining the views
of many minds.

We have seen that wikis and open source software work
because people are motivated to contribute to the ultimate
product. We have also seen that prediction markets do well
because they create material incentives to get the right
answer. In deliberating groups, by contrast, mistakes often
come from informational and reputational pressure. If
deliberating groups are to draw on the successes of markets,
open source software, and wikis, then the solution is simple:
Groups should take firm steps to increase the likelihood that
people will disclose what they know.

Deliberating groups may not be willing or able to provide
economic rewards, as markets do, but they should attempt
to create their own incentives for disclosure. Social norms
are what make wikis work (recall Wikiquette), and they are
crucial here. If people are asked to think critically rather
than simply to join the group, and they are told that the
group seeks and needs individual contributions, then
disclosure is more likely. Consider here a fundamental
redefinition of what it means to be a team player. Fre-
quently, a team player is thought to be someone who does
not upset the group’s consensus. But it would be possible,
and a lot better, to understand team players as those who
increase the likelihood that the team will be right—if
necessary, by disrupting the conventional wisdom.

The point applies to many organizations, including corpo-
rate boards. In the United States, the highest-performing
companies tend to have “extremely contentious boards that
regard dissent as an obligation” and that “have a good fight
now and then.”1 On such boards, “even a single dissenter
can make a huge difference.” Consider, for example, the
proposed decision by Medtronic, a large corporation, to
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acquire Alza, a maker of drug-delivery systems. Medtronic’s
board was nearly unanimous, but a lone dissenter held
out in opposition, urging that this was an area in which
Medtronic lacked expertise. The dissenter convinced the
board to abandon a proposed acquisition that would almost
certainly have proved unprofitable. Another dissenter
was able to persuade Medtronic’s board to remain in the
angioplasty business, a highly profitable decision.2

Or consider the account offered by Luther Gulick, a high-
level official in the Roosevelt administration during World
War II. In 1948, shortly after the Allied victory, Gulick com-
pared the war-making capacities of democracies with those of
their fascist adversaries. He noted that the initial evaluation of
the United States among the leaders of Germany and Japan
was “not flattering.” We were, in their view, “incapable of
quick or effective national action even in our own defense
because under democracy we were divided by our polyglot
society and under capitalism deadlocked by our conflicting
private interests.”3 Dictatorships could rely on a single leader
and an integrated hierarchy, making it easier to develop
national unity and enthusiasm, to overcome surprise, and to
act vigorously and with dispatch. But these claims about the
advantages of totalitarian regimes turned out to be “bogus.”

The United States and its allies performed far better than
Germany, Italy, and Japan. Gulick linked their superiority
directly to “the kind of review and criticism which democracy
alone affords.” With a totalitarian regime, plans “are hatched
in secret by a small group of partially informed men and then
enforced through dictatorial authority.” Such plans are likely
to contain fatal weaknesses. By contrast, a democracy allows
wide criticism and debate by many minds, thus avoiding
“many a disaster.” In a totalitarian system, criticisms and
suggestions are neither wanted nor heeded. “Even the leaders
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tend to believe their own propaganda; they live in cocoons. All
of the stream of authority and information is from the top
down,” so that when change is needed, the high command
never learns of that need. But in a democracy, “the public and
the press have no hesitation in observing and criticizing the
first evidence of failure once a program has been put into
operation.”4 In a democracy, information flows within the
government, between the lowest and highest ranks, and via
public opinion.

Even in a democracy, however, the flow of information
does not always work well. I have referred to the failures at
the CIA regarding weapons of mass destruction in Iraq, and
at NASA involving safety issues for the space shuttles. It
would be easy to proliferate examples. But institutional
reforms can do a lot to counteract the underlying problems.
They can help deliberating groups to operate more like those
involved in improving open source software. It is certainly
possible to reduce the risk of hidden profiles, cascade effects,
and group polarization.

For private and public institutions, the overriding
question is how to alter people’s incentives in such a way as
to increase the likelihood of disclosure. A company might
want to ensure that its employees will identify problems with
proposed courses of action, even if management is enthusi-
astic about them. A government might want lower-level
officials to point out the risks associated with a plan, perhaps
in the area of national security, even if the president himself
favors that plan. Many solutions might be imagined.

/ Restructured Incentives /
With open source software, people contribute in part
because innovation improves people’s reputations. When we
silence ourselves in deliberating groups, it is partly because
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of social norms—because of a sense that our reputation will
suffer and that we will be punished, not rewarded, for
disclosing information that departs from our group’s
inclination. Hidden profiles remain hidden in large part for
this reason; those who disclose unique information face a
risk of disapproval. But groups and institutions can either
aggravate or eliminate this effect. If consensus is prized, and
known to be prized, then self-silencing will be more likely.
But if the group is known to welcome new and competing
information, then the reward structure will be fundamen-
tally different, and it will encourage much better outcomes.

Striking evidence for this claim comes from hidden
profile experiments that prime people by asking them to
engage in a prior task that involved either “getting along”
or “critical thinking.”5 Once primed by a task that calls for
critical thinking, people are far more likely to disclose what
they know, and there is a quite substantial reduction of
hidden profiles. (Recall that good team players think
critically, and they do not always get along.) For both
private and public groups, the general lesson is clear. If the
group encourages disclosure of information, even if that
information opposes the group’s inclination, then self-
silencing will be reduced significantly. Deliberation is likely
to benefit as a result. Good norms, and a good culture, can
go a long way toward reducing the potentially bad effects
of social pressures.

/ Rewarding Group Success /
We have seen that people often do not disclose what they
know because they receive only a fraction of the benefits of
disclosure. But how would groups do if individuals knew
that they would be rewarded, not if their own answer was
correct, but if the majority of the group was correct?
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It might be speculated that in a situation of this kind,
hidden profiles, cascades, and group polarization would be
reduced dramatically. The reason is that when people are
rewarded when their group is right, they are far more likely
to reveal to that group what they actually know. In such a
situation, incentives are changed so that people internalize
the benefits of disclosure. Good leaders are entirely aware of
that fact.

Careful experiments show that it is possible to restructure
incentives in just this way, and hence to reduce the likeli-
hood of cascades.6 Cascades are far less likely when each
individual knows that she has nothing to gain from a correct
individual decision and everything to gain from a correct
group decision. Groups produce much better outcomes
when it is in individuals’ interest to say exactly what they see
or know; the reason is that it is the accurate announcement,
from each person, that is most likely to promote an accurate
group decision.

An emphasis on the importance of group success should
improve decisions in many real-world contexts simply
because that emphasis makes it possible to get better access
to more minds. Consider the case of whistleblowing, which
makes many groups work better. Whistleblowing is often a
product not of the whistleblower’s narrow self-interest, but
of the whistleblower’s belief that it is important to take steps
to ensure that the organization or group acts properly.
Whistleblowers, in short, usually try to promote their
group’s interest rather than their own. In fact, whistle-
blowers work a little like participants on Wikipedia or
contributors to open source software.

The general lesson is that identification with the group’s
success is more likely to ensure that people will say what
they know. And if group members focus on their own
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personal prospects, rather than that of the group, the group
is more likely to err. Both social norms and material incen-
tives can play crucial roles in establishing the priorities of
group members. Wikipedia and open source software
benefit from good norms; markets benefit from strong
incentives. The trick is to introduce one or the other, or
both, into deliberating groups.

/ Of Status and Leadership /
Some people are more likely to silence themselves than
others. For example, group members are more likely to
speak out if they have high social status or are extremely
confident about their own views.7 I have referred to the
complementary finding that members of low-status
groups—less educated people, African Americans, some-
times women—carry little influence in deliberating groups.8

On juries, lower-status members, as measured by their
occupation and sex, have been found to be less active and
less influential in deliberation.9 Creative groups would do
well to take account of these findings and try to counteract
the problems that they reveal.

In prediction markets, low-status people can and do
participate; often, they drive predictions in the right direc-
tion. In some companies, low-level employees produce
predictions that surprise management; we encountered an
example at Microsoft. On wikis, status is largely irrelevant;
what matters is what you know, not who you are. At least to
some extent, the same is true for open source software.
Deliberating groups should take steps to ensure that those
with information will reveal it.

For example, the risk that unshared information will have
insufficient influence is much reduced when that information
is held by a leader within a group. Not surprisingly, leaders are



Implications and Reforms / 207

entirely willing to share the information they hold. The
leader’s words usually count, because people listen to what
leaders have to say.10 Consider a revealing experiment: A
medical team consisting of a resident physician, an intern, and
a third-year medical student was asked to diagnose an illness.
The team showed a strong tendency to emphasize unshared
items stressed by the resident. In this particular respect, they
did not fall prey to the problem of hidden profiles because the
resident’s information, even though uniquely held, was
transferred to all group members.11 More generally, those
experienced in the task at hand are more likely to mention
and to repeat unshared information.12

One reason for these findings is that those with higher
status or competence are less subject to the reputational
pressures that lead people to silence themselves.13 Another
reason is that leaders and experts are more likely to think
that their own information is accurate and worth disclosing
to the group, notwithstanding the fact that the information
held by other group members cuts in the other direction.

The simplest lesson is that leaders and high-status
members can do groups a great service by indicating their
willingness and even desire to hear information that is held
by one or a few members and that might otherwise receive
little or no attention. Leaders can also refuse to state a firm
view at the outset and in that way allow space for more
information to emerge. Consider the distinctive practice of
President Franklin Delano Roosevelt, who sometimes took
the ingenious approach of privately indicating his agreement
with multiple advisors whose positions were inconsistent.
This approach helped to spur people to develop the best
arguments on behalf of their position. When the president
was ready to make up his mind, it was only after he had
heard sincere and vigorous statements of conflicting posi-
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tions offered by people who believed, firmly if erroneously,
that the president was already on their side.

/ Predeliberation Anonymity, Secret Ballots,
and the Delphi Method /
To overcome social influences, people might be asked to
state their opinions anonymously, either in advance of
deliberation or after deliberation has occurred. The secret
ballot can be understood as an effort to insulate people from
social pressures and to permit them to say what they believe.
Prediction markets work because people invest as they see
fit; they do not have to worry that other people will be upset
with them. Many institutions should consider more use of
the secret ballot simply to elicit more information.

As an ambitious and formal effort to implement this idea,
consider the Delphi technique, a process for aggregating the
views of group members. The Delphi technique, which can be
undertaken via computer or in ordinary space, has several key
features. First, it ensures the anonymity of all members
through a private statement of views. The purpose of ano-
nymity is precisely to diminish the effects of social pressures,
as from dominant or dogmatic individuals, or from a major-
ity.” Second, people are given an opportunity to offer feed-
back on one another’s views. Group members are permitted
to communicate, sometimes fully but sometimes only their
ultimate conclusions. The conclusions, given anonymously,
are often provided to others by a facilitator or monitor team,
sometimes in the form of a simple summary such as a mean
or median value of the group response. Thus, “the feedback
comprises the opinions and judgments of all group members
and not just the most vocal.”14 Finally, and after the relevant
communication, the judgments of group members are elicited
and subject to a statistical aggregation.
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The Delphi technique provides a sharp contrast with
efforts to obtain the judgments of statistical groups and also
with interacting groups containing open deliberation. In
several contexts, the Delphi technique has produced more
accurate results than open discussion.15 For general almanac
questions, the Delphi technique yielded better answers than
individual estimates, though open discussion did still better,
apparently because it served to correct errors.16 Note here
that the Delphi technique is more successful when group
members are provided not only with the mean or median
estimate, but also with the reasons given by group members
for their views.17 An account of reasons is most likely to
move people in the direction of the correct answer.18 New
technologies can easily be enlisted in the use of the Delphi
technique.

Recall the experiment in which people were asked to
consider specified heights and weights, and to say whether
people with those heights and weights are more likely to be
male or female.19 As we saw, deliberating groups did not do
better than statistical groups on that task; often they did
worse. But the authors actually tried a third method of
aggregating opinions, one close to the Delphi technique.
Under that method, people were asked to make private
estimates initially, then a period of discussion followed, and
then people were asked to make final estimates. These were
the most successful groups. A simple approach of “estimate-
talk-estimate” radically reduced errors.

A natural alternative to the Delphi technique would be a
system in which ultimate judgments are stated anony-
mously, but only after deliberation. Anonymity, both in
advance and in conclusions, would insulate group members
from reputational pressure, and to that extent could reduce
the problem of self-silencing. Many groups should be
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experimenting with the Delphi technique and imaginable
variations.

/ Devil’s Advocates /
If hidden profiles and self-silencing are the source of group
failure, then an obvious response is to ask some group
members to act as devil’s advocates, urging a position that is
contrary to the group’s inclination. This was a central sugges-
tion of both the Senate committee reporting on intelligence
failures in connection with Iraq and of the review board that
investigated large blunders at NASA. We have seen that
successful leaders, like President Franklin Delano Roosevelt,
may try to elicit diverse views by indicating agreement with
different (and incompatible) positions. The idea of the devil’s
advocate is meant to formalize this idea.

Those assuming the role of devil’s advocate should not
face the social pressure that comes from rejecting the
dominant position within the group. After all, they are
charged with doing precisely that. And because they are
asked to take a contrary position, they are freed from the
informational influences that can lead to self-silencing.
Hidden profiles are less likely to remain hidden if one or
more group members are told to disclose the information
they have, even if that information runs contrary to the
apparent tendency within the group. In a hidden profile
experiment, a devil’s advocate should be able to do a lot of
good. Note that in the blogosphere, it is tempting to try to
make a name for oneself, or at least to have a little fun, by
taking a contrarian position. The question is whether
deliberating groups can give people an incentive to challenge
the emerging or conventional wisdom.

In at least one well-known case, this approach appeared to
work. “During the Cuban missile crisis, President Kennedy



Implications and Reforms / 211

gave his brother, the Attorney General, the unambiguous
mission of playing devil’s advocate, with seemingly excellent
results in breaking up a premature consensus,”20 a consensus
that might well have led to war.

Research on devil’s advocacy in small groups provides
suggestive evidence of the effectiveness of devil’s advocacy
in real-world settings.21 Many experimenters have found
that protection of genuine dissenting views can enhance
group performance.22 But a formal requirement of devil’s
advocacy enhances group performance far less than does
authentic dissent. When an advocate’s challenges to a
group consensus are insincere, members discount her
arguments accordingly. At best, the advocate merely
facilitates a more sophisticated inquiry into the problem at
hand.23 Because devil’s advocates have no real incentive to
sway the group’s members to their side, they accomplish
their task even if they allow the consensus view to refute
their unpopular arguments. Unlike a genuine dissenter, the
devil’s advocate has little to gain by zealously challenging
the dominant view—and as a result tends not to persist in
challenging the consensus.24

The lesson is that if devil’s advocacy is to work, it is
because the dissenter actually seems to mean what she is
saying. If so, better decisions can be expected.

/ Roles, Experts, and Forewarning /
Imagine a deliberating group consisting of people with
specific roles that are appreciated and known by all group
members. One person might have medical expertise;
another might be a lawyer; a third might know about public
relations; a fourth might be a statistician. In such a group,
we might speculate that sensible information aggregation
would be far more likely simply because each member
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knows, in advance, that each of the others has something
particular to contribute. Hidden profiles should be less likely
to remain hidden if there is a strict division of labor, in
which each person is knowledgeable, and known to be
knowledgeable, about something in particular.25

Several experiments support this hypothesis.26 In one
such experiment, each member of a three-person group was
given a good deal of information about one of three murder
suspects.27 In half of these groups, the expertise of each
member was publicly identified to everyone before discus-
sion began; in the other half, there was no such public
identification of the experts. The bias in favor of shared
information was substantially reduced in those groups in
which experts were publicly identified as such. The public
identification operated as a healthy corrective. But the
reduction of the bias was significantly smaller when experts
were not identified publicly and when each group member
was privately told, by the experimenter, that he or she was
an expert on a particular candidate.

Note that prediction markets pretty automatically
overcome this bias by creating a financial incentive; the trick
is to replicate this happy outcome in deliberating groups.
The lesson is clear: If a group wants to obtain the informa-
tion that its members hold, all group members should be
told, before deliberation begins, that different members have
different, and relevant, information to contribute. The effect
of role assignment in reducing hidden profiles, though not
huge, is significant.28

/ What Might Be Done /
These findings offer a host of lessons about how deliberating
groups might reduce the harmful effects of informational
influences and social pressures. The lessons apply to such
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diverse groups as corporate boards, government agencies,
university faculties, religious institutions, workplaces, juries,
and administrative agencies. If information is dispersed
within the group, leaders would do well not to state a firm
view at the outset; they might well refrain from expressing
any opinion at all until other people have said what they
think. Following Roosevelt’s model, they might indicate
sympathy for a wide range of views, encouraging diverse
opinions to arise. They might suggest in particular that they
welcome information and perspectives that diverge from
their own. A degree of impartiality on the part of leaders
would go a long way toward encouraging diversity of views.
And if reasonable alternatives are not being discussed, group
members might be assigned the task of developing and
presenting them. Independent subcommittees might be
asked to generate new views, possibly views that compete
with one another.

Return, for example, to the CIA and NASA examples
explored in the introduction. As we have seen, investigators
found that the many minds in these agencies had enough
information to prevent their large-scale blunders. If internal
processes had been properly structured, those blunders
would have been far less likely to occur. Suppose that a
norm of critical thinking had been firmly encouraged, so
that employees would have felt free to challenge assump-
tions about weapons of mass destruction in Iraq or about
the assumed safety of the Challenger and Columbia flights.
Or suppose that both agencies had created an internal
system of checks and balances, ensuring careful attention to
competing views. If so, relevant information—about the
presence of such weapons and about flight safety—would
probably have emerged, and been taken seriously, during
internal processes.
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Of course, time is limited, and prescriptions that are
suitable for some organizations will not be suitable for
others. In the context of jury deliberations, subcommittees
would make little sense; what is required is an initial degree
of openness in which jurors explore relevant facts before
announcing a conclusion. For government agencies, by
contrast, competing subdivisions can help to ensure a range
of perspectives. In just this vein, Christopher Edley has
suggested that Congress should create, within the Depart-
ment of Homeland Security, an independent Office on
Rights and Liberties, whose specific mission would be to
ensure that the effort to protect the nation from terrorist
threats does not unduly compromise individual rights.29 In
Edley’s account, the office would receive and address public
complaints about rights violations; it would also make
classified quarterly reports to Congress and the president,
along with unclassified reports to the public. The proposal
deserves serious consideration as a check on amplification of
errors, hidden profiles, and group polarization.30 There is a
serious risk that executive officials will sacrifice liberty in the
interest of security. Much help could be provided by a
system of the sort that Edley suggests.

An optimistic view of the structure of the Environmental
Protection Agency would be that the proliferation of offices
with overlapping tasks, including a pro-regulatory Air Office
and a more economically oriented Planning Office, ensures
a kind of internal system of checks and balances.31 Under
existing law, the independent regulatory agencies, including
the Securities and Exchange Commission and the Federal
Communications Commission, may not have more than a
bare majority of their members from a single political party;
both Democrats and Republicans must serve in high posi-
tions. This requirement is best understood as an effort to
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protect against the problems that are likely to result if
deliberations are restricted to like-minded people.

Many variations on these themes might be imagined. My
goal here has not been to set out an institutional blueprint,
but to suggest the general points that deliberating groups
should take into account when structuring their processes
for aggregating information and points of view. In these
ways, the modern successes of prediction markets, wikis, and
open source software might be brought directly to bear on
some time-honored problems.

/ When Silence Is Golden /
For those who seek to diminish the effects of informational
pressure and social influences, a cautionary note remains.
We can imagine groups and societies that actually benefit
from these effects, and hence from cascades and polariza-
tion. Sometimes it is excellent for people to silence them-
selves. Sometimes their contributions are unhelpful because
what they think is untrue.

Suppose that some group members have a terrible idea
about how to stabilize the economy, increase corporate
earnings, improve a high school, or reduce the threat of
terrorism. If so, we should be grateful for informational
pressure and social influences because they lead those with
bad ideas to defer to others who know much better. As a
result of those pressures and that deference, the group’s
decisions will be improved. If many group members are
wrong, it isn’t best to elicit their views.

We have seen that polarization might well lead people in
the right direction. If people tend to think that communism
is bad, it’s good for them to end up believing that commu-
nism is horrible. If people are prone to favor democracy,
it’s good if they end up strongly favoring democracy. The
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question is whether a more extreme version of members’
antecedent tendency is correct, and that question must be
answered on its merits. Nothing in group polarization shows
that those who move are moving toward error.

Or consider a cascade in which the early speakers actually
know the truth, and in which those who follow them are
ignoring private information that they believe to be true but
that would turn out to be wrong or misleading. If so, the
followers are not merely rational in disregarding what they
know; they are also helping to lead the group in a far better
direction because they do not give it bad signals. The most
important point here is that if those who start cascades are
correct, both individuals and groups are better off as a result.

My emphasis throughout has been on the problems that
stem from self-silencing. Good institutions usually need
access to many minds, simply for Hayek’s reason: Many
minds are likely to have a great deal of information. Of
course, we should not ignore the possibility that silence is
golden. When a few really do know the truth, it is fine for
the rest of us to defer to them. But a simple belief, amply
vindicated by experience, lies behind democracy and free
markets, too. The belief is that on most occasions, the full
truth is inaccessible to the few, and hence deference to
autocrats and confident planners is a big mistake.
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Conclusion / Realizing Promises

Is human knowledge a wiki? What is known is certainly a
product of countless minds, constantly adding to existing
information. Each of us depends on those who came before.
Sir Isaac Newton famously captured the point, writing in
1676 to fellow scientist Robert Hooke, “What Descartes did
was a good step. You have added much. . . . If I have seen
further it is by standing on the shoulders of giants.”

Biology, chemistry, physics, economics, psychology,
linguistics, history, and many other fields are easily seen as
large wikis, in which existing entries, reflecting the stock of
knowledge, are “edited” all the time. But this is only a
metaphor. No wiki reliably captures any single field, and it is
impossible to find a global wiki that contains all of them.
And it is easy to find disagreement across human communi-
ties about what counts as knowledge within relevant fields. A
little example: As a visitor to China in the late 1980s, I was
taken by my host to a museum in Beijing, where we came
across an exhibit about Genghis Khan. Seeing that name,
and without stopping to think, I remarked, “He was a
terrible tyrant.” My host responded, politely but with
conviction, “No, he was a great leader.” Trying to recover
from my faux pas, I promptly said, by way of excuse, “In
school in the United States, we are taught that he was a
terrible tyrant.” My host replied, also by way of excuse, “In
school in China, we are taught that he was a great leader.”

Notwithstanding persistent disagreements, new technolo-
gies are making it stunningly simple for each of us to obtain
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dispersed information—and to harness that information,
and dispersed creativity as well, for the development of
beneficial products and activities. It is child’s play not only to
find facts, but also to find people’s evaluations of countless
things, including medicine, food, films, books, cars, law, and
history itself. (If you’d like to learn more about Genghis
Khan, and about why my Chinese host and I disagreed about
him, have a quick look under “Genghis Khan” in Wikipedia.)

It is tempting to think that if many people believe some-
thing, there is good reason to assume that they are right.
How can many people be wrong? One of my main goals
has been to answer that question. People influence one
another, and the errors of a few can turn into the errors of
the many. Sometimes large groups live in information
cocoons. Sometimes diverse people end up occupying echo
chambers simply because of social dynamics. Governments
no less than educational institutions and businesses fail as a
result. I have tried to explain how this is possible.

At the same time, groups and institutions often benefit
from widely dispersed knowledge and from the fact that
countless people have their own relevant bits of information.
For many organizations, and for private and public institu-
tions alike, the key task is to obtain and aggregate the
information that people actually hold. We have seen many
possible methods. Polls might be taken. People might
deliberate. Markets might be used to aggregate preferences
and beliefs. Dispersed pieces of information, reflecting
dispersed creativity, might be collected through the different
methods represented by wikis, open source software, and
blogs. Because of the Internet, diverse people, with their own
knowledge, are able to participate in the creation of prices,
products, services, reports, evaluations, and goods, often to
the benefit of all.
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Some people are using the Internet to create a kind of
Daily Me, in the form of a personalized communications
universe limited to congenial points of view. But the more
important development is the emergence of a Daily Us, a
situation in which people can obtain immediate access to
information held by all or at least most, and in which each
person can instantly add to that knowledge. To an increasing
extent, this form of information aggregation is astonishingly
easy. It is transforming businesses, governments, and
individual lives.

/ Many Minds, Many Methods /
It is true that on some issues, the average view of large
numbers of people is eerily accurate. If most people are
more likely to be right than wrong, and if the group is big
enough, the majority’s view will turn out to be correct. This
conclusion follows from the Condorcet Jury Theorem, and
it helps explain reliance on aggregated judgments in many
contexts, including evaluations of movies, books, cars, and
services. We all benefit from such aggregated evaluations,
not least because they increase the incentive to improve
products. But I have also emphasized the dark side of the
Jury Theorem: When most people are more likely to be
wrong than right, the likelihood that the majority’s position
will be wrong approaches 100 percent as the size of the
group expands.

It follows that when many or most people’s judgments are
systematically biased, the average position is wholly unreli-
able. If everyone in the world were asked to estimate the
number of people in the world, there would be no reason to
trust the average answer. And if everyone in the world were
asked whether global warming is a serious problem, whether a
free trade agreement will increase employment, and whether
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prediction markets produce accurate answers, the answers are
not likely to be worth much.

Some of the time, experts’ conclusions are far better than
populationwide averages. But even when this is so, it might
well be better to take the opinion of the average expert,
within a group of experts, than to rely on any particular one.
The problem—a quite serious one—is that experts might be
biased, too. Consider whether foreign policy experts are
unerring in their judgments about the United States, France,
Israel, North Korea, Iraq, Iran, and Saudi Arabia.

Many groups, both private and public, like to use delibera-
tion, and hence I have focused on that method as a way to
aggregate and to filter individual views and opinions. In the
abstract, it is tempting to think that deliberation will ensure
that groups do at least as well as their best members, or even
that they will produce a kind of synergy and learning that
should yield excellent judgments. Unfortunately, deliberative
bodies are subject to exceedingly serious problems. Much of
the time, informational influences and social pressures lead
people not to say what they know. As a result, groups tend to
propagate, and even to amplify, cognitive errors.

Groups also emphasize information held by all or most at
the expense of information held by one or a few; hidden
profiles are a result. Deliberating groups often fail to take
advantage of the knowledge of a small minority of their
members. Moreover, the very process of deliberation can
ensure an undue influence from those who are leaders,
confident, impressive, or “cognitively central,” in the sense
that their own information overlaps with that of many
group members. Cascade effects are common, potentially
spreading errors. Recall the widespread belief that weapons
of mass destruction would be found in Iraq. One of the
primary effects of deliberation is group polarization, which
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leads to extremism. Recall the Colorado experiment, where
both liberal and conservative groups became more extreme,
more uniform in their views, and more sharply divided from
one another.

These problems make it possible for deliberating groups
to blunder even if the participants behave in accordance
with the appealing principles of honesty, equality, and mutual
respect. Those who practice deliberation, or celebrate it, have
not adequately engaged with existing knowledge, both
theoretical and empirical, about how individuals and groups
actually behave.

The price system provides a radically different method of
aggregating the views of many minds. Prices reflect the
beliefs and tastes of numerous people. For reasons traced by
Hayek, the price system can work amazingly well as an
aggregative mechanism. Stock prices also reflect an aggrega-
tion of views, and here there is an intense debate about the
reliability of the aggregation. Much of the time, the stock
market does indeed do well. Unfortunately, the same
problems that infect deliberating groups can infect markets,
with informational cascades, for example, leading people to
serious errors. Fads and fashions affect investments as well as
deliberation.

But my particular focus has been on prediction markets,
which are at once newer and simpler. As we have seen,
prediction markets often produce extremely good answers.
Such markets tend to correct rather than to amplify indi-
vidual errors, above all because they allow shrewd investors
to take advantage of the mistakes made by others. Because
prediction markets provide economic rewards for correct
answers, they align people’s incentives in a way that pro-
motes disclosure. As a result, they are often more accurate
than the judgments of deliberating groups. Highly successful
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companies, including Google and Microsoft, are using them.
They should be, and will be, exploited far more often by the
private and public sectors.

Wikis and open source software aggregate information in
still different ways. They cannot use the price signal, but they
do generate a product. Some contributors lack any kind of
economic incentive, but they usually behave in good faith.
When the system is working well, wikis and open source
products aggregate dispersed bits of knowledge and creativity,
yielding dramatically more than any single mind could have
produced on its own. One of the advantages of wikis is their
extraordinary flexibility; they, too, deserve far more use by
private companies and government. I have devoted special
attention to Wikipedia, but there are many other successful
wikis, and it is easy to imagine little wikis used by companies
and organizations of many different kinds.

Wikipedia has no system for screening, and hence its
success could not easily have been predicted. It works because
the vast majority of people are operating with knowledge and
in good faith. Of course, wikis could not do so well if partici-
pants were confused, incompetent, mischievous, biased, or
destructive. But because so many human beings want to be
helpful, and are able to do so, we should expect many new
uses of wikis, and intriguing variations as well.

Open source software works in part because it combines
numerous contributors with a process of formal screening
that reduces the risk of major blunders. Many contributors
are willing to make improvements even without a financial
incentive. Much of the excitement of open source software
stems from the fact that its success may well be generaliz-
able, extending beyond software to biotechnology, medicine,
law, and many other domains. There is no question that
open source products are going to do a great deal of good.
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Blogs present still different issues. In Hayekian fashion,
they can ensure that widely dispersed information is
available to those who care to read them. On important
occasions, the blogosphere has provided a valuable mecha-
nism not only for mutual correction, but also for correc-
tion of more traditional information sources, including the
mass media. But blogs are no panacea in the political
domain or anywhere else. By their very nature, blogs create
the same risks that always accompany deliberation: ampli-
fication of errors, cascade effects, hidden profiles, and
group polarization. Every day, group polarization occurs
on the blogosphere, with like-minded people driving one
another to unjustifed extremes, including unjustified
extremes of anger and outrage.

I have attempted to draw some general lessons for improv-
ing deliberation in the private and public spheres. At the very
least, it should be possible to structure deliberation so as to
increase the likelihood that valuable information will emerge.
A strong norm in favor of critical thinking can reduce some
of the most damaging pressures, and hence ensure that
people will hear from many minds rather than a few. To
encourage a wide range of views, leaders should be cautious
about expressing their own views at the outset. They should
encourage reasons, rather than conclusions, before the views
of group members start to harden. Institutions might allow
for anonymity and private polling before deliberation. They
might create strong incentives, economic and otherwise, to
encourage people to say what they know.

/ Opting for Optimism /
It is tempting to take one of two positions on the topic of
this book. The pessimistic view emphasizes mob psychology,
groupthink, and the risk that people will lead one another
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astray, especially if they are like-minded and interacting
with one another. Here we can find the fear of information
cocoons, echo chambers, and the Daily Me, in which
people “customize” their communications universes. Here,
too, we can find not only the sources of social hysteria and
panics, not based on anything like objective fact, but also
the roots of “political correctness” in all its forms, includ-
ing university campuses, wildly overoptimistic businesses,
and the highest reaches of government. We can also
identify some of the sources of herd behavior and the most
destructive political movements, including Nazism,
communism, and terrorism. When groups, localities, and
even nations are unjustifiably angry or fearful or fall prey
to mass hatred, hidden profiles, cascades, and group
polarization are almost always involved.

The optimistic view, rooted in Condorcet and Hayek,
stresses the widely dispersed nature of information and the
possibility that aggregations of information will prove
uncannily accurate. Here we can find the foundations of
respect for economic markets and even for traditions, which
seem to reflect the views of numerous people across time. In
a way, respect for democracy itself stems from the belief that
so long as people do not cocoon themselves, large numbers
of citizens are not likely to be wrong. The two cornerstones
of free societies—markets and democracy—rest on the belief
that many minds can be trusted.

We can now see that both positions are much too simple.
Mob psychology and groupthink are pervasive, and they are
captured in the amplification of errors, hidden profiles, bad
cascades, and group polarization. Unfortunately, the Internet
makes these easier every day. Healthy aggregation of informa-
tion is certainly possible. Fortunately, the Internet makes it
easier every day.
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I have tried to identify the circumstances in which the
pessimistic and optimistic visions are most likely to materi-
alize. I have also attempted to show how groups and institu-
tions, both private and public, might increase the likelihood
that the optimistic vision will come to fruition. Far more
than ever before, humanity has promising methods for
seeking out widely dispersed information and creativity and
for aggregating these into uncannily productive wholes. The
ultimate value of the new methods depends, of course, on
how we use them. But if we are going to bet, it makes sense
to bet on optimism.
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Appendix / Prediction Markets

Prediction markets are growing at an explosive rate. For a
sense of the variety of what is available, here is a partial list:

! Austrian Political Stock Markets/Austrian Electronic
Markets at http://zwickl.ibab.tuwien.ac.at/apsm (predict-
ing outcomes of Austrian elections).

! Celebdaq at www.bbc.co.uk/celebdaq (British market that
values celebrities; investors use virtual money to trade
shares in celebrities, with amounts paid on the basis of
the level of press coverage).

! Economic Derivatives at http://www.economicderiva
tives.com (online markets for economic derivatives
involving events such as employment statistics, inflation,
economic growth, and retail sales).

! Election Stock Market at http://wsm.ubc.ca (allowing real
money for bids on outcomes of Canadian elections).

! Foresight Exchange at http://www.ideosphere.com/fx/
(entertainment site allowing users to bet on the likely
outcome of future events using “funny money”).

! Hollywood Stock Exchange at http://www.hsx.com
(allowing users to use virtual money to bet on box office
success of actors and movies).

! Influenza Prediction Market at http://iemweb.biz.uiowa.
edu/OUTBREAK/flu_quotes.html (market to predict
weekly influenza activity; run by Iowa Electronic Markets,
by invitation only; virtual money is used but it can be
converted into valuable prizes).
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! Innovation Futures at www.innovationfutures.com/bk/
index_html (permitting use of virtual money to trade
contracts involving financial trends and prospects of new
technologies; prizes are available to successful investors in
the form of merchandise).

! InTrade at http://www.intrade.com (allowing investment
of real money to predict numerous events, including
politics and sports).

! Iowa Electronic Markets at http://www.biz.uiowa.edu/
iem/ (market in which contract payoffs depend on
economic and political events).

! Long Bets–Accountable Predictions at http://www.long
bets.org (allowing people to predict whether important
social or scientific events will happen; $50 bets are
allowed; the money is paid to the charity identified by
winners).

! News Futures at http://us.newsfutures.com/home/
home.html (provider of prediction markets that deliver
forecasts on issues for corporations and others).

! Political Stock Exchange at http://www.PoliticalStock
Exchange.com (allowing participants to use virtual money
to purchase shares in political events and politicians).

! Probability Sports at http://www.probabilitysports.com
(online sports betting site).

! Tech Buzz Market at http://buzz.research.yahoo.com/bk/
index.html (using play money to predict success of new
technologies).

! Tradesports at http://www.tradesports.com (online
trading exchange focused on the outcome of sporting
and other events).

! Wahlstreet at http://www.wahlstreet.de (German political
futures market).
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! Washington Stock Exchange at http://www.washington
sx.com/ (virtual stock market based on future outcomes
of U.S. political elections and events).
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