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RESPECTING TRUTH

Throughout history, humans have always indulged in certain irrationalities and held some fairly wrong-headed beliefs. But in his newest book, philosopher Lee McIntyre shows how we’ve now reached a watershed moment for ignorance in the modern era, due to the volume of misinformation, the speed with which it can be digitally disseminated, and the savvy exploitation of our cognitive weaknesses by those who wish to advance their ideological agendas. In Respecting Truth: Willful Ignorance in the Internet Age, McIntyre issues a call to fight back against this slide into the witless abyss. In the tradition of Galileo, the author champions the importance of using tested scientific methods for arriving at true beliefs, and shows how our future survival is dependent on a more widespread, reasonable world.

Lee McIntyre is a Research Fellow at the Center for Philosophy and History of Science at Boston University and author of Dark Ages: The Case for a Science of Human Behavior (2006). He is co-editor (with Alex Rosenberg) of the forthcoming Routledge Companion to Philosophy of Social Science. The author can be reached through his website at www.leemcintyrebooks.com.



Praise for this book:

“Lee McIntyre identifies the central problem of truth claims today—from global warming and GMOs to evolution and vaccinations—‘willful ignorance.’ Respecting Truth should be read by every member of Congress before voting on legislation, and they should do so based on the facts instead of party line. The problem is group think. The solution is having a ‘designated skeptic’. I nominate Lee McIntyre.”

Michael Shermer, Skeptic Magazine, USA

“This is a compellingly-written book that addresses a timely issue. It is well researched, tightly constructed, and insightful. It makes for an engaging, informative and eye-opening read. The prose is light and winning, and it provides an expertly-guided tour of an issue of profound importance to us all.”

Andrew Norman, Carnegie Mellon University, USA

“McIntyre is very clear about the overall argumentative structure, and he provides excellent examples for each topic under discussion. Although the ideas being discussed are sometimes rather sophisticated, his exposition is very relaxed and casual.”

Noretta Koertge, Indiana University, USA
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In times of universal deceit, telling the truth will be a revolutionary act.

George Orwell
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Preface

In a previous book—Dark Ages: The Case for a Science of Human Behavior (MIT Press, 2006)—I wrote about how ideology was corrupting the standards for evidence-based belief in the social sciences. While the natural sciences seem firmly established as the arbiter of any serious dispute about how the natural world works, in the study of human behavior many feel it reasonable to substitute wishful thinking and intuition over empirical methods. If only the social sciences could be more like the natural sciences, I lamented, we would be in a better position to understand the true causes of some of the social problems that have continued to bedevil us over the centuries, and finally be in a position to address the source of so much human misery.

But by the time I looked up, the world had changed. Science itself was under attack, even in the study of the natural world, such that some political candidates, religious leaders, media commentators (and many others who should have known better) were now disputing not only specific scientific theories that did not match their ideological prejudices, but also questioning science itself as the basis for forming true beliefs about the world. Those who believed in reason, it seemed, were being dismissed as just another interest group and science as just another ideology.

How could this have happened?

True beliefs are adaptive, right? And science works. The methods of scientific reasoning have provided us with the bounty of modern human life that is too vast to enumerate; over the last thousand years science has lifted us out of the dark ages and brought us to a world in which most of our problems are caused not by ignorance of the natural world but by our stubborn inhumanity to one another. One would think that we would suffer, therefore, if we abandoned the most successful system that the human mind has ever invented for the discovery of truth, not only about the natural world but about ourselves as well.

Yet this is exactly where so much of today’s public debate has landed us. Science (and the idea of using reason as the basis for human belief in general) is routinely questioned, resisted, denied, ridiculed, rejected, and outright disrespected at the hands of those who do not wish to believe the sometimes inconvenient conclusions that are forced on us by reason. Surely there is more to truth than that which can be determined by science. Yet today—when we have right-wing candidates for the Presidency of the United States who dismiss the scientific evidence for human-caused global warming as a “hoax” and many on the left who continue to believe that there is a medical conspiracy to deny the link between childhood vaccines and autism (even after that research has been debunked)—it is clear that the standards for human rationality are in trouble. For by making such blanket statements—with no credible evidence and no plausible theory about why the scientific community as a whole could get things so wrong—one understands that it is the soundness of science itself that is being questioned.

Of course, even though many may doubt particular scientific theories, they also understand at some level that we cannot do without science. They may question evolution or global warming when it suits their gut or their politics, but then without irony turn around and use Twitter or their iPhone to spread their medieval opinions. Captured by a benighted ideology, millions may wish to row away from science and reason when it is convenient, but they also want to keep the shoreline in sight.

How can we reach these people?

In this book I will argue that truth matters and that deep down most of us already know this. Of course, we may question inconclusive evidence and yearn for better theories, but that is allowable and even well-suited to science. Any reasonable standard of rationality should be able to handle such questioning, for criticism is at the very basis of rational belief formation. Instead, the biggest threat to truth in the twenty-first century, I maintain, is not skepticism or even outright rejection of specific scientific theories, but disrespect for the standards of truth that lie behind scientific reasoning in the first place. It is not crackpot theories that are doing us in, it is the growing prevalence of a dishonest attitude toward truth which says that one can embrace reason where it suits us and then reject it when the results do not match our preferred ideology.

Ignorance and falsehood are not the enemy. Instead we should be much more concerned about disrespect.
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Attitudes toward Truth

Willful Ignorance and the Last Glimpse of Shoreline

All truth passes through three stages. First it is ridiculed. Second, it is violently opposed. Third it is accepted as being self-evident.

Schopenhauer

The human relationship with truth is a complex one. On the one hand, most of us believe strongly in the concept of truth and may even grow upset when we feel that it is being withheld from us: when our government lies to us, when a doctor substitutes happy talk for a genuine diagnosis, when despite overwhelming evidence a child abuser pleads “not guilty” at trial. On the other hand, most of us can also be counted on to resist or even actively disbelieve in some truths that we just do not want to accept: that we cannot balance the federal budget unless we raise taxes and cut entitlement programs, that the mole on our back really is cancer, that even the most heinous criminals are entitled to a defense at trial. But what to say, then, about those cases in which—if we are rational beings—such dissonance should be resolved on the spot, because we have the truth right in front of us … yet we resist it anyway? Why is there so much difficulty not only in finding the truth, but in accepting it once it has been discovered? It is the latter sort of problem that I will be concerned with in this book.

One might think that belief in truth—as opposed to its discovery—would be a fairly trivial matter. For despite our reluctance to hear unwanted truths, it seems plausible that the deep-seated countervailing human desire to know the truth would eventually result in acceptance, once things were demonstrated to us. But of course, with humans it is never quite so simple. As the history of science has shown us, the discovery of truth is hard, but the acceptance of truth can be even harder.1

But we have always known this. Even when science (and philosophy) were in their infancy, human nature was already going strong. In Plato’s dialogue Euthyphro, we see the great Socrates admonish a callow young fellow for professing to know something that he is in no position to know: what is “righteousness”?2 Throughout the dialogue, Socrates demonstrates again and again that Euthyphro has no idea what he is talking about, when he argues that it would be righteous for him to prosecute his own father for murder, given some pretty shoddy evidence and the fact that Euthyphro cannot even define the meaning of righteousness. One might think that Socrates is so adept at this kind of questioning and verbal humiliation—which is his standard method throughout the dialogues—because he himself knows the answers to the questions he is asking. But, when challenged in this way, Socrates always demurs and says that he himself has no wisdom, but is only a kind of “midwife” who can help others to seek it. Even though the goal of philosophy is to find the truth, Socrates customarily professes ignorance.

Why is this important? Here Plato is teaching a central lesson about the philosopher’s search for knowledge that will have later ramifications not only for science but also for any subsequent quest for true belief. The real enemy of truth is not ignorance, doubt, or even disbelief. It is false knowledge. When we profess to know something even in the face of absent or contradicting evidence, that is when we stop looking for the truth. Which is more likely to stand in the way of truth, Socrates wonders, ignorance or the conviction that we do not need to learn anything new? It is the hubris of the latter point of view that is the real problem. If we are ignorant, perhaps we will be motivated to learn. If we are skeptical, we can continue to search for answers. If we disbelieve, maybe others can convince us. And perhaps even if we are honestly wrong, and put forward a proposition that is open to refutation, we may learn something when our earlier belief is overthrown. But when we are willfully ignorant—when we refuse to consider new data because nothing could convince us to abandon what we already believe—that is when truth is most in danger. When we choose to insulate ourselves from any new ideas or evidence because we think that we already know what is true, this is when we are most likely to believe a falsehood.

In the search for truth, it is not mere disbelief that explains why truth is so often disrespected. It is one’s attitude.

The Problem of Willful Ignorance

Our problems with truth are many. Not only are we often ignorant of it, or careless in not bothering to use reliable methods to find it, but we also sometimes actively choose not to believe things even when we know full well that they are probably true or have within our reach easily available sources of information that would enable us to find out. In one of the 2008 Republican presidential primary debates, the candidates were asked to raise their hands if they did not believe in evolution; Senator Sam Brownback, Governor Mike Huckabee, and Representative Tom Tancredo did so. In the 2012 political cycle, Sen. Rick Santorum, Rep. Ron Paul, and Gov. Rick Perry became fond of saying that global warming is a “hoax.” When asked to clarify his views Perry said:

I do believe that the issue of global warming has been politicized. I think there are a substantial number of scientists who have manipulated data so that they will have dollars rolling into their projects. I think we’re seeing it almost weekly or even daily, scientists who are coming forward and questioning the original idea that man-made global warming is what is causing the climate to change.3

And while the eventual Republican nominee, Mitt Romney, had this to say in June 2011:

I don’t speak for the scientific community, of course. But I believe the world’s getting warmer. I can’t prove that, but I believe based on what I read that the world is getting warmer. And number two, I believe that humans contribute to that … so I think it’s important for us to reduce our emissions of pollutants and greenhouse gases that may well be significant contributors to the climate change and the global warming that you’re seeing.4

By August 2011, he appeared to have changed his position:

My view is that we don’t know what’s causing climate change on this planet … and the idea of spending trillions and trillions of dollars to try to reduce CO2 emissions is not the right course for us.5

That same month Jon Huntsman, the only Republican candidate who was willing to stand up for science, tweeted “I believe in evolution and trust scientists on global warming. Call me crazy.” After polling in single digits for a few more months, Huntsman dropped out of the race in January 2012.

As if this sort of “head in the sand” approach to scientific evidence by our elected officials was not appalling enough, it is depressing to learn that the level of scientific illiteracy is perhaps even greater among the general public.

In a nationwide telephone survey conducted by the California Academy of Science in 2009, it was found that:

•  47 percent of American adults did not know how long it takes for the Earth to revolve around the Sun.

•  41 percent believed that the earliest humans lived on Earth at the same time as the dinosaurs.6

Add to this the equally depressing results of a 2007 Harris Poll which found that:

•  42 percent of American adults believe in ghosts.

•  32 percent believe in UFOs.

•  23 percent believe in witches.7

And, although it is true to say that Americans tend to be more skeptical of some basic scientific truths (like evolution) than residents of any other nation except Turkey,8 the problem of willful ignorance is far from an American-only problem. In a 2008 British poll it was found that:

•  23 percent of Britons thought that Winston Churchill was a myth, while 58 percent believed that Sherlock Holmes was real.

•  47 percent thought that the twelfth-century English king Richard the Lionheart was a myth.9

But what makes us think that such incredible beliefs have anything to do with the problem of willful ignorance and are not just the result of plain old ignorance? Some of our fellow citizens and politicians, that is, could just be incredibly stupid when it comes to reasoning about scientific (and historical) matters. What is there beyond the falsehood of the views expressed above that leads us to believe that they not only contradict the truth, but show contempt for it?

Ignorance is the lack of true knowledge. Willful ignorance is something more. It is ignorance coupled with the decision to remain ignorant. In saying this, it is tempting to believe that if one is willfully ignorant then one must know that one is ignorant, thereby revealing a bit of savvy whereby, presumably, one knows that there is some truth out there that one wants to be insulated from. A good example of this might be our suspicion that a vast majority of the people who ran for the Republican presidential nomination in 2012 did not actually believe the nonsense that they spouted about global warming, but instead merely pretended to believe it, so that they would appeal to those voters who were actually ignorant.10 But this is not willful ignorance; this is dishonesty. Instead, to be truly willfully ignorant, one could neither disbelieve in the truth (for, after all, one could simply think that one’s mistaken beliefs were correct), nor affect the mere pretense of disbelieving (for that is to look at the truth with one eye and pretend not to see it). Willful ignorance is instead marked by the conviction to shut both eyes against any further investigation, because one is so firm in one’s belief that any other sources of knowledge are not needed. Here one is not only ignorant but (like Euthyphro) prefers to remain so. One does not in any sense “know” the truth (even with one eye), even though one probably does suspect that there are further sources of contravening information out there. Yet these are rejected, because they might conflict with one’s favored beliefs; if there are other sources of information, they must be ignored. This is why the false beliefs cited in the polling results show more than just ignorance. For when there are such easily available sources of accurate information out there, the only excuse for such stunning ignorance is the desire to remain so; one has actively chosen not to investigate. More than mere scientific illiteracy, this sort of obstinacy reflects contempt. But why would someone embrace such a hostile attitude toward the truth?

The answer to this question is complicated and will require the remainder of this book to address it fully. But already, we may settle the matter of whether willful ignorance is a reasonable approach to the problem of trying to form true beliefs, for most certainly it is not. To reject possibly refutatory sources of information—only because they might contradict one’s beliefs—is wrong. Worse, it is irrational.11 It is fundamental to scientific judgment that one could always be wrong. Because scientific judgment (and, one presumes, many other forms of rational judgment) are based on evidence, it is always theoretically possible that some further information will come along that will refute one’s hypothesis. If one’s beliefs are based on evidence in the first place, they should be open to revision or refutation based on further investigation. The problem with willful ignorance is not just that it will likely lead to false beliefs, but that it relies on a standard of reasoning that foregoes the possibility of correcting one’s beliefs in the future. But we should not so easily give up on the search for truth. Instead, we should embrace the methods of critical reasoning that are used by science to make our beliefs better (and truer) over time. Even where we may not be able to find the truth, we can at least approach it.

To reject this method in favor of dogmatism is not just ignorant, nor even dishonest. It is instead to show contempt for the standards by which true beliefs are formed. Truth is not discovered by happenstance, nor merely by having the right theory. It is a result of openness to new data, whereby one is constantly correcting one’s opinion over time, because this is a method that has proven itself in the past to lead to true beliefs. To shut oneself off from new sources of information is to be hostile to the truth. Even if one happened to be right about some matter of opinion (like the proverbial stopped clock that is right twice a day), one’s opinions arguably still would not be “true” if they were arrived at by accident, rather than produced by a procedure that could be justified as reliable.

The problem with willful ignorance, therefore, is not mere ignorance of any particular facts about astronomy or biology, but rather a pervasive hostility to searching out reliable methods of gaining true beliefs, which demonstrates a lack of respect for the concept of truth in the first place. It reflects a willingness to cling to falsehood even when good sources of information are easily within our reach. Beyond being wrong, one’s beliefs will likely end up being irrational. The problem with willful ignorance isn’t mere ignorance of the truth; it is the “willfulness” that is troubling.

The Human Relationship to Truth

As we have seen, our relationship to truth is complicated. We can actively search for it, accept it when we see it, doubt it, reject it, disbelieve it, spin it, outright lie about it, keep it a secret, remain indifferent to it, choose to remain ignorant of it, or pretend that it isn’t there. The interesting thing to note here is that whether or not we choose to inquire into the truth—or believe it when it is in front of us—our attitude toward truth can fall along either side of an axis marked by “respect” or “hostility” that has only an orthogonal relationship to the classic terms of “belief” and “disbelief.”

Most people think of truth in terms of belief or disbelief, but this is far too simple. Even when we believe something that is true, we can misuse that knowledge in various ways, some of which are hostile to truth. Even true belief, that is, can be manipulated in a way that is not respectful. When we believe that something is true we can use that knowledge honestly, to correct our theories or even to change the world. But we can also use it dishonestly to deceive others, either by outright lying or simply misleading them, so that we may pursue some other attractive purpose. Alternatively, we can decide to suppress the truth, by keeping it a secret or pretending it isn’t true. Even when we know the truth, we can fail to respect it.

Disbelief, too, can be complex. In some cases we may disbelieve something based on genuine, though perhaps faulty, judgments over whether it is true. That is fine and, even if we are wrong, this reveals a certain respect for the truth. But in other cases we may display a tendency to disbelieve something despite overwhelming positive evidence, such that it raises suspicions over our integrity.12 In such cases, we may be in denial or find it attractive to equivocate or remain ignorant long past the point at which it would have been possible to ascertain enough evidence to settle the matter. (The example of the current “debate” over global warming here springs to mind.) In other cases, we may outright refuse to believe something that conflicts with beliefs that we find sacred. Such reactions, too, reveal a lack of respect for the truth.

So we see that, whether we believe in the truth or not, many of our reactions to truth can be hostile. If we believe something but use this knowledge to spin others, we are being hostile to the truth. If we reject the truth because we are afraid to engage in inquiry, we are similarly hostile. Indeed, anything short of the open and active pursuit of true beliefs, with the complete integrity of believing them if and only if we think that they are true, demonstrates some degree of hostility toward the truth.13

Of course, the majority of us fall short of this goal sometimes. Yet almost none of us dare express the sentiment that we do not care about the truth. Why is this? I think it is because deep down each of us probably does believe that truth matters, both that it exists and that the possession of it is valuable. Despite the fact that we sometimes treat it brutally, or only give it lip service, it is the rare individual who is prepared to embrace the idea that there is no importance in forming true beliefs. Although many treat it carelessly, few abandon the truth. Why? Because, as it turns out, the concept of truth is useful to the survival of our species and at some level most of us probably recognize that we could not have gotten to this point in our lives—or human civilization—without it.

As complicated as our brains may be in their patterns of denial and resistance, deception and rejection, the human brain is also possibly the single most carefully wired engine for detecting truth that has ever been seen in the history of the universe. And it is a good thing, for surely we would have perished long ago without it.

Notes

1  Giordano Bruno learned this when he was publicly burned in Florence in 1600 for his conviction that there were “other worlds,” as did Galileo later when he was put under house arrest for his belief in the movement of the Earth.

2  The actual Greek word at issue in Euthyphro is “piety,” which within this context may be loosely translated as “righteousness.”

3  Jim O’Sullivan, “Perry tells N.H. audience he’s a global-warming skeptic,” National Journal, August 17, 2001, <www.nationaljournal.com/politics/perry-tells-n-h-audience-he-s-a-global-warming-skeptic-with-video-20110817>.

4  Louis Jacobson, “On Mitt Romney and whether humans are causing climate change,” Politifact.com, May 15, 2012, <www.politifact.com/truth-o-meter/statements/2012/may/15/mitt-romney/mitt-romney-and-whether-humans-are-causing-climate/>.
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8  James Owen, “Evolution less accepted in U.S. than other Western countries, study finds,” National Geographic News, August 10, 2006, <http://news.nationalgeographic.com/news/2006/08/060810-evolution.html>

9  “Nearly quarter of Brits think Churchill a myth: Poll,” ABC News (Australia), February 3, 2008, <www.abc.net.au/news/2008-02-04/nearly-quarter-of-brits-think-churchill-a-myth-poll/1031856>.

10  Commentators sometimes called this “paying the crazy tax.”

11  Of course, one may raise the objection here that I am using the standards of reason to critique non-reason, which begs the question. For a stirring discussion of the skeptical and reflexive problems that can arise in such a justification, see Michael Lynch’s excellent book In Praise of Reason (Cambridge: MIT Press, 2012). My present goal, however, is not to provide a full-blown critical defense of reason, but rather to presume that even if philosophers have sometimes had a hard time providing a logical defense of it, in historical terms this debate was settled long ago. Science and reason have been at the foundation of Western culture since the Enlightenment. Yet despite that, some continue to doubt its results and question its methods, when it suits the purpose of their ideology. It is the latter issue that I am concerned with in this book and I refuse to allow those who reject the standard of rationality embraced by philosophy to somehow hide behind “skepticism” as convenient camouflage for their deeply anti-truth agenda.

12  Note that we are here talking about true statements, not false ones, so presumably there is some basis for believing them.

13  Truth is about more than the content of our beliefs, that is, but also about the attitude with which we approach the method by which true beliefs are formed.
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The Value of Truth

Should My Genes Care Whether I Can Justify My Belief That a Tiger is Coming Toward Me?

Rather than love, than money, than fame, give me truth.

Henry David Thoreau

What use is the truth? Why should we value having true beliefs? Are true beliefs somehow adaptive or helpful to our species in its struggle for survival? And indeed, if this is so, wouldn’t the tendency to look for and value true beliefs somehow be wired into our brains after all of these years of natural selection?

I believe that the answer to these last two questions is, for the most part, yes and that a compelling story can be told about human history that culminates in the development of the human brain’s greatest truth-seeking invention: science. Science is the formal codification of the process of forming true beliefs about our world that has been selected for and wired into our brain over hundreds of thousands of years and has contributed to our survival and growth into the dominant species on this planet. Not coincidentally, I believe that science is also the best model of what it means to have a respectful attitude toward truth.

There are many misconceptions about how scientific beliefs are formed and of the standards by which scientific theories are evaluated. In the popular imagination, a scientist gathers evidence, tests a hypothesis, and then discovers “the truth.” Any deviation from this fantasy, wherein one is forced to admit that a scientific theory is “not yet proven” or that “not all of the data are in yet,” is sometimes taken by naive critics to show that a particular theory is “just a theory,” which presumably has not yet gone through the rigorous assessment needed for scientists to show that it is actually “true.” Such an ill-informed understanding of the process by which science actually works (or of what scientists mean when they use the word “theory” as opposed to “hypothesis”) has probably led to many of the ignorant statements concerning the alleged lack of evidence for global warming or evolution that politicians love to bellow on the campaign trail.

But, to anyone who has bothered to study it, one understands that science is just not like this. It is not the particular theory of evolution or global warming that cannot be proven true but, if we get right down to it, actually any of the theories of science. But this is not because science is somehow a flawed process, which cannot lead us to better and truer theories. Instead it is just that science does not work like most people think it does. No scientific theory, no matter how well corroborated by the evidence, can ever be proven absolutely true. Not even gravity.

Although it is correct to say that science is “evidence based,” it turns out that this is both a blessing and a curse … the source of science’s greatest strength and also its greatest perceived weakness. For being evidence-based means that no matter how well one’s theory may fit with the current evidence, it is always possible that new evidence may come forward that will cause us to revise our current theories. All scientific belief, that is, is tentative and open ended. It is changeable and subject to revision because it is based on the possibility that we have not yet sampled all of the world that our theories are supposed to cover.

A scientific theory can no more be proven true than we can hope to make absolute pronouncements about the edge of the universe or what happens to us after death. We just have not been there yet. Part of this is due to the famous “problem of induction” that was put forward two centuries ago by David Hume, which shows that whenever we are generalizing based on a limited sample of data, our assertions must run the risk of being false. Only deductive statements—such as those in logic and mathematics—can be proven absolutely true, but this is because they are self-contained analytical systems whose truth is not based on correlation with the state of the world in the first place.1

Is this a weakness in science? Far from it. For in science we see that it is possible to contend with uncertainty in a positive way and learn to embrace the power of skepticism. Even if we are not prepared to believe that a theory is absolutely, provably true, it may remain worthy of our belief because it conforms with the best evidence that we are capable of gathering. This means, of course, that while science aims at truth, it can never technically speaking claim to have reached it. In science, truth is a guiding ideal, not a destination. But, outside logic and mathematics, what were we expecting? Like Socrates, we see that it is not doubt, disbelief, or even ignorance that stands in the way of using our inductive powers to learn more about the truths of nature; it is instead the refusal to consider new evidence because we are already sure that our theories are true in the first place. Yet how can we claim to discover truth about the world outside the examination of empirical evidence?

So we see that even if science cannot claim that every (or any) scientific belief is provably true, it nonetheless leads us toward truth and in doing so it is a model of respect for the formulation of true beliefs. Even when scientists refuse to believe something, they must do so in a respectful way, based on the principled desire to gain more evidence and do more testing. Indeed if they are not prepared to do this—as sometimes happens when scientists fabricate data or refuse to consider new evidence that confounds their favored hypotheses—it is not too strong to say that they have really given up on being scientists and have instead become ideologues, who contend that they somehow have special access to the truth outside hypothesis testing and corroboration by their colleagues. But, as Thomas Kuhn famously argued in his account of how earlier scientific beliefs are later overthrown by those who are willing to embrace new paradigms, there is a real danger in such cases that the “old guard” will get read out of the profession.2 They become dinosaurs. And this, we may all agree, is not a good evolutionary move.

Evolutionary Psychology

The field of evolutionary psychology holds that we can understand human behavior only by attempting to explain it within the context in which the genes that govern human action were selected for by the environment. Why do men display so much sexual jealousy? Because those who were cavalier about their mate’s extramarital friendships probably had their genes culled from the gene pool many generations ago. Why are parents so fond of their children, even to the point of sacrificing their own lives to save them? Because such devotion to one’s offspring is an excellent way of getting one’s genes into the third generation.

By the same token, we may conjecture that there is evolutionary value in seeking true beliefs. There must be. Otherwise we would have long ago seen less selective advantage for those who said “Yes, that really is a tiger! Run!” and more for those who said “I don’t believe it. Let me take a closer look.”3 The ability to gather evidence from nature and formulate true beliefs on that basis is an evolutionary advantage that we see prized in humans and non-humans alike. Yes, that’s a snake. No, don’t eat that. What’s that noise? These are the earliest rumblings of reasoning based on data from our environment that we inherited from our ancestors and so finely tuned into the majesty of science.

As Robert Park argues in his book Superstition: Belief in the Age of Science:

Our ability to make sense of the world begins with the marvelous ability of the human brain to pick out patterns in the information collected by our senses. Recognizing familiar patterns in unfamiliar situations is the beginning of reasoning by analogy, and therefore of abstract thought. Our savage ancestors, living as hunter-gatherers in a Pleistocene wilderness, must have been very good at figuring out the behavior patterns of the animals they hunted as food, as well as those that hunted them for food. … Remarkably, it would turn out that the brain that was good at finding grubs and avoiding saber-toothed tigers could also recognize more abstract patterns in language and mathematics.4

Yet, given this, why do we so often refuse to believe something even in the face of evidence that it is true? If humans are wired up for pattern recognition, how did it happen that we have a conflicting tendency sometimes to resist or even to deny the truth? And if such a tendency exists, mustn’t it also have been selected for by our environment? But what possible survival advantage might accrue from believing anything other than the truth? If truth-seeking is so valuable within the evolutionary context, then why do we have confirmation bias, cognitive dissonance, the gambler’s fallacy, motivated reasoning, stereotype threat, and all of the other foibles of human reasoning that so vex social psychologists, unless those were also in some way valuable in the struggle for survival?5 By the logic of evolutionary psychology, mustn’t such truth-avoiding mechanisms also have a purpose? If not, why wouldn’t evolution have culled them long ago?

Of course, there are some irrationalities that have clear survival value, like the placebo effect, where we find pain relief in a sugar pill merely because we believe that it is a powerful medicine. Perhaps there are evolutionary advantages to such mental structures—like pain minimization in the midst of a fight—that have helped us to survive. But wouldn’t this mean that we should be prepared to defend every one of these mental “glitches” and show why each has specific survival value? Rather than discuss the problem of human irrationality as a whole, shouldn’t we be prepared to show that every violation of logic must give its organism an evolutionary advantage? If so, it is hard to imagine the survival advantage of something like overconfidence bias (which is when we think we can do something that we probably can’t), which has obvious evolutionary costs.6

Indeed, even in what might be thought of as an obvious case for the survival value of truth-avoiding mechanisms within the human brain, the purported benefits seem equivocal. In a study of adult survivors of childhood sexual abuse, researchers Melissa Himelein and JoAnn McElrath found that “well-adjusted” survivors tended to engage in four cognitive strategies: disclosing and discussing the abuse, minimization, positive reframing, and refusing to dwell on the experience.7 Other research on victimized populations conducted by William Helmreich, who studied Holocaust survivors who had emigrated to the USA, found that many of them also employed mechanisms of psychological “distancing”—such as refusing to talk about their experiences or dwell on the past—that enabled them to cope surprisingly well with their trauma.8 This sort of strategy—while not amounting to outright denial or resistance to the truth—did (according to Helmreich) enable these Holocaust survivors to do better than a control group of American-born Jews of the same age, as measured by low psychotherapy rate, more stable marriage, and low criminality. Robert Jay Lifton has identified such strategies to seal off part of one’s emotions and memories as “psychic numbing,” which Helmreich sees as a positive adaptation to trauma. Yet this is where the controversy arises, for one person’s “tenacity” or “resilience” can be seen by another as symptoms of unresolved post-traumatic stress syndrome.9

Indeed, in other studies of Holocaust survivors, it was (perhaps unsurprisingly) found that most had deep psychological scars, which were sometimes passed on to a second generation.

What can we conclude from such cases? Are trauma victims who engage in truth-avoiding strategies such as “distancing” or “psychic numbing” respecting truth or not? Of course, even if they were not, one would be hard pressed to criticize them by insisting that everyone would be better off if he or she thought constantly about every painful truth. Sometimes the option to face truth is removed from consciousness, as seen in those cases where individuals experience personality splits, repressed memory, or other coping mechanisms wherein the psyche reacts to trauma by refusing to admit what is too painful to face. But what about the cases discussed above, where despite severe trauma the truth is not unavailable to consciousness, but it is nonetheless avoided, as victims choose to minimize the damage and get on with their lives? In such cases, perhaps the most important thing is whether the mechanism works. If it allows the victim to protect his or her psyche and move on to live as happily as possible, who are we to criticize? Survival value trumps epistemological consistency any day of the week. But isn’t that the point? Why would any truth-avoiding psychological mechanisms be selected for? The point of evolution is to select what increases survival, and that is not necessarily in all cases the truth. Truth is sometimes—even often—valuable for survival. But where it is not, survival wins out. Is it possible then that the mind is wired primarily for survival, not truth?

Yet it is not so obvious that survival requires disrespecting truth. In cases of severe trauma, for instance, perhaps even truth-avoidance can be respectful of truth. The important thing to remember is that the survivors discussed by Himelein, McElrath, and Helmreich are not denying the truth or making up some falsehood in order to deceive others (or themselves), so much as they are making a conscious choice not to let it define the remainder of their existence. They are giving the truth its due and then moving on. One does not have to live with the truth every moment in order to respect it. There is nothing dishonest about choosing to focus on the future rather than the past. Indeed, we all do it every day of our lives.

A good example is the reality of death. Each adult probably remembers the exact moment in childhood when he or she figured out or was told the shocking truth that death is permanent and that it happens to everyone. Yet it cannot be correct to say that in order to respect this truth one must go through every waking moment of life with one’s eventual death immediately present in consciousness. Of course, some do. (I had a distant relative who every night before going to bed put on the dress that she wanted to be buried in, thinking that she might be dead by morning. Of course, one night she was right.) But most of us happily choose, even in the face of our eventual annihilation, to live our lives. We adopt a dog. We eat an ice cream cone on a warm summer’s day. We fall in love. Yes, we know that we will die someday, but this need not stop us from enjoying life. But isn’t this precisely what the “successful” Holocaust survivors discussed by Helmreich were doing? They know first-hand not only that all of us will die, they have actually faced it. Yet they nonetheless want to live the rest of their lives. They don’t want to let the worst thing that ever happened to them rob them of the pleasures that may come. They are not denying the truth, so much as refusing to let it define them. Thus they are both protecting themselves from the brutality of truth at the same time that they are respecting it, in an effort to live a life of hope and fulfillment.

Such an outlook might give us reason to appreciate the diversity of ways that it is possible to respect truth. But it still does not solve the problem of how it came to be that there exist so many dishonest ways of contending with the truth (denial, lying, covering it up) that are wired right in alongside the honest ones in the human brain.10 There are so many of these, in fact, that it might make us question our original premise of whether truth has survival value, for if so then why haven’t all of the fallacies and mistakes of human reasoning long since been eliminated by natural selection? But who ever said that the point of human reason was to discover truth?

Mercier and Sperber’s Hypothesis

How can it be that truth-seeking and truth-avoidance both have potential evolutionary benefits that would explain their presence in the human psyche? One recent answer to this apparent conundrum has been provided by Hugo Mercier and Dan Sperber, who argue that the point of human reason is not and never has been to lead to truth, but is instead to win arguments.11 If this hypothesis is correct, it would have the advantage of avoiding conflict between the simultaneous presence of truth-seeking and truth-avoiding mechanisms within the human psyche, by showing that the discovery of truth is not the point of human reason, but only a by-product. The point instead is to persuade others that we are correct (even if we are not). But what possible evolutionary advantage could this have for an individual?

The fundamental question that motivates Mercier and Sperber’s analysis is this: if reasoning is supposed to lead to truth, and true beliefs have such great evolutionary value, then why do we reason so poorly? The fact that humans do reason poorly is beyond dispute. The psychological literature is replete with well-known examples of mistakes like “confirmation bias” (where we seek out information that confirms our preconceptions) and “hindsight bias” (where we rely on current knowledge to assume that something was predictable all along) and many others that go all the way back to Daniel Kahneman and Amos Tversky’s groundbreaking work on human irrationality from the 1970s and 1980s.12 Worse, many of these flaws seem to be an inalienable part of our cognitive make-up, such that even when we are informed that we are prone to these mistakes, we make them anyway. Why would this be? If true beliefs are the goal of reasoning then the presence of such glitches in the human mind would not make any sense in evolutionary context.

Hence Mercier and Sperber’s thesis: reason is not intended to lead us to truth, but instead to win arguments. Now why would being a persuasive speaker be valuable within the evolutionary context? Here Mercier and Sperber tell a story about the importance of argumentation to the evolution of human communication. In a group setting, where people were not already inclined to trust the truth of what you said just because you said it, they would need some way of evaluating your claim. This is where arguments come in. Just to make an assertion does not rise to the level of overcoming the other person’s “epistemic vigilance” over being deceived or manipulated. If you present the other person with the reasons for your belief, however, you have now given them the means to evaluate the truth of your claim and also, if you are right, presumably extend more trust to you in the future. Thus, according to Mercier and Sperber, the role of reason in allowing us to provide arguments for our beliefs facilitates both the quality and reliability of information that is shared in human communication.

According to Mercier and Sperber:

[T]he emergence of reasoning is best understood within the framework of the evolution of human communication. Reasoning enables people to exchange arguments that, on the whole, make communication more reliable and hence more advantageous. The main function of reasoning, we claim, is argumentative.13

Later, they explicitly draw the connection to evolution.

We view the evolution of reasoning as linked to that of human communication. Reasoning … enables communication to produce arguments to convince addressees who would not accept what they say on trust; it enables addressees to evaluate the soundness of these arguments and to accept valuable information that they would be suspicious of otherwise. Thus, thanks to reasoning, human communication is made more reliable and more potent.14

Next, Mercier and Sperber proceed to outline a bold strategy. They say that if their hypothesis is correct, it should support several surprising and falsifiable predictions. Among these are that reasoning should produce its best results when used in argumentative contexts, most notably in group discussions, and do poorly outside these. They also predict that reasoning used to produce such arguments should exhibit a strong confirmation bias and be consistent with the “mistake” of motivated reasoning (which is when we allow our desires to influence our beliefs). Basically, Mercier and Sperber sum up their predictions with the claim that, if their hypothesis is correct, then “reasoning should do well what it evolved to do.”15

The stakes of such a strategy are high. In addition to being a cognitive scientist, Sperber is a philosopher and therefore must know the great value that the famous philosopher of science Karl Popper put on judging the truth of one’s hypothesis by whether it could survive attempts at refutation through falsifying one’s predictions. Indeed, just in case we had any doubt about the stakes (or Mercier and Sperber’s familiarity with Popper’s work), they spell it out for us:

It is … crucial to show that [our hypothesis] entails falsifiable predictions. If the main function of reasoning is indeed argumentative, then it should exhibit as signature effects strengths and weaknesses related to the relative importance of this function compared to other potential functions of reasoning. This should be testable through experimental work done here and now. Our goal now is to spell out and explain what signature effects we predict to evaluate these predictions in light of the available evidence, and to see whether they help make better sense of a number of well-known puzzles in the psychology of reasoning and decision making. Should one fail, on the other hand, to find such signature of the hypothesized argumentative function of reasoning, and even more should one find that the main features of reasoning match some other function, then our hypothesis should be considered falsified.16

One must admire the courage of this strategy, especially in the face of the many criticisms (a plethora of which appear in the same issue of the journal as their original article) that the authors would anticipate.17 But of course all that matters now is the quality of their arguments.

One of the most important results examined by Mercier and Sperber concerns the famous “Wason selection task,” in which subjects were given four cards with the instruction that—although they could see only one side of the card—each had a number on one side and a letter on the other. The cards might read something like 4, E, 7, and K. The subjects were then given a rule such as this: “If there is a vowel on one side of the card, then there is an even number on the other” and asked to determine which (and only which) cards needed to be turned over in order to test the rule.

Subjects routinely found this test incredibly difficult. In the original Wason experiment and subsequent similar experiments, only around 10 percent of subjects got the right answer. The key, of course, is to realize that only the E and the 7 need to be turned over. The E obviously, because it might have an odd number on the other side, which would falsify the rule, but also the 7, for if there is a vowel on the other side of that, the rule is also falsified. Subjects tend to be flummoxed by the fact that the 4 does not need to be turned over. Those who have studied logic might understand that the 4 is irrelevant to the truth of the proposition; whether or not the other side has a vowel on it makes no difference, since the rule says only what must be the case if there is a vowel on one side of the card, not that an even number could not also be on the other side of a card that has a consonant. By the same token, K is irrelevant, because it is not a vowel and the rule says only what would follow if there is a vowel on one side of the card and nothing about what might follow if there is not.

The importance of this experiment for Mercier and Sperber’s hypothesis is what comes next, when one asks subjects to solve the problem in groups. Here we find that 80 percent get the right answer. This is not, the authors tell us, merely due to everyone else in the group deferring to the “smartest person in the room.” Indeed, this has been tested and it was found that even when none of the subjects in the room individually could solve the task, the group often could, resulting in what has been termed the “assembly bonus effect.” What we see in this instance, Mercier and Sperber contend, is that only when the task is placed within an argumentative context (in a group discussion) do our better reasoning skills kick in. We test one another’s hypotheses. We criticize one another’s logic. We become persuaded by another person’s reasoning. According to their thesis, this is precisely what one would expect, if reason had evolved primarily for the purpose of persuasion through argument. As individuals, we may feel little motivation to criticize our own arguments, even if they are wrong. In group settings, however, we have a much better chance of finding the truth. But this is not because someone in the back of the room has the answer. It is instead because our reasoning skills improve when they are placed within an argumentative setting.

One thing that happens in group settings is that our individual beliefs get challenged. And when that happens we routinely exhibit “confirmation bias.” Mercier and Sperber tell us that “confirmation bias consists in the seeking or interpreting of evidence in ways that are partial to existing beliefs, expectations, or a hypothesis in hand.”18 In other words, once we have decided that something is true, we look primarily for evidence that confirms our existing belief, not evidence to disprove it. Although this is normally thought of as a “flaw” in human reasoning (according to some it is arguably why people think that they should turn over the card with the 4 in the Wason selection task), it is accepted by Mercier and Sperber as a predictable consequence of the production of arguments in group settings. We hate to be wrong, so naturally we are biased in favor of proving to others that our beliefs are true.

Although it would be better for the discovery of truth if we could mentally construct counterexamples and criticize our own hypotheses, this is just not something that we are motivated to do. Indeed, Mercier and Sperber claim that in cases of genuine confirmation bias, it is not that we cannot overcome this flaw, but that in most instances “an appropriate argumentative motivation is lacking.”19 Yet when we are working with a group in evaluating a hypothesis (as opposed to producing one), we perform much better at this task and confirmation bias is mitigated. Context is crucial. When we are alone, we just do not seem to be able to break our reasoning free from our motivation. When we face an audience, however, we are forced to be more rational. Mercier and Sperber observe that “when participants want to prove a conclusion wrong, they will find ways to falsify it.”

A similar support for Mercier and Sperber’s “argumentative theory” can be found in their discussion of the problem of “motivated reasoning.” Here one is confronted with the fact that people routinely anticipate the defense of their beliefs. As such, they are motivated to find reasons that they are true, even if they originally embraced them for intuitive reasons. In anticipation of argument, we therefore have a tendency to look for reasons to justify the beliefs that we already hold.20 Here Mercier and Sperber admit that the presence of this phenomenon can have “dire epistemic consequences” in our search for the truth, but once again they assert their claim that this is entirely consistent with the idea that reason evolved primarily as a tool of persuasion. Juries may jump to a conclusion. We may cling to fringe theories long after they are disproven. There may even be consequences for our moral attitudes, whereby we become more likely to “blame the victim” or find excuses for immoral behavior. This is all to be expected. As individuals—as we have seen throughout this argument—we are prone to horrible biases that interfere with our ability to find the truth. But as social animals—who expect that our beliefs on any number of topics will be challenged by other members of our group—this bias is exactly what one would expect. According to Mercier and Sperber, the role of reason is to facilitate our skills at argument, not to find the truth.

Near the end of their paper, Mercier and Sperber tell us that their hypothesis is in good shape because its predictions are “confirmed by existing evidence.” They go on to equivocate, but only slightly:

True, most of these predictions can be derived from other theories. We would argue, however, that the argumentative hypothesis provides a more principled explanation of the empirical evidence (in the case of the confirmation bias, for instance). In our discussion of motivated reasoning and of reason-based choice, not only did we converge in our prediction with existing theories, but we also extensively borrowed from them. Even in these cases, however, we would argue that our approach has the distinctive advantage of providing clear answers to the why-questions: Why do humans have a confirmation bias? Why do they engage in motivated reasoning? Why do they base their decisions on the availability of justificatory reasons? Moreover, the argumentative theory of reasoning offers a unique integrative perspective: It explains wide swaths of the psychological literature within a single overarching framework.21

Clearly, they believe that their hypothesis has done a good job of explaining why there are so many “flaws” in human reasoning. Their answer is that these sorts of flaws are not flaws at all, but just what one would expect if the role of reason were not to discover truth, but instead to facilitate argument.

It is now time to realize, however, that there is a lot that Mercier and Sperber have not done to advance their argument. For one thing, even if they are right in their overall claim (which I will challenge in the next section of this chapter), they must decide what to say about the specific evolutionary value of any “mistakes” in human reasoning. Similarly, they must find a better way to contend with how it came to be that reason does indeed sometimes lead to truth:

… individuals may develop some limited ability to distance themselves from their own opinion, to consider alternatives and thereby become more objective. Presumably this is what the 10% or so of people who pass the standard Wason selection task do. But this is an acquired skill and involves exercising some imperfect control over a natural disposition that spontaneously pulls in a different direction. … By anticipating objections, one may even be able to recognize flaws in one’s own hypotheses and go on to revise them. We have suggested that this depends on a painstakingly acquired ability to exert some limited control over one’s own biases. Even among scientists, this ability may be uncommon, but those who have it may have a great influence on the development of scientific ideas. It would be a mistake, however, to treat their highly visible, almost freakish, contributions as paradigmatic examples of human reasoning.22

To call accurate reasoners “freakish”—and assume despite their cogent performance that they must have cognitive biases anyway—is to draw a conclusion far beyond the data. Similarly, why assume without interviewing them that these skills were “painstakingly acquired” rather than natural, which would surely require an evolutionary explanation for why 10 percent of the human population apparently has this trait. Is truth an occasional by-product of human reason? Are mistakes in reasoning (which can lead to untruth) just irrelevant artifacts or are they somehow valuable in and of themselves? Isn’t there a tension here between any alleged evolutionary advantages of mistakes in reasoning and the costs of foregoing truth?

Although they do not name them, there are several possible hypotheses that may provide an overall evolutionary framework to Mercier and Sperber’s argument:

(1)   There is no adaptive value to mistakes in reasoning, but they are so unimportant that evolution hasn’t bothered to cull them out; confirmation bias and motivated reasoning are the cognitive equivalent of vestigial organs.

(2)   There is no adaptive value to mistakes in reasoning in and of themselves, but they are linked to other traits that do have survival value.

(3)   Mistakes in reasoning are adaptive. They are selected for because they fulfill some evolutionary purpose that outweighs their costs to truth.

Mercier and Sperber say precious little that would allow one to discern an overall evolutionary strategy that would support their work, much less which of the three hypotheses conjectured above might motivate their views. But, since they explicitly frame their argumentative theory of reason within an evolutionary context, it seems fair to ask for more clarity from them and—in its absence—to use our own hypotheses above as a stalking horse to criticize their overall argument.

Criticisms of the Argumentative Theory of Reason

For the sake of completeness let’s begin with the first hypothesis, so that we may immediately dismiss a misunderstanding that some may harbor about Mercier and Sperber’s argument. If one hopes to put the argumentative theory of reason in evolutionary context—which Mercier and Sperber explicitly desire to do—it should be obvious that the “cognitive appendix” hypothesis makes no sense. If it were true that cognitive errors like confirmation bias and motivated reasoning had no cost in discovering the truth—or that belief in truth had no survival value whatsoever—then it might make sense to think that these sorts of mental mistakes could survive the culling process of evolution. But, given that at least sometimes it is valuable to believe in the truth (when the doctor tells you that you really must take your antibiotics on schedule; when your flight instructor tells you that you really don’t have the skills to fly solo in current weather conditions), it stands to reason that any mental mistakes that undermined our survival even to the slightest degree would face relentless evolutionary pressure over the generations, such that these traits would be eliminated from the gene pool.

Evolutionary psychologists surely know that they cannot just wave their hands when a trait is difficult to explain. If the evolutionary hypothesis is strong enough to explain behavioral traits like altruism and homosexuality—which would seem to present a formidable prima facie case against evolutionary psychology—then surely one would expect them to be able to handle something like confirmation bias and motivated reasoning.23 In short, if confirmation bias has survived in the human psyche all these years, it must have at least some survival value. It cannot be akin to some harmless, vestigial organ that evolution has not yet eliminated. Indeed, Mercier and Sperber themselves would seem disposed to recognize that even if such mental traits had costs at the individual level (i.e., for the discovery of truth) these must be balanced by advantages (i.e., in facilitating better communication and more reliable information sharing) at the group level.

This leads directly, however, to what may be thought of as a real problem with Mercier and Sperber’s analysis, corresponding to the second hypothesis in our evolutionary framework, which says that even if there is no adaptive value to mistakes in reasoning in and of themselves, they may be linked to other traits that do increase survival value. Here one must ask a crucial question: survival value for whom? For the individual or for the group of which the individual is a member?

Are Mercier and Sperber claiming that mental mistakes like confirmation bias are (a) valuable to an individual (because it helps him to win arguments), (b) to the group that he is in (perhaps because it increases the fervor with which we defend our beliefs, which leads to spirited debate that helps to discover the truth), or (c) because even though it has no direct value whatsoever—to the individual or to the group—it has the collateral effect of facilitating communication within a group? Clearly (a) and (b) are linked with the third original hypothesis—that mistakes in reasoning are adaptive and are selected for because they fulfill some evolutionary purpose—which we have yet to consider. So for now, let’s focus on (c), which seems part and parcel of hypothesis (2), which claims that even though there is no intrinsic benefit to mistakes like confirmation bias, they are linked to other traits that do increase survival value.

Again the crucial question: survival value for whom? It is a crucial flaw in Mercier and Sperber’s analysis that, despite their desire to put their theory within an evolutionary context, they say far too little about the process of natural selection by which an individual who made reasoning mistakes like confirmation bias or motivated reasoning might benefit from such a trait. Even if the cultivation of argumentative skill led to group benefits (like better communication or group cohesion) in order for the traits to survive in the individual there would have to be some selective benefit for that individual as well.

Now perhaps Mercier and Sperber are making a sort of “group benefits” hypothesis, which is not unknown in the field of evolutionary psychology. As we just saw, this could not plausibly be a claim that a trait which benefitted one’s group would be selected for unless it also benefitted the individual who held it, for without this it would be unclear by what mechanism such a trait would survive the process of natural selection. But perhaps a more sophisticated argument can be made here for how a trait that benefitted one’s group could survive the evolutionary process. Indeed, one of the ways that theorists in evolutionary psychology have tried to explain traits like altruism and homosexuality is precisely through such a mechanism whereby, even if some traits did not directly benefit the individual who expressed them (presumably because altruism might get you killed and homosexuality is not a good way to pass along one’s genes) these traits provided some sort of benefit to one’s group (perhaps by raising an alarm call or providing redundant parenting within a society in which adult siblings were often killed). This might allow the trait to survive within the gene pool of others within the group, who presumably were somehow related to the individual whose life or genes were sacrificed. Here, of course, the level of selection is neither at the group nor the individual level, but at the genetic level, such that one might explain the survival of the “altruism gene” by suggesting that even if altruists are disproportionately killed, their genes enable the societies that contain such individuals to thrive, as compared to those that contain only narcissists. In short, groups containing altruists are more “fit” than those that do not. Even if the individual altruist may be killed, his genes will have a better chance of getting into the next generation if the members of his group (who presumably share some of his genes) survive.24

But if this is the sort of argument that Mercier and Sperber are making it is nowhere to be found in their essay. And if such a theory were to be advanced, it would be crucial to show that a group with better individual arguers was more fit than a group without them. But, unlike in the case of the altruist (either the alarm caller or the redundant parent), it is not clear that any direct benefit would accrue to someone other than the individual debater, unless he happened to be arguing for something that was true. Is there even a gene that controls for argumentative skill? And do those who argue well really take a greater risk of being culled from the gene pool (Socrates notwithstanding!), such that one would even need a “group benefits” hypothesis to explain how this gene would survive in one’s relatives or progeny? Such an argument strains belief and would require careful articulation and defense, if that is even what Mercier and Sperber intend to hypothesize.

But there is another possibility, which is that the benefit of being a good arguer accrues just (or primarily) to the individual himself. Such a hypothesis seems much more in line with what Mercier and Sperber actually say in their paper, if only because they provide such an undernourished defense of the mechanism by which any group benefits like “social cohesion” or “enhanced communication” might drive the process of individual selection for argumentative traits. But if this is what they are saying, they must provide some explicit reason for thinking that any selective benefit accrues to an individual who argues well. As Andy Norman claims in his paper “Why We Reason: Intention-Alignment and the Genesis of Human Rationality,”

[Mercier and Sperber’s] hypothesis … asks us to imagine that a reputation for argumentative prowess enhanced reproductive success. We understand that argumentative skill can bolster social standing in, for example, an academic setting. But it strains credulity to suppose that argumentative posturing carries significant reproductive rewards in a culture of Neolithic hunter-gatherers. … A theory of reason’s origins that rests on the supposition that, contrary to contemporary experience, Neolithic geeks got laid more frequently than their dialectically challenged contemporaries [is implausible].25

Perhaps Mercier and Sperber might make such an argument work—either to show that such an oratory advantage might confer direct reproductive benefits to the individual debater or, through inclusive fitness, to others who carried his genes, but so far they have not offered any such analysis.26

Where are we left, then, in analyzing Mercier and Sperber’s theory? Next we must examine the third hypothesis in our evolutionary framework, which says that perhaps mistakes in reasoning are adaptive and are selected for because they fulfill some evolutionary purpose that outweighs their costs to finding truth. Recall here that such advantages might accrue either (a) to the individual or (b) to the group. But if that is the direction that this argument is going, it is important to remember that we must discuss not only the potential benefits of skillful persuasion, but also its costs. As Mercier and Sperber admit, there are distinct epistemic disadvantages to cognitive errors such as confirmation bias and motivated reasoning, if what we are trying to do is discover the truth. While it is true that these costs might be compensated for in group discussion, where others criticize our errors and we may all presumably enjoy the “assembly bonus effect,” there are naturally some potential costs as well. And, for an evolutionary hypothesis to work, the benefits had better outweigh the costs.

In a critical piece that appeared as part of “Open Peer Commentary” in the same issue as Mercier and Sperber’s original paper, Robert J. Sternberg published a brief note entitled “When Reasoning Is Persuasive but Wrong,” in which he states that:

Mercier and Sperber are correct that reasoning and argumentation are closely related. But they are wrong in arguing that this relationship is one of evolutionary adaptation. In fact, persuasive reasoning that is not veridical can be fatal to the individual and to the propagation of his or her genes, as well as to the human species as a whole.27

Focusing on the costs of overlooking truths that could pose a threat to our existence, Sternberg contends that individuals “who did not perceive things veridically would have been less able to reproduce than those arguers who did perceive things veridically. The brilliant reasoners who argued wrongly regarding threats had many more opportunities to perish before reproducing than those reasoners, persuasive or not, who saw threats as they were.”28 And, in fact, the same threat to survival may occur at the group level, where a persuasive charlatan may put the entire group at risk by convincing them that a wolf, for instance, is only a harmless animal or that cooling food has no effect on its preservation.

And in modern times, Sternberg argues, the stakes are even higher. If Mercier and Sperber are right that “the main function of reasoning is to produce arguments to convince others rather than to find the best decision” then “human survival is in serious jeopardy. [This use] of reasoning is not evolutionarily adaptive for survival in the long run.”29 Indeed, the stakes can be global:

Consider global warming. Global warming threatens the existence of human and other life on the planet Earth, and yet deniers, including scientists, put the life of all human organisms on the planet—the replication of the species’ genes and hence the survival of the species—at risk. Reasoning is being used in the service of argumentation, but not always for evolutionarily adaptive purposes, at least with respect to the genes of the individuals involved.30

One might here worry that Sternberg has confused “ought” with “is” and has put himself in the position of attacking Mercier and Sperber over how reason should be used, rather than their empirical claim that argumentation is the function for which reason actually evolved. This would not be the first time in history that our prehistoric traits—either physiological or behavioral—found themselves at odds with the selective pressures of a modern environment. Still, Sternberg has a good point, which is that it would not make evolutionary sense even in the ancestral environment for persuasive skill to be valued over truth.

Mercier and Sperber have likely overestimated the alleged evolutionary advantages of winning an argument when one is not right. Surely there is a potential cost to such error. Indeed, wouldn’t the falsity of one’s argument ultimately put selective pressure on the individual who made it and perhaps even on his group? Might the entire group get wiped out? If there were survivors, might they blame the person who made the false argument? How, one might wonder, can there be survival value to an argument that has no connection to truth?31 Of course, perhaps it is not any individual argument that has to have a connection to truth, but merely the propensity to argue. Yet surely, over the long haul, an individual would be assessed on the quality of his arguments and what would this mean other than that his individual arguments more often than not corresponded to what was later found to be true?

Moreover, Mercier and Sperber overlook an obvious rejoinder to their theory of the argumentative theory of reason. For what could be more persuasive than the truth? If skill at argumentation tends to confer selective advantage, and belief in truth also tends to confer selective advantage, then why in the world would it not be the case that there would be some sort of evolutionary connection between reason and truth? Perhaps this is what the 10 percent of “freakish” individuals were about? Although evolution is a slow-moving process, it would be interesting to try to test whether this sort of adaptive trait conferred greater survival advantage and may be increasing over time.32 Here one might be accused, I suppose, of making the perfect the enemy of the good. Surely it would be a selective advantage if humans could fly, but the fact that we cannot provides no good argument against evolution. Still, it seems curious that—as Mercier and Sperber admit—most classical theories tend to argue that reason is advantageous because it leads to truth, and they argue that reason is advantageous because it leads to better arguers, yet they downplay an evolutionary link (at least at the individual level) between skill at argumentation and the discovery of truth.

Of course, none of this suggests that the “classical” theory of reasoning is confirmed either. It has its own anomalies to explain, the most important of which is the question that motivated Mercier and Sperber in the first place: if reason is valuable because it helps us to discover truth (and true beliefs are valuable to us in our struggle for survival), then why are we so bad at reasoning? It is tempting here to quibble and make the claim that perhaps we are not so bad at individual reasoning as one might expect, especially if the alternative is to take the radical step of severing the tie between truth and reason. But of course there is always the claim that we could be better at it. Why does confirmation bias survive? Why do we engage in motivated reasoning? Yet evolution does not require perfection in order for a trait to be selected, only that it has survival value. And surely the ability to reason, despite problems such as confirmation bias and motivated reasoning, does confer some benefit. Or are we here again just making the perfect the enemy of the good, or perhaps merely telling another “just so” story?33

The best route may be to remember why we were initially attracted to Mercier and Sperber’s hypothesis in the first place, which is that they could explain something that other theories could not. Even if Mercier and Sperber are wrong in their overall claim about the argumentative function of reason, one must still deal with their results. And we have not given them nearly enough credit thus far for one crucial finding: that humans are much better at using reason to find truth when we work in groups. But why would that be?

The Role of Groups in Scientific Reasoning

Mercier and Sperber hypothesize that the job of reason is more like a lawyer defending a case than an individual seeking truth. Even if they are wrong about this, however, perhaps they are right that even the most “truth-focused” individuals—such as scientists—can occasionally have selfish motives that get in the way. Even scientists, after all, want their own theories to be right. Some may even be in it primarily for the adulation. But here is the point. Science is a group process. It is not just about individual rationality or the attainment of individual rewards. Instead, scientific credibility (and rewards) comes about as a result of the judgment of others. Science is committed to the twin principles of peer review and the replication of experiments, both of which are ways for the scientific community to check the individualist/selfish motives that may have been wired into us by our evolutionary history. Is the scientist inherently more objective than his or her counterpart in the social sciences? Maybe, but it still helps to have someone looking over his or her shoulder.34 This means that even if the individual scientist is not wired up exclusively to find truth, the group focus of science is well-suited to this goal.

Of course, there is still the possibility of mass delusion. Sometimes the entire scientific community can resist an idea that later turns out to be true (Wegener’s theory of continental drift comes to mind). But in the long run, science as a whole is better equipped to make progress toward the truth than any individual seeker relying on his or her own reason. One would hope that individual scientists might eventually internalize and embrace the larger group values of science (and there is nothing like the fear of being shown to be a fool in front of your peers to encourage you to dampen any personal bias before it is made public), but it is still probably true that there is something to the “wisdom of crowds” effect in scientific reasoning. Yes, the entire group can make a mistake. But they also might catch our errors.35

Might one here borrow another page from evolutionary psychology and consider the concept of inclusive fitness as a potential explanation for the success of science?36 Just as inclusive fitness sometimes trumps an individual organism’s fitness in our gene’s struggle for survival, maybe scientific rationality trumps individual rationality in the quest to find truth. The evolutionary advantage of forming true beliefs, that is, may be stronger for whole societies than it is for individuals. Does a society that produces science have a survival advantage over one that does not? And, through falsification, are individual scientific theories martyred for the progress of science?

It is fun to speculate about such hypotheses, but one needs to be careful that we do not here slide back into the swamp of the “group selection” hypothesis. Still it is intriguing to note that support for the “group benefits” (or “assembly bonus”) hypothesis for the success of science comes directly from Mercier and Sperber’s original paper. After presenting the bulk of evidence throughout their paper for the hypothesis that “people who have an opinion to defend don’t really evaluate the arguments of their interlocutors in a search for genuine information but rather consider them from the start as counterarguments to be rebutted,”37 near the end Mercier and Sperber draw the following conclusion: “in group reasoning experiments [however] where participants share an interest in discovering the right answer, it has been shown that truth wins.”38

Can one imagine a better description of the scientific enterprise than this? Despite widespread flaws in individual reasoning and the probable harboring of petty agendas, in a group setting “truth wins!” Maybe Mercier and Sperber have made too little in their argument of the search for truth by individuals. And perhaps they have placed too much emphasis on the value of argumentative skill in the evolutionary context. But perhaps they are right about the importance of group dynamics in the search for truth. Even if they are wrong in their claim that individual reason does not primarily aim at truth, or is shaped by evolution for some other purpose, they may still be right that a group focus on reason explains a lot about the success of a truth-seeking process like science.

Near the end of their paper, Mercier and Sperber draw the conclusion neatly for science.

The whole scientific enterprise has always been structured around groups, from the Lincean Academy down to the Large Hadron Collider. … In group settings, reasoning biases can become a positive force and contribute to a kind of division of cognitive labor. … By anticipating objections, one may even be able to recognize flaws in one’s own hypotheses and go on to revise them. … Even among scientists, this ability may be uncommon, but those who have it may have a great influence on the development of scientific ideas.39

We are social animals. It would make sense that even individual truth-seekers like the scientists of yore (Newton, Darwin, Einstein) would see themselves as working within a wider context where their ideas would be presented to and evaluated by a larger scientific community.

There is something enlightening about the idea of scientific fruit being borne from having a clash of ideas within a community. Right or wrong, isn’t the scientific gadfly a spur to critical thinking? If so, this might offer at least some explanation for iconoclasm, if not the outright crackpot theories that may result from mental mistakes in our reasoning. If not for the contrarian who proposes a theory that seems crazy—yet may actually turn out to be true or at least be a spur to further hypotheses—would we not lose some of the clash of paradigms and fever to refute one another’s theories that is the hallmark of science? Indeed, could such a beneficial effect perhaps explain the survival of individual mistakes in human reasoning through their beneficial effect on group processes?

If so, one would have to demonstrate that some sorts of “disrespecting” truth had positive effects on the search for truth itself, and I think we are still a long way from this. Yes, perhaps having people who deny global warming—damn the scientific consensus—may push the debate and convince scientists to work harder to prove that it is real, and thus have a timely effect on public policy and save the planet in the nick of time. Or perhaps not. When the habit of disrespecting truth becomes widespread it may lose its benefit as a spur to reason and may instead cost the rest of us our lives. That is the problem. Perhaps there is wisdom in crowds. But what happens when the balance tips and entire communities become so untethered from reality that they lose their way in the pursuit of truth?

Crowds, even of scientists, are nothing more than communities of individuals. And, as Mercier and Sperber admit, for good or for ill persuasive individuals can sometimes sway the thinking of entire groups. So shouldn’t we care about the quirks and mistakes of individual reasoning, at least to the extent that these may interfere with the ability of scientists to do their jobs or inhibit the acceptance of scientific ideas once they are presented to a group? Even if truth is best discovered in groups, shouldn’t we care about the mental mistakes that exist in individual rationality that may pose a threat to the discovery of truth at the group level?
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The Roots of Human Irrationality

Behavioral Economics, Self-Deception, and Lawn Chair Larry

The first principle is that you must not fool yourself—and you are the easiest person to fool.

Richard Feynman

Is it possible to disrespect truth unintentionally? For the last thirty years or so, the fields of behavioral economics and social psychology have detailed the ways in which human beings make a series of obvious and predictable mistakes in the way that we reason. In topics ranging from why we are so prone to procrastinate in saving for retirement to why we sometimes have such a hard time choosing among a large display of items in a grocery store, our brains just seem inclined to fool us in the way that we reason about the world. But so what? Isn’t all of this unconscious? Even if we have a tendency to make such mistakes, how can it be contemptuous of truth if we do not even know that we are doing it?

Until recently, this question might have seemed enough to close the matter. But recent work at the intersection of behavioral economics and neuroscience has suggested that a good deal of human irrationality may be wired into our brains. Although it may be unconscious, it is also perfectly predictable (to those who know what they are looking for) and so possibly within our ability to understand and control for these kinds of errors. Our failure to do so, therefore, suggests a certain hostility toward choosing a path that has better prospects for leading to truth.

Behavioral Economics

There are a plethora of mistakes in human reasoning that can stand in the way of the discovery of truth. Some of these are quite small (such as the human tendency to estimate when faced with more than seven objects), but some are large and can result in major errors that have tragic costs both for the individual and for society. On August 22, 2005, at the height of the Iraq War and a growing national debate over why we were there, President George W. Bush gave a speech in which he made reference to the 1,864 American deaths in Iraq and said “Each of these men and women left grieving families and loved ones back home. … We owe them something. We will finish the task that they gave their lives for.”1 With no credible link between Saddam Hussein and Al Qaeda, and no WMDs found in Iraq, apparently the best way to honor the dead was to keep fighting in their name, which resulted in an additional 2,624 deaths before the end of that conflict, making this one of the most disastrous examples of the “sunk cost fallacy” in recent history.

It is important here to differentiate between ignorance and irrationality. The sort of problems that are identified by behavioral economics are not just instances where we don’t know some crucial piece of information which, if we did, everything would be all right. Neither is this field an examination into the personality type of those who are extremely stubborn, incurious, or incapable of learning from new information. It is instead an analysis of a set of structural problems in the human mind that are shared by all of us, which affect how we process and use information to make sense of the world. Just as there are well-known perceptual illusions, that flummox the brain into thinking that some equal lines are not the same length, that identical shapes are not the same size, or that grey dots hover and disappear at the intersections of a black and white grid, we are now faced with the idea that there can be cognitive illusions as well, where the brain makes predictable mistakes in reasoning and leads us to conclusions that are unsupported by the evidence. Although there are of course individual differences, as there are for most psychological phenomena, experiments have found that these sorts of irrationalities can be found in most people. They seem wired in: a part of what it means to be human.

The discovery of these “errors” in human cognition began in the field of psychology, which is where behavioral economics got its start. Under the old “neoclassical” model of economics, theorists felt forced to make a number of simplifying assumptions (such as perfect information and perfect rationality) in order to make the mathematical model of “rational economic man”—who maximized utility in all situations—work out to produce reasonable answers to questions about prices and the efficiency of markets. It was an open secret that people did not actually reason in the way that this economic model mandated. But just as physics had occasionally used simplifying assumptions about “frictionless” systems or the reduction of gravitational pull to an infinitely small point, neoclassical economists felt that their assumptions were warranted in order to facilitate the scientific status of their work.

Then the lid came off. Based on the work of Daniel Kahneman and Amos Tversky, culminating in their classic paper “Prospect Theory: An Analysis of Decision under Risk,”2 economists began to feel growing pressure to account for a body of experimental work which showed that humans make a series of predictable mistakes in the way that we reason. In the quest to produce a science of human behavior, the carefully controlled studies of Kahneman and Tversky, and others (fêted in their 1982 collection Judgment under Uncertainty: Heuristics and Biases), began to look like the gold standard for how one should actually conduct an empirical study of human action. Even more revealing, many of Kahneman and Tversky’s results directly undermined the simplifying assumptions that had been used in neoclassical economics.

A few examples will suffice.

One of the most important early findings of Kahneman and Tversky was that when we reason we tend to use “heuristic” short cuts, rather than engage in exhaustive rational analysis. Some of these heuristics, however, can lead to outright errors. One of the most blatant is the “anchoring” heuristic, whereby we become unduly influenced by the first piece of information that we learn—for example a price—which then becomes an “anchor” for our subsequent decision. A good example here might be buying a new car. The salesman knows better than to ask “what do you think this car is worth?” If asked such a question, we might suggest a figure that was far too low, which would then serve as the base for our negotiations. Instead, the salesman is trained to show us the “manufacturer’s suggested retail price.” This is customarily highly inflated (both over what we may feel is fair value for the car and also what anyone but a fool would pay for it), but once we have heard the anchor, that then becomes the starting point for our negotiations. Indeed, it has been shown experimentally that we are much more likely to pay a higher price for an item when we are primed with a higher figure, even if that prime has nothing whatsoever to do with the value of the item. In a fascinating experiment, Daniel Ariely has shown that when experimental subjects were asked to record the last two digits of their social security numbers, and then bid on an item, those with higher social security digits bid more than those with lower digits.3

In other work, Kahneman and Tversky introduce the “representativeness” heuristic, which can lead to erroneous judgment by tempting us to disregard the base rate probability of something occurring and instead be unduly swayed by whether a factor sounds influential. In one example Kahneman and Tversky consider whether a man who is “meek, quiet, and introspective” is more likely to be a farmer or a librarian. Subjects overwhelmingly said that the man was more likely to be a librarian even though (at that time) there were twenty times more male farmers in the USA than male librarians. In an even more controversial example (that is not tied to subjects’ perhaps spotty knowledge of the base rates for given professions), Kahneman and Tversky showed that the representativeness bias was powerful enough even to overcome logic. Consider the following description:

Linda is thirty-one years old, single, outspoken, and very bright. She majored in philosophy. As a student, she was deeply concerned with issues of discrimination and social justice, and also participated in antinuclear demonstrations.

The subjects were then asked to judge which alternative was more probable:

Linda is a bank teller

Linda is a bank teller and a feminist.

The fact that 85 to 90 percent of undergraduates at several major universities chose the second option reveals the devious power of the representativeness bias.4

Perhaps the most powerful demonstration of heuristic bias, however, came from Kahneman and Tversky’s later work on “loss aversion” coupled with “framing bias.” Here experimental subjects were faced with the following scenarios:

Problem 1:

Imagine that the US is preparing for the outbreak of an unusual Asian disease, which is expected to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume that the exact scientific estimates of the consequences of the programs are as follows:

If Program A is adopted, 200 people will be saved.

If Program B is adopted, there is a one-third probability that 600 people will be saved and a two-thirds probability that no people will be saved.

Which of the two programs would you favor?

In this problem, framed as one in which lives could be saved, 72 percent of subjects were risk averse and chose Program A, with only 28 percent opting for Program B. Now consider an alternative:

Problem 2:

If Program C is adopted, 400 people will die.

If Program D is adopted, there is a one-third probability that nobody will die and a two-thirds probability that 600 people will die.

Here, with the problem framed as one in which some people may die, only 22 percent of subjects chose Program C, with 78 percent choosing Program D. The problem, of course, is that Programs A and C are mathematically identical to one another, as are Programs B and D.5

Our deep-seated propensity for loss aversion is here beautifully illustrated by the irrational rejection of an identical scenario, merely because it is framed differently. Indeed, some have suggested that this illustrates the cognitive problem behind the sunk cost fallacy, which so famously tempted President George W. Bush in his 2005 speech.

Kahneman and Tversky’s work thus opened a pandora’s box of irrationalities in human judgment, which other researchers in a wide range of fields have now explored, with seminal consequences for psychology, economics, sociology, philosophy, and a range of other subjects. In Chapter 2, we saw how Mercier and Sperber attempted to account for the problems of motivated reasoning and confirmation bias. But there are literally hundreds of other biases that have now been discovered, the cumulative effect of which may make us wonder that human beings can make any rational decisions at all!6

Outside psychology, the greatest influence of this work by far has been in the field of behavioral economics, where the discovery of such biases directly undermined the standard economic model’s assumption of rationality. Behavioral economics got its start when Richard Thaler, who was then a young economist at Cornell, contrived to spend the 1977–78 academic year at Stanford, so that he could meet and talk with Kahneman and Tversky, who were visiting fellows at the nearby Center for Advanced Studies in the Behavioral Sciences.7 The three of them met regularly over that year, sharing ideas across psychology and economics. Then, in 1980, Thaler published a paper entitled “Toward a Positive Theory of Consumer Choice,” which Kahneman has called “the founding text in behavioral economics.”

Since then, the field has exploded, with behavioral economists teaching at Harvard, MIT, Berkeley, Stanford, Chicago, Princeton, and elsewhere, studying everything from how to get people to use less electricity, drive less in the city, sign up to be organ donors, and save more for retirement. Successful applications based on some of this work have even found their way into public policy. Indeed, in 2009 the Obama administration hired Cass Sunstein (Thaler’s co-author of the highly influential 2008 book Nudge, which President Obama had read) to head the Office of Information and Regulatory Affairs. The influence of behavioral economics began immediately, with the April 2009 payroll tax cut meant to stimulate the economy, where Obama decided against sending one-time rebate checks (which research had shown people were more likely to save than to spend), instead opting for decreased paycheck withholding.8 In his 2010 budget, Obama again relied upon behavioral economics, when he sought a mandate for the Department of the Treasury and the Internal Revenue Service to provide preapproved language for employers so that they could more easily set up automatic enrollment for their employees in 401(k) plans, to encourage more people to sign up for them. (However, this initiative—and budget—did not pass Congress.)

This prescriptive use of behavioral economics to enable gently paternalistic social planners at all levels of government to “nudge” their citizens in the direction of making better choices is classic for the discipline, and can be seen most clearly in two of the most interesting and highly influential research programs in the field: Sheena Iyengar’s work on the “paradox of choice” and Richard Thaler’s work to increase retirement savings called “Save More Tomorrow.”

Believe it or not, the classic work on choice involved choosing jam. In 1999, Sheena Iyengar and Mark Lepper published a study in which they sought to test how even a simple decision might be effected by our number of choices. The experiment took place in a grocery store that was set up with a booth where shoppers were offered the chance to taste different kinds of jam. In the initial display there were twenty-four choices of jam. In the experimental condition this was decreased to six options. The displays were rotated every few hours (to ensure that virtually no shoppers remained from one experimental condition to the next) and other scientific controls were also instituted. Iyengar and Lepper then measured how many jams people chose to taste from each display and gave everyone who stopped at the booth a coded coupon, so that the researchers would be able to measure their later purchasing behavior.

And what they found was nothing short of amazing. Even though the more extensive array of jams attracted slightly more initial interest from shoppers, their subsequent purchasing behavior was radically diminished. In each display, about an equal number of people tasted the same number of jams. But when the researchers later measured the results they found that those shoppers who had visited the booth with twenty-four choices used their coupons only 3 percent of the time, whereas those who had visited the booth with six jam choices used their coupons 30 percent of the time.

In their analysis of these results, Iyengar and Lepper speculated that the complexity of the first task must have overwhelmed the shoppers. They couldn’t be sure that they had chosen the best jam, so many chose not to buy any at all. But in the second condition they were thought to be better able to handle the choice. As it turned out, more choices were not necessarily better. Although few would probably have articulated it this way, people seemed to want fewer choices. Indeed, when the task was set up this way, consumers actually bought more jam.9

Now the interesting thing about this work is that it has such wide application to non-condiment social topics. One perennial social problem is why people save so little in their 401(k) retirement plans—in some cases even foregoing employer matching funds, leaving money on the table. This may sound like a trivial social problem when compared to the yawning ones of war, terrorism, budget deficits, and entitlement reform, but the human misery of not saving enough for retirement should not be underestimated. With the current push for privatization of retirement plans, lots of corporations have stopped offering defined benefit pensions to their employees, preferring instead to make defined contributions and then let their employees manage their investment options—and take all of the risk—themselves.

The dilemma is a familiar one. On the first day of a new job we are likely faced with a stack of papers to get back to Human Resources by the end of the week. One of them inevitably involves choosing whether to participate in the employer’s 401(k) plan and, if so, at what percentage reduction to our salary and among what investment options. As we look over the forms, the choices are formidable. Is 5 percent enough to withhold? Is 10 percent? How much will I need to retire? And how can I possibly choose between the fifty or so investment options? Will the more conservative ones allow me to save enough? But if I choose a riskier one, what is the likelihood that I might lose my money? Is it any wonder that a significant number of us elect to put the decision off until later (which effectively means choosing not to enroll)?

In the application of her “jam” work to saving for retirement Iyengar collaborated with two new colleagues in order to investigate just this problem.10 Just as with the jam studies, the underlying problem was due not to some deep-seated irrationality or mistake in reasoning, but the simple human tendency to put off a decision where one might make a mistake, especially when we feel overwhelmed by too many choices. And, once again, the results were stunning. Iyengar and her colleagues found that for every increase of ten investment options, the participation rate fell by 1.5 to 2 percentage points. But the solution turned out to be easy. As with the jam, people apparently wanted fewer choices.

Here the story continues with the work of Richard Thaler in his Save More Tomorrow program, which directly addresses the problem of how to get more people to enroll—and choose better options—for their retirement plans. The first decision, of course, is whether to participate in an employer’s 401(k) plan at all. Here Thaler recommends the ultimate reduction in choice: automatic enrollment. The idea here is not to force someone to enroll in a retirement plan against his or her will, just to change the default option so that if someone procrastinates and does not turn in the paperwork, they automatically become part of the company’s plan. The choice that they face, therefore, is not whether to join the plan, but whether to opt out. By changing the default, Thaler found that the participation rate shot up by more than 30 percentage points.11 The employees still had a choice, but it was a radically restricted one, and they ended up being much better off for it.

The next choice involves how much to save for one’s retirement plan, and here the benefits of the Save More Tomorrow plan really kick in. It turns out that even when employees chose to participate, they were inevitably put off by the idea that they would have to reduce their salary to do so. Consequently, many chose a salary reduction that was far too low. To address this Thaler came up with the idea that although one could choose to participate now, the effect of that choice would be more palatable if it kicked in only later, especially when coupled with a raise. Given that the average raise is 3 percent, Thaler’s program offered participants the option of committing themselves to increase their contribution level by 3 percentage points every time they got a pay raise; thus they would not see the effect of this decision as a reduction on their paycheck. For those employers who instituted this program, contribution levels quadrupled.12

The final decision is how to invest one’s money, especially when faced with an overwhelming array of possible investment options. Recall from Iyengar’s work that our ability to choose the “best” option in such a case often shuts down. And if the default option is to put all of our money into the most conservative investment option—usually a money market fund—there is an excellent chance that unless we later modify this we will not reach our retirement goal.

Thaler’s solution again relies on the simple idea of changing the default option. Once federal law was changed in 2006 (so that employers were no longer legally responsible for investment losses under automatic enrollment), the prospect of simplifying investment choice opened up. With this came the introduction of “target date” investment funds, in which the employee had only to choose the year in which he or she would likely retire. These plans had the advantage not only of diversifying one’s initial investment allocation into a basket of stocks, bonds, and cash options (based on age), but also gradually changed this allocation over time, to become more conservative as one’s retirement date grew nearer. By making these sorts of funds the default option (again, allowing employees to opt out of them), Thaler discovered a plan that allowed employees to make investment decisions that were more in line with historical trends that have provided reliable growth for retirement savings (such as diversifying and putting more of one’s investment into equities and eschewing overinvestment in one’s company stock). By focusing on psychological research into the human tendency for procrastination, loss aversion, inertia, and dislike of too many options, behavioral economics has thus discovered not only some of the irrationalities behind human behavior, but how to change the “choice architecture” so that we will be able to live better despite our irrationalities.

What does all of this have to do with respecting truth? For one thing it is important to note that behavioral economics is based on the idea that there is a truth about human behavior and that it can be discovered only when we admit that this is an apt subject for scientific investigation. As such, we need to learn to put our intuitions and assumptions about human behavior on hold, in order to learn from experimental evidence what actually motivates us and shapes our decisions. As we’ve seen, once these truths are discovered they can help us to implement a more effective public policy, as enlightened social planners learn how to “nudge” us in the right direction.13 One needs to know the truth before one can use it.

But it is also important to recognize that this sort of knowledge can be misused as well. If we are unaware of the unconscious forces that influence human behavior, then we cede knowledge—and control—to those who do understand them. As such, the irrationalities behind human action provide a means for us to be manipulated by those who seek to exploit our cognitive foibles in order to get us to do what is in their interests, rather than our own. If the behavioral economists are right that there is a set of predictably irrational forces that influence human action, isn’t it best for us to know about them? Part of respecting truth means acknowledging that we don’t know everything and understanding that this is unlikely to change unless we gain enough knowledge to put ourselves in the driver’s seat.

Manipulating Belief

Does anyone seriously doubt that there are forces out there who are seeking to get us to believe what they want us to? Political campaigns, advertisers, industry, partisan think tanks, and some of the media have clear vested interests not just in shaping our actions, but in getting us to believe that certain things are true (even when they are not). Some of the most striking demonstrations have come from psychological studies of political belief.

In one study, Brendan Nyhan and Jason Reifler exposed political partisans to mock newspaper stories, which included claims that were provably false.14 For conservatives, they provided false stories about how there were WMDs in Iraq and how the Bush tax cuts increased government revenue. For liberals, the stories claimed that the Bush administration had imposed a total ban on stem cell research. Next they exposed the subjects to direct contradictory evidence, such as a speech from Bush in which he admitted that there were no WMDs in Iraq. And the results were shocking. The researchers found not only that exposure to contrary facts did not necessarily convince subjects to change their false beliefs, but that in some cases they produced a “backfire effect” in which the erroneous views became more hardened once subjects were exposed to contrary truthful evidence. Worse, this effect increased with one’s level of education. Is it any wonder that in the 2012 presidential campaign, Time magazine published an October 15, 2012, cover story called “The Fact Wars” in which they decried that neither political campaign seemed to be paying a price for false or misleading claims in their political advertisements? As one Romney advisor put it: “we’re not going to let our campaign be dictated by fact checkers.”

Perhaps the reason is that both campaigns were familiar with other research which has found that repeated exposure to the same message makes us more likely to believe it, even when the message is untrue.15 Of course, knowledge of this phenomenon is not new, as evidenced by the infamous quotation from Hitler’s propaganda minister Joseph Goebbels who said, “A lie repeated often enough becomes the truth.” When coupled with the phenomenon of “source amnesia” (where we tend to remember only the content of a message and forget where we heard it—or whether the source was reliable), one is confronted with a formidable set of barriers to having truthful beliefs, even when one is willing to gather evidence.16

As with the results from behavioral economics, it is easy to imagine how these cognitive foibles might be dangerous in the wrong hands. In political campaigns, where they may be trying to get us to forget the all-important context of an opponent’s inflammatory statement—or in an advertisement where we are hammered again and again with the name of a product—or in partisan news media where we are told that the “fact checkers” are biased—we see the effect of these phenomena. Yet part of respecting truth means being aware of our cognitive weaknesses and understanding how our mind works. Unless we are prepared to accept that we are prone to such biases and admit that we do not automatically understand everything about ourselves just because we are human, we will constantly be fooled and exploited by those who have mastered these effects. Human intuition can take us only so far. Free will, if we have it, is useless unless we understand the way that the human brain reacts to choice. As we’ve seen, not all of our mistakes are due to ignorance; some are due to our unconscious irrationalities. But what to do, then, when confronted with these irrationalities? Should we remain ignorant or pretend that they do not apply to us?

This is one reason why I have argued in favor of a science of human behavior.17 Once we have a better understanding of the causal influences behind human action, we will be in a better position to improve social ills and live a more enlightened existence. Once we have studied our behavior scientifically, we will be in the driver’s seat for social change, rather than allowing ourselves to be pushed around by seemingly random social forces that no one understands or exploited by those who understand them all too well. Whether we think that we should be in charge of our own destiny—or put our faith in a paternalist government whom we hope has our best interests at heart—what seems clear is that knowledge of human irrationality is out there, waiting for us to discover it. We can either resist such knowledge or embrace it, but the only way to keep from being manipulated is to admit our ignorance and learn the truth about ourselves. Respecting truth counsels the latter path.

The Problem of Self-Deception

One lingering problem is self-deception. Sometimes we are fooled not just by others, but by ourselves. Just because there is a truth about our behavior doesn’t mean that we are prepared to admit it (or recognize it). When someone lies to us, it makes us angry and we want to expose them. As it turns out, there are good behavioral techniques—such as reading facial microexpressions—that can help us to detect when someone is lying.18 These are now used by the TSA (Transportation Security Administration) in the prevention of terrorism or the detection of smuggling. But what happens when the person who is trying to fool us is ourselves?

In his book The Folly of Fools: The Logic of Deceit and Self-Deception in Human Life, Robert Trivers explores the fascinating problem of self-deception.19 According to Trivers, there is a solid evolutionary argument for why self-deception should never occur, for there is likely to be a heavy tax on survival when we are alienated from reality. If we are prone to believe things that are untrue, how would we survive the negative consequences of this tendency and pass our disposition for delusion down through our genes to future generations? And yet we deceive ourselves every day. Why? The answer is that there must be a corresponding benefit to self-deception, which outweighs its evolutionary cost. In his book, Trivers develops a compelling evolutionary argument for the benefits of self-deception and the likelihood that such unconscious biases guide a good deal of human behavior. The short answer (though I heartily recommend reading Trivers’s entire book) is that sometimes the best way to fool others is first to fool ourselves.

One example—which works as well for animal behavior as for our own—may serve to illustrate the argument. Consider the problem of overconfidence:

[T]wo animals square off in a physical conflict. Each is assessing its opponent’s self-confidence along with its own—variables expected to predict the outcome some of the time. Biased information flow within the individual can facilitate false self-confidence. Those who believe their self-enhancement are probably more likely to get their opponent to back down than those who know they are only posing. Thus, nonverbal self-deception can be selected in aggressive and competitive situations, the better to fool antagonists.20

Even though this example is drawn from non-verbal, animal behavior in a physical encounter, it is easy to imagine how its applications could be extended. Two prisoners in the recreation yard fighting over turf? Two university professors in a public spat over who is the more eminent figure in his field? The analogies are endless.

Of course it cannot be a comfortable thing to realize that one is being deceived, even by oneself, despite seemingly good evolutionary reasons behind the deception.21 Consider the case of “implicit racial bias.” Most people are routinely shocked and embarrassed to discover the depth of their prejudices. Some of the most popular and well-known work on this topic has been done by Mahzarin Banaji, a social psychologist at Harvard, who (along with Brian Nosek and Anthony Greenwald) has invented the Implicit Association Test (IAT) by which we may allegedly measure our biases on a host of subjects. In the most controversial test, Banaji purports to be able to measure whether someone is a racist.22 The key point here is not that subjects are reluctant to admit to others that they have racial biases. Banaji argues that many people do not even know that they have such biases until they take her test, because biases are unconscious.

In a typical test, subjects were presented with a series of words such as “glorious,” “failure,” “wonderful,” and “hurt,” and were then asked to sort them according to whether they were “good” or “bad” words by pressing the “e” key on the computer with one’s left hand for one categorization and the “i” key with the right hand for the other.23 Although it is possible to make a sorting mistake (and the computer will catch you if you do) what is actually being measured is not one’s accuracy in categorizing “wonderful” as a “good” word or “hurt” as a “bad” one, but rather how long it takes to get the right answer. The test then moves on to a series of “European” and “African American” faces, where the left and right sorting continues. Next, the categories are paired, such that “European” faces and the “good” words are on one side, with “African American” faces and the “bad” words on the other.24 Then the moment of truth arrives; the pairing is reversed. Now the European faces must be paired with the bad words and the African American faces must be paired with the good ones.

Again, the crucial measurement here is the time that it takes to do an accurate sorting, on the theory that—if one is an implicit racist—it will allegedly take more time to pair the good words with the African American faces than it will the converse. And this is precisely what Banaji and her colleagues have found. As Banaji is fond of saying, the measurement at hand is not subtle: “a sundial will do.” Most subjects—including over half of African American ones—show an implicit bias for European faces on this test.

What does this show?25 Is this a new result in line with behavioral economics, where we have used scientific procedures to discover an unconscious truth about ourselves? Banaji appears to think so, and has agreed to testify as an expert witness in at least one case where there were allegations of race bias on a jury.26 And her results have been used by others for everything from corporate training to diversity education in university orientations. But one should pause here for a moment and consider a problem. Aside from the moral question of whether one should be considered guilty of “thought crime” merely for a result on a test, one wonders whether the results of this test have been shown to be valid, by correlating with “racist” behaviors by those who do poorly on them.27 To her credit, some of Banaji’s recent work has investigated these issues, though the results remain equivocal.28

But there is a larger issue here of methodology. Although it is rarely a welcome conclusion that one is a racist, many in the media and in the academy have rushed to embrace Banaji’s results, without questioning whether there are scientific flaws in her work. One potential flaw, involving the order of presentation of the pairings, seems potentially significant. If one first learns from the test that European faces are to be associated with good words (so press the “e” key) and that African American faces are to be associated with bad words (so press the “i” key), and then these are reversed, there is naturally going to be a prior association at work, not necessarily based on one’s cultural or implicit associations, but from the first half of the test itself. In the FAQ section of her website Banaji calls this the “order effect” but it is more well known in the psychological literature as “perceptual set” and can be experienced by anyone who has learned to do something one way and is then forced to do it another. Someone who has learned to type on a QWERTY keyboard (as nearly everyone does), for example, will find it almost impossible to make the transition to a Dvorak keyboard, even though it is superior in both speed and accuracy for those who start with it. Indeed, it is harder to learn to type on a Dvorak keyboard for someone who has already learned QWERTY than it is for someone who has never learned to type at all.

Banaji admits on her website that the order of presentation on the IAT does make a difference in some tests, but she goes on to explain that “the difference is small and recent changes to the test have sharply reduced the influence of order.” She goes on to explain that the test has now been changed so that the order of presentation is random, and that “with the revised task design, the order has only a minimal influence on task performance.”29 Curiously, she then states that one may check whether order had any effect on one’s own test by taking it again and that if there is a different result, the true answer probably lies halfway between them. This is a ridiculous statement, however, in light of the previous discussion of the order effect, for the order in which one takes the tests (and not just the order of the tasks within a test) may also suffer from the same problem of the “order effect.” Of course, this is a straightforward matter to discover, for one could just compare the implicit bias results for a large number of subjects, each of whom is taking the test for the first time, half of whom were shown the associations in one order and half in the other, to see whether the effect is diminished or might even disappear altogether. The FAQ discussion of this problem on the IAT website lists a paper by Nosek, Greenwald, and Banaji as “in press,” so one cannot see the data nor learn if these findings can be replicated by other researchers.30 Critics of this work, I am sure, will welcome the chance to do so.

But there is another potential methodological flaw with the IAT which, to my knowledge, has never been tested. In October, 2003, I was in the audience when Prof. Banaji gave her implicit race bias test to a ballroom of people at a conference at Harvard. The results were predictable. Afterward, during the Q&A session, I asked whether the effect might be due to the well-known psychological phenomenon of “inhibition,” whereby our performance is degraded when we are under stress. In a public demonstration on such a “hot” topic as race bias, surely the task of correctly categorizing words with faces is complicated by the fact that one is attending to one’s performance at the same time that one is performing the task. If one does not want to be thought of as a racist, this feedback loop might well interfere with the result, creating a self-fulfilling prophecy. In short, nobody wants to be thought a racist, so if you’re sitting there timing yourself, your ears get hot and your face turns red and it takes longer for you to perform the task because you are inhibited by how your answers look to others (or to yourself).

Prof. Banaji’s response was instructive: “Racists’ ears don’t get hot.” But of course this is a logical error. I did not say that if one is a racist then one is not inhibited; I said that if one is not a racist (or didn’t want to be thought to be one) then one would be inhibited. Note that this effect could be experienced even if one were taking the Implicit Association Test in private. Surely, if we do not want to be a racist, it is our own opinion of ourselves that we fear as much as the opinion of others. When the task on the computer begins, and we must now pair African American faces with good words, we all know what the “right” answer is supposed to be. And our ears do get hot. We say “uh oh, I hope this test doesn’t show that I have racial bias; I’d better be careful,” which of course increases our “cognitive load” and has the potential to interfere with our performance. At various times during the task, if one takes too long on any given pairing, one cannot help but think of the negative effect that it will have on one’s own overall assessment, which of course only makes the problem worse and lengthens our time to get the “right” answer.31

Another possible criticism along these lines is the (perhaps ironically named) phenomenon of “stereotype threat,” whereby one’s expectations regarding one’s performance can affect it. In a groundbreaking study, Kelly Danaher and Christian Crandall found a difference in girls’ performance on the AP Calculus AB exam based on the seemingly trivial matter of whether they were asked to fill in the demographic bubbles (including one about gender) before they took the test or afterwards. By priming thoughts of their gender before the test, perhaps triggering the gender stereotype that “girls aren’t as good at math as boys,” Danaher and Crandall hypothesized that this might negatively affect performance, which it did.32 Thirty-three percent of girls scored worse on the test when demographic information was requested before the test began, rather than after.

Analogously, one wonders whether knowing that the IAT is a test of implicit racial attitudes before the test might trigger negative thoughts of “oh no, I hope it doesn’t show that I’m a racist,” which could affect performance.33 Where is the “null hypothesis” in testing implicit racism? Although racial bias may be unconscious, our knowledge of what is being tested surely is not. Don’t we need some way to test subjects without their knowledge of what is being tested, so that we could neutralize any effects of inhibition and stereotype threat?

After the ballroom demonstration, I suggested to Prof. Banaji that she consider a test where the associations might seem dissonant, but the valence was not so “hot.” This might eliminate the problem of being embarrassed, either in front of others or to oneself at getting the “wrong” answer. Perhaps one might have word pairs like “loving” and “affectionate” juxtaposed with dog breeds like “pit bull” and “golden retriever.” Unless one were worried about being judged a “doggy racist” I think that the results of this test might be very instructive in sorting out the issue of inhibition.34 Better, one might consider a “null hypothesis” test, where one performed the IAT with a series of zero-valence shapes like rectangles and triangles, to see if there was any effect (and, if so, whether there was an order effect as well). Or, if one prefers to stick with “hot” topics, perhaps the subjects’ autonomic responses might be measured for an increase in respiration or blood measure, to see whether they were stressed when faced with the “racist” task. These days, one could even hook them up to an fMRI and measure blood flow to different parts of their brain, to see how “hot” they actually were. To my knowledge, such tests have never been performed.

Finally, let us return to the question of what is actually being measured by the IAT in the first place. Suppose that any given test does show that certain pairings take longer than others. Is this necessarily reflective of bias? Why not suppose that there is a mere cultural association that we have internalized after long exposure, even though we may disagree with it? Consider, for example, an IAT that juxtaposed the word “stove” with the word “snow.” Both are fairly neutral words and have a host of mildly good and bad associations. But I would bet that it is more difficult to pair “stove” with “good” words on the IAT than with the bad ones. Why? Because of the cultural association we all learned at an early age from our parents between stoves and fire, which is dangerous. But does this mean that we are biased against stoves? Does it even mean that we prefer snow to stoves? Thus even if there is a learned cultural association between African American faces and “bad” things, does this mean that the person who learned it is biased? If so, what are we to say about the more than 50 percent of African Americans who show implicit bias against their own race?

We face a sometimes slippery slope when dealing with the scientific study of irrationalities that involve self-deception. When we have an unconscious bias and we are not aware that we are being judged for our “poor” performance—such as when we are choosing a jar of jam or we are procrastinating in signing up for a retirement plan—our mental awareness does not alter our behavior or get in the way of its measurement. When we are being deceived by others (e.g., the researchers who are secretly looking to see whether we are buying any jam), our behavior is unaffected. But when the situation changes to one of self-deception and self-awareness (when we understand that our behavior is being measured—by others or by ourselves—in comparison with some normative standard) our behavior may be altered. The problem of self-deception, like any of the rest we have considered from behavioral economics or evolutionary psychology, is a scientific issue and I do not mean to suggest that the answer to these questions is unavailable to further scientific inquiry. I do, however, offer the warning that just because a result is measurable, and produced by “social scientists,” does not mean that the finding is methodologically sound nor the result valid. As Matisse once said, “exactitude is not truth.” Like natural scientists, social scientists must have enough respect for truth to criticize their own hypotheses.

For every social scientific breakthrough about procrastination or the irrationalities of choice, there is another layer to the onion of self-deception. It is important to keep peeling these away until we discover which findings are genuine and which are not … which truths we may be resisting and which ones we are prepared to accept. The discovery of truth is not automatic, even if we are using science. As Trivers has shown, human survival depends on a melange of competing interests and the discovery of truth is only one of them. As such, it is not surprising that our brains are not wired exclusively for the discovery of truth. But this does not mean that we cannot choose truth. Despite our irrationalities and mental foibles, it has been demonstrated throughout human history that we are capable of inventing institutions—like science—that allow us to sort through the prejudices, wishful thinking, and mistakes that may clutter individual thinking. And this seems as true of our investigations into ourselves as it does the patterns of nature. Of course, we are right to be skeptical of the idea that every alleged scientific breakthrough reveals a truth. As in natural science, we must be on guard against mistakes. But, where the work is good and it has been adequately conducted, there is no reason to continue down the path of resistance and denial. Self-deception may be an inherent part of human bias—and thus perhaps itself a suitable topic for behavioral economics—but this does not mean that we are stuck with it when deciding what to believe. As with other irrationalities, once we become aware of our cognitive limitations, we should try to overcome them in the pursuit of truth.

Conspiracies, Rumors, and Other Barriers to Truth

There is one more category of irrationality that we should now consider: the crackpots. Although they tend not to be studied very much by behavioral economists or social psychologists—because their beliefs are so widely skewed from the norms of human society—they deserve to be considered here, if only because a surprising (and growing) number of our fellow citizens seem to buy into such beliefs every day.35

First, there are the “true believers,” who desperately cling to a set of beliefs or doctrine that is completely at odds with reality, not to mention any rational standards for the revision of one’s beliefs in the face of contrary evidence. There are literally hundreds of examples of this phenomenon throughout human history, but one of the most recent and bizarre was the 2011 “doomsday prophecy” of Harold Camping, an evangelical minister and host of the Family Radio Worldwide network. Based on his study of Christian scripture, Reverend Camping predicted that the world would end on May 21, 2011. His followers were exhorted to spend their life savings on billboards to announce the coming Judgment Day and drive around the country to spread his message, which many did. It is estimated that more than $100 million was spent on such efforts.

As it turns out, this was not the first time that Camping had predicted the apocalypse; decades earlier he had predicted the end of the world on September 6, 1994. When that didn’t happen, he claimed that he had made a mathematical error. But this time, he assured his followers, he knew that May 21, 2011, would be the day. When the day came with no apocalypse, Camping’s followers were puzzled. Some said that perhaps the calculations were merely wrong again. Others said that their faith had delayed things, so that more souls could be saved. But the idea that captured Camping himself was that he had been correct and that Judgment Day had actually happened, but that it had been a “spiritual judgment day” with no destruction of the Earth. That was still coming, he warned, and would occur on October 21st, 2011. But, since no more salvation was possible, there was no point in continuing to tell anyone, so his radio station stopped its warnings and simply began to play Christian music until the rapture that would arrive on October 21st. Over the summer, Camping had a stroke and dropped out of sight while his following dwindled. After October 21st passed without incident, he apologized for his error and said that his Christian critics had been right all along to quote the words of Matthew 24:36: “of that day and hour knoweth no man.” The end of the world was still coming, he believed (along with millions of Christians worldwide), but it had been arrogant of him to try to predict the date.

If this were an isolated incident, perhaps we could let it pass. But it is intriguing to note that the scenario just described is almost identical to one that occurred in the 1950s when a group called “The Seekers” sold all of their possessions and waited on a mountain top for a space ship to rescue them. Their leader, Dorothy Martin, had allegedly transcribed an interstellar message through automatic writing that the world would end on December 21, 1954. When that didn’t happen, Martin greeted her devotees with a new message: that their little group had believed so hard and spread so much light to the world that God had decided to save the planet! They were overjoyed.36

The latter incident was studied in its own day by the eminent social psychologist Leon Festinger, who marked it as one of the classic examples of “cognitive dissonance.” Cognitive dissonance occurs when we have two or more beliefs that conflict with one another, which threatens our ego. This makes us stressed. We strive to reduce this stress by changing one of our beliefs to achieve harmony again, normally in a way that denies that there was ever any dissonance. So is this sort of “true belief” abnormal or not? Is it deviant? According to social psychologists we all experience the phenomenon of cognitive dissonance. Although it is easy to laugh at such extreme examples as the doomsday prophets, it is probably wise for us to be on the lookout for times in our own lives when we also engage in more subtle forms of disrespecting truth.

Consider, for example, conspiracy theories. Surely there are too many of these to mention. The US government is responsible for (or at least knew about) 9/11. Barack Obama was not born in the United States. The Bureau of Labor Statistics faked the unemployment rate drop from 8.1 to 7.8 in the month before the 2012 Presidential election. What do all of these beliefs share? The idea that there are brilliantly competent but evil forces at work, who are colluding to keep us from knowing the truth. In fact, these forces are so good at their jobs that they have managed to suppress most of the evidence and keep their co-conspirators quiet. The fact that there is so little evidence for these beliefs, therefore, is testimony to the genius of those who are covering them up. Nonetheless, if one is paying attention, any member of the public can easily “connect the dots” and see that there must be a conspiracy at work.

That there are believers of such nonsense strains credulity. Yet it is curious, for our purposes, to note that these folks at least want to know the truth! But do they respect it? Hardly. Respecting truth means having at least some faith in the laws of probability. Coincidences do happen. In fact, they are predictable. Which is more likely: that the unemployment rate actually dropped from 8.1 to 7.8 in October 2012, or that a government agency which employs thousands of people—both Democrats and Republicans—managed not only to manipulate economic data, but keep it a secret?

Customarily, such ideas are understood to be the province of cranks and spread no more harm than infecting the minds of those who are addicted to late-night talk radio. But occasionally there is genuine harm that results. All that is necessary for such deviant beliefs to become virulent is for one person in a position of power to believe them. Take, for example, those who deny that HIV causes AIDS. Although this belief has roots in America, it has had its deadliest effect in South Africa, which has the world’s largest population of those who are infected with HIV. During the period from 2000 to 2005, South Africa’s president Thabo Mbeki denied that HIV caused AIDS. He argued that antiretroviral drugs were part of a “Western plot” by pharmaceutical companies and Western governments to poison the people of Africa. Instead, he recommended treatment with garlic, herbs, and lemons rather than AZT. The Harvard School of Public Health estimates that 365,000 people died as a result.37

Unfortunately, we have now begun to experience the negative consequences of such deviant beliefs about medicine—though thankfully on a much smaller scale—in America as well. The idea that childhood vaccines cause autism may at some point have been a credible scientific hypothesis. Although the mechanism was unclear, a 1998 study by Dr. Andrew Wakefield was published in the respected British medical journal Lancet, in which he proposed that there was a linkage between the MMR vaccine and autism. The resulting outcry—driven by concerned parents, some of whom were Hollywood celebrities—was enormous. Vaccination rates began to drop in some communities to levels where experts worried about “herd immunity.” If only one child is unvaccinated, the concern may be slight. But if multiple families stopped vaccinating their children, could the recurrence of childhood diseases be far behind?38 This is exactly what occurred in Ashland, Oregon, where exemption rates for childhood vaccinations reached as high as 30 percent, and in Marin County, California, where 7 percent of children showed up to kindergarten without state-mandated vaccinations. Consequently, whooping cough, measles, and mumps are making a comeback after virtually disappearing in the United States.39

Meanwhile, scientists began a desperate search for any linkage between vaccines and autism. As a precautionary measure, many pharmaceutical companies stopped using thimerosal in MMR vaccines, due to concerns about mercury. When it was later found that Wakefield’s work was flawed, the shift from public health to conspiracy theory began. That Wakefield’s hypothesis has now been scientifically discredited is beyond dispute. Although it is scientifically impossible to “prove a negative” (that vaccines do not cause autism, that garlic does not prevent AIDS), the question becomes how to assess the probabilities, based on the evidence. First came the suspicious circumstances. Wakefield’s research was based on interviews with just twelve families, which seemed too few to support such a sweeping hypothesis. Then it was learned that Wakefield had a serious undisclosed conflict of interest due to his patent application for a measles vaccine that would have competed with the classic MMR shot. Ten of the thirteen authors of the original paper retracted their contributions. Next came the substantive challenges.

Epidemiologists in Finland pored over the medical records of more than two million children … finding no evidence that the [MMR] vaccine caused autism. In addition, several countries removed thimerosal from vaccines before the United States. Studies in virtually all of them—Denmark, Canada, Sweden, and the United Kingdom—found that the number of children diagnosed with autism continued to rise throughout the 1990s, after thimerosal had been removed. All told, ten separate studies failed to find a link between MMR and autism; six other groups failed to find a link between thimerosal and autism.40

Ultimately, the Lancet retracted the paper and the British medical association revoked Wakefield’s medical license. Still the drumbeat of conspiracy continued. If thimerosal did not cause autism, why was it removed? What were they hiding?

A 2004 report from the Centers for Disease Control, which discredited any link between autism and thimerosal, became a flashpoint for controversy, raising suspicions of a governmental cover up. US Representative Dan Burton, R-Indiana, held emotionally charged hearings.41 Robert F. Kennedy Jr. said that the report proved that “the CDC paid the Institute of Medicine to conduct a new study to whitewash the risks over thimerosal.” When confronted with the CDC report, actress Jenny McCarthy said, “ … we vaccinated our babies and something happened. … My science is named Evan and he’s at home.”42

At what point does “skepticism” become crackpot? How long before the preference for anecdotal over scientific evidence tips the balance toward a conspiracy theory that ranks with AIDS deniers and those who believe that NASA faked the Moon landing? Conspiracy theories are one of the most insidious forms of disrespecting truth for, even while they profess to be guided by the fervent desire to discover a truth that someone else is hiding, they simultaneously undermine the process by which most truths are discovered. Conspiracy theorists are customarily proud to profess the highest standards of skepticism, even while expressing a naive credulity that the most unlikely correlations are true. This is disrespect, if not outright contempt, for the truth.

Finally, we turn to the problem of rumor. After the foregoing account, it may seem that belief in rumors has nothing much in common with the set of irrational beliefs that we have dismissed so far as “crackpot.” Yet rumors too can be dangerous and far-fetched. In the absence of reliable sources of information, rumors can tempt us to believe things that in less exigent circumstances we would be highly likely to dismiss.

The best example in recent years is the list of atrocities that allegedly occurred in New Orleans just after Hurricane Katrina. Armed gangs were beating and raping tourists in the street. Snipers were shooting at rescue workers. Inside the Superdome—which was home to some 25,000 refugees—muzzle flashes were said to portend mass killings with bodies piling up in the basement. Children’s throats were slit. Women were being dragged away from their families and raped. A seven-year-old girl was raped and murdered. Two babies had their throats slit.

The consequences of these reports were dire. When Governor Kathleen Blanco sent the National Guard in to restore order, she did so with a stark message to the perpetrators: “I have one message for these hoodlums: these troops know how to shoot and kill, and they are more than willing to do so if necessary, and I expect they will.” She and Mayor Ray Nagin called off rescue efforts to focus on protecting private property. Helicopters were grounded. The sheriff of one suburb that had a bridge to New Orleans turned back stranded tourists and locals, firing bullets over their heads. New Orleans had become a prison city. A team of paramedics was barred from entering the suburb of Slidell for nearly ten hours based on a state trooper’s report that a mob of armed, marauding men had commandeered boats. An ambulance company was locked down after word came that a firehouse in Covington had been looted by armed robbers.43 New Orleans police shot and killed several lawbreakers as they attempted to flee across the Danziger Bridge.

The problem is that none of the reported atrocities just described actually occurred. None. Three weeks after the storm, police superintendent Edwin P. Compass III, who had initially provided some of the most graphic reports of violence, said “we have no official reports to document any murder. Not one official report of rape or sexual assault.” During the alleged six-day siege inside the Superdome, Lt. David Benelli (head of the New Orleans Police Department’s sex crimes unit) lived with his officers inside the dome and ran down every rumor of rape or atrocity. At the final count, they had made two arrests, both for attempted sexual assault, and concluded that the other rumored attacks had not happened.44

The snipers who were shooting at rescue workers turned out to be a relief valve on a gas tank that popped open every few minutes. The men commandeering boats turned out to be two refugees trying to escape their flooded street. The report of the robbery at the firehouse was simply false. When the giant refrigerated trucks backed up to the Superdome to haul out the bodies, there were only six: four had died of natural causes and one from suicide, with only one dying of gunshot wounds.45 The child who was raped—and indeed each of the rapes in the Superdome—turned out to be untrue. So did the story of the murdered babies. Despite police commitment to investigate, no witnesses, survivors, or survivors’ relatives ever came forward.46

What was very real, however, was the aftermath of the city’s stalled rescue efforts and the crackdown on all those alleged lawbreakers. The people who were shot by police on the Danziger Bridge turned out to include a middle-aged African American mother who had her forearm blown off. The other was a mentally disabled forty-year-old man on his way to his brother’s dental office, who was shot five times and killed. A teenager was also killed.47 And thousands of people suffered with little food, water, or medical attention for days inside the Superdome. Yes, there were confirmed reports of widespread looting after the storm, mostly for food, water, and other necessities. And there was some violence. But how did such small incidents get so wildly exaggerated? How did we all become so easily seduced into believing the worst about the refugees in New Orleans?

In a city that was two-thirds African American before Katrina hit, and substantially less diverse in the population of refugees who could afford to put thirty gallons of gas in their SUVS and flee the approaching storm, one doesn’t need to take an IAT to understand that racial bias may have had something to do with it. Indeed, many experts now feel that the power of rumor to feed into pre-existing racial stereotypes likely led to one of the most tragic instances of “confirmation bias” ever to play out on the world stage. And the tragedy is that the effect of this bias was borne by the refugees themselves, who had done nothing wrong and were begging for help. They were stranded not merely due to poor federal disaster planning and lack of supplies, but also by the palpable hesitancy of public officials to expose rescue workers to the kind of “animals” who would commit such atrocities.

What to say about those of us who were nowhere near New Orleans? Are we off the hook? Yet how many of us even to this day knew that the reports of violence in New Orleans were untrue? Although the press bears some responsibility for not reporting the retractions with as much vigor as the alleged atrocities, the corrected stories were out there. Yet how many of us read them? How many of us were sufficiently skeptical of such incredible claims even to look? Will Rogers famously quipped that “a lie gets halfway around the world before the truth can get its pants on.” Yet if we respect truth, isn’t it important to engage our critical faculties and search out better information?

Rumor has the power to keep us from looking for the truth only if we are willing to suspend our critical faculties. In a life-threatening situation, it is probably understandable to take rumors seriously. If we do not know what is going on and we are scared, we may feel that we cannot afford the risk to be gullible. Survival comes first. But when the danger has passed, or we are far removed from it, don’t we have an obligation to try to replace rumor with fact?

Truth may be the first casualty of war, but respect for truth must survive the conflict. We may not like to think of ourselves among the “Seekers,” “Birthers,” “Truthers,” or other conspiracy theorists, but the fact is that we are all probably capable of believing in crackpot theories if the circumstances are right. We demonstrate respect for truth when we are willing to resist such pressure.

Conclusion

As we have seen in this chapter, there are a lot of mistakes in individual human reasoning. And we now face an extremely important but rarely asked question that has hung over this entire chapter: why are there any irrationalities behind human action? What possible survival value could there be for the type of cognitive biases that we have here investigated, such that evolution would not already have weeded them out? Here it is important to remember the crucial insight offered by Robert Trivers. It is not that there are no costs to human irrationality. It is just that there must also be benefits that outweigh them.

Clearly, some people do pay the price for their stupidity. Since 1993, there has been a dubious annual honor called “The Darwin Awards,” which is bestowed on someone who has done something so spectacularly idiotic that it resulted in his or her death. The Darwin Awards are “named in honor of Charles Darwin, the father of evolution, [to] commemorate those who improve the gene pool by removing themselves from it.”48 The website includes such famous stories as “Angry Wheelchair Man,” “Chainsaw Insurance,” and “Dynamite Rancher.” The most famous, however, was bestowed on a man who was only worthy of an honorable mention category called “at-risk survivor,” because he lived. In 1982, Larry Walters (dubbed “Lawn Chair Larry”) fulfilled his boyhood dream of flight by attaching 45 helium-filled weather balloons to his lawn chair. Armed with sandwiches, beer, and a pellet gun, Larry cut the anchor, thinking that he would merely hover a few feet off the ground and enjoy the flight. Instead, he rocketed into the stratosphere above Los Angeles, eventually reaching a height of 16,000 feet, where he remained for fourteen hours. Eventually, when he crossed the glide path of several jets, Larry finally worked up the nerve to shoot a few of his balloons. When he came back to Earth he was fined by the FAA and said, “A man can’t just sit around.” Could there be a more compelling example of overconfidence bias than this?

Yet clearly most people (even Larry) do not die of their stupidity. More important, even if some do die, the potential survival value of our irrational biases must be powerful enough that they normally get passed down to our descendants. But why? What possible survival value could there be for a cognitive “mistake”? Here one is reminded of an earlier hypothesis: that the brain is wired for survival, not truth.49 Although true beliefs have obvious potential survival value to an organism, this is not always the case. Indeed when there is a conflict between survival and truth (say when one is judging whether there is a tiger in the bushes or not) it is safer to go with the low-risk strategy, even if it subverts the truth. It is just not worth the risk to be right in one’s judgment when the evolutionary price of a mistake may be death. Thus it would not be surprising if our brains allowed us to overlook some truths. In some situations truth may be a luxury that we cannot afford. Over the centuries, our brains therefore would have evolved in response to all of these selective pressures, until today, when we have a skill set that values truth, but also includes a vast array of (presumably useful) cognitive biases as well.

But how to explain the evolutionary benefits of cognitive irrationalities? Recall here the hypothesis from Chapter 2 made by Mercier and Sperber, who felt that they could explain the cognitive biases of confirmation bias and motivated reasoning by pointing out the potential evolutionary advantages for persuasive speaking. If persuasive speaking were an important skill in the struggle for survival—as they argue—this would be one such example. Given that I pointed out some problems with their argument, however, it seems only fair that I now attempt to provide an alternative hypothesis.

Consider here Andy Norman’s example of a Neolithic hunter-gatherer named Glog, who found it difficult to improve his reproductive success solely through persuasive speaking.50 Suppose that the material fortunes of Glog’s entire society have now improved to the point where they live in an agricultural community that has just discovered corn. One day Glog sees a snake with three bands of color (red, yellow, and black) go into the cornfield where his friend is picking corn. He hears his friend yell “snake” and his friend later dies. Glog wisely decides not to go back into the cornfield. Some of the other villagers, however, ultimately decide that they are hungry enough to take the risk. Glog watches them go into the cornfield, where some of them are bitten by snakes and die. Glog grows thin. One day he hears a rumor that not all of the snakes in the cornfield are poisonous. Some people have gone in and come out safely. Why is that? Because they were lucky or because not all of the snakes are poisonous? Over time, Glog watches the snakes who go into the cornfield and he notices that they come in two patterns: (1) red, yellow, black, yellow, red, (2) red, black, yellow, black, red. He forms an idea that maybe one snake pattern is poisonous and one is not. Should he test his theory personally? That is too risky. If he’s wrong, the price might be death. So he continues to watch the snakes and some brave villagers who go into the field every day. One day he notices that someone goes into the cornfield just after one of the red, black, yellow, black, red snakes and the person lives. Glog forms a rule in his head “red touch yellow, kill a fellow; red touch black, venom lack.” He watches more and more people go into the cornfield and he confirms the rule. When people go in with the red-touching-yellow snakes they sometimes die. But when they go in with the red-touching-black snakes they never do. Now he can safely go back into the cornfield.

Clearly there is survival value to Glog’s confirmation bias. Once he had his theory, Glog looked for examples to prove that he was correct, before he was confident enough to go back into the cornfield himself. Of course, he still hasn’t completely tested his theory. What about the people who went in with the red-touching-yellow snakes who lived? Maybe only some of those snakes are poisonous. But what does he care? The safer path is only to enter the cornfield with the “red-touching-black” snakes. That part of his theory has been well-confirmed by positive instances and so far there have been no negative ones. Survival comes first. Perhaps in the long run it may matter to him to learn the truth about the snakes for, if he did, he could sometimes have the whole cornfield to himself. But for now, at least he can eat again.51

This is only one (and perhaps not even a very compelling) example of a possible evolutionary advantage for a single cognitive bias. Surely further work is needed at the intersection of behavioral economics and evolutionary psychology to investigate the possible survival advantages of many others: motivated reasoning, procrastination, the anchoring heuristic, loss aversion, belief in conspiracy theories, belief in rumors, etc. Even if Mercier and Sperber are wrong (and I am too) about our specific hypotheses of potential survival advantages for particular cognitive biases, couldn’t there be better ones? Indeed, shouldn’t there be some answers to these sorts of questions before any evolutionary hypothesis about the brain and the value of its irrationalities would make sense? I believe so, and hope that there will someday be more work on this compelling question.

In the meantime, on the supposition that better answers might someday be had, what would this mean for respecting truth? Should we be mere slaves to evolution? No. Truth is a choice. Even if we are not wired to get the correct answer every time, this does not mean that we cannot pursue a path that might lead to better answers than those that are supplied automatically by the “fast” part of our brain, which is prone to make reasoning errors. Truth may not be automatic, but it is still an option. We are no more a slave to evolution in reasoning than we are in morality. Few would argue that we are genetically programmed to be moral. We may have all sorts of wired-in responses to do things that might increase the survival value of our genes (like rape), but we do not do them, because they are immoral. We can make a rational choice. And if we can exercise our will and our reason over what evolution has given us in the domain of morality, why not in other areas?

This is what makes us human. We have the power to decide for ourselves how we will live our lives. What makes us human (fortunately) is not our perfect brains, but instead the ability to choose how we are going to live despite the fact that our reasoning is imperfect. We can choose to behave morally or not. Likewise, we can choose whether to respect truth or not. Even in light of the irrationalities of the human brain, it is still open to us to choose a path that leads to respecting truth.
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The Assault on Truth and the Triumph of Ideology

The Flying Spaghetti Monster, Climate Change, and the “Myth” of Race

The problem with ideology is that it gives you the answer before you look at the evidence.

Bill Clinton

In the last chapter we saw that many of the problems we have with truth are a predictable result of built-in biases that we inherited from an ancestral brain that was wired for survival rather than the exclusive search for truth. Does this mean that truth is not useful in our struggle for survival? Certainly not. It’s just that when there is a conflict between survival and truth, survival wins. Thus it is sometimes the case that we “disrespect” truth without even knowing that we are doing it, as a result of the unconscious biases and reasoning mistakes that have been handed down to us through the process of evolution.

But this does not mean that we cannot overcome these biases and learn to reason better than we do. Just because we are not naturally built to reason flawlessly does not mean that we cannot learn to develop better reasoning skills any more than the fact that our bodies are naturally fairly slow and inflexible means that we cannot learn to do gymnastics. But first we had better try to get a handle on some of the conscious assaults on reason that many of us suffer from as well. If we expect to overcome the sort of unconscious biases that we examined in Chapter 3, the first order of business should be to understand and eliminate those conscious biases that can harden into ideologies if we are not careful to recognize their threat to truth.

But of course the problem here is that many people do not want to overcome these biases. For whatever reason, some are so committed to a favored worldview that they do not even question it and may in fact be prepared to lie, deny, mislead, or spin away any contradicting information in order to protect their beliefs. Such unreasoned commitment to one’s prejudices may be defined as “ideology,” which is the unquestioned acceptance of a system of belief—even when it may be contradicted by relevant evidence—because it pleases us to think that it is true. The attraction here is that ideology appeals to our emotions and makes us feel that we are reasoning even when we are not; it tells us what to think, without bothering us with the hard work of actually reasoning, so that we can feel justified in believing what we want to and rejecting what we don’t. As such, ideology erects a significant barrier to the formation of true beliefs.

Some of the best examples of ideology come from religion and politics, where we find biases on both the right and the left. As we saw in the 2012 American presidential election, many on the right do not believe in the truth of evolution by natural selection or in human-caused global warming. On the left, there is widespread acceptance of the idea that race is a biological myth. That there is evidence against each of these beliefs does not, for many people, enter into the equation. They refuse to believe what they find intellectually repugnant. And that, perhaps, is the surest indication that one is dealing with unreasoned opinion. When one finds oneself saying “I just don’t believe it!” even in the face of contradicting scientific evidence, there is a good chance that one has entered the realm of ideology.

Presumably, many such convictions are made with a degree of foreknowledge by their proponents, who should know or at least suspect that there is relevant information that they are ignoring. Still, there is a problem here, and it is a familiar one from the last chapter: self-deception. What is conscious and what is not? When is the line crossed between lying to oneself and lying to others? As we learned from Robert Trivers, there may be a fine line between these and it may not always be obvious when we are engaging in self-deception. In those cases where we are genuinely in denial and cannot admit the truth to ourselves, this probably falls into the category of irrationality that we considered in the last chapter. But this still leaves plenty of room for those who know full well what they are doing, yet cynically spin and distort the data in order to protect their favored beliefs. A good deal of disrespect for truth surely falls into the latter category, where we make assertions which we know we cannot defend, yet we make them anyway. In such cases of conscious acceptance of dubious empirical beliefs, where we either know or should know that we are cutting corners in our reasoning, let us call this ideology. By contrast, when we succumb to a mental mistake that is outside our conscious awareness (which, if we knew about it, we would probably want to correct), let us call these irrationalities. The difference between ideology and irrationality, then, lies in the potential effect that conscious awareness might have on their influence over our behavior. With irrationalities—once we discover that we are making a mistake—we would probably want to change our beliefs. With ideology, we probably would not care.1

Religious Ideology

The number of Americans who are willing to say that they are atheists has shown a marked increase in recent years (from 1 percent in 2005 to 5 percent in 2012), but the USA is still a majority-religious country.2 Still, it is remarkable that public opinion—or perhaps just the level of comfort with coming out of the closet as an atheist—has changed so much in less than a decade. Perhaps some of this has to do with a tide of “new atheist” books that appeared from 2004 to 2007. Sam Harris, The End of Faith: Religion, Terror and the Future of Reason (Norton, 2004), Daniel Dennett, Breaking the Spell: Religion as a Natural Phenomenon (Viking, 2006), Richard Dawkins, The God Delusion (Houghton Mifflin, 2006), and Christopher Hitchens, god is not Great: How Religion Poisons Everything (Twelve, 2007), each in his own way added one more brick to the pile in arguing that belief in God is not only irrational but can even be dangerous.

It is important to make clear, however, that none of these authors takes himself to be arguing that God does not exist. That is an empirical claim that could scarcely be proven, short of providing extraordinary evidence, any more than those who argue in favor of God’s existence could hope to defend their claims based on anything more than faith. Instead, each of these authors is basing his argument on the fundamental irrationality of believing in something for which there is no evidence, especially if one is hoping to make an empirical claim that passes muster with scientists.

Although none of these authors draws the analogy directly, it seems to me that the best way of understanding faith-based claims about the existence of God is to draw a parallel to the sort of conspiracy theories that we dismissed as irrational in the last chapter. Anyone who claims the existence of an omnibenevolent, all-powerful, all-knowing deity, who could very well reveal his existence but chooses instead to cloak it behind a series of obscure clues that can only be decoded by the faithful, has made an assertion so incredible that we should not waste much time trying to refute it. It is just another conspiracy theory. We do not need to prove that it is wrong in order to justify ignoring it. As Christopher Hitchens so aptly put it, “what can be asserted without evidence can also be dismissed without evidence.”3 This argument is consonant with the idea that much of religion seems like made-up stories, drawn from the infancy of human thought, engineered precisely to address the sort of fears that multiplied in our ignorance of what caused natural disasters, disease, famine, eclipses, and death.4 But we have outgrown that now. When we have better sources of information on those subjects, so the argument goes, there is no need for faith-based superstitions about empirical matters. We can gather evidence and use our brains instead. We need no longer believe in fairy tales, nor engage in disputes with other religions over whose imaginary friend is superior.

Let me concede that there are surely some truths that cannot be fathomed by science, because there just isn’t any evidence. This is not to say that there could not be any evidence or that the evidence could only be understood by believers. It is to assert that in some cases we merely find ourselves in a position where the relevant evidence is not available. Such an example, I maintain, is found in the question of life after death. Every one of us will die, but we have absolutely no idea, outside of what happens to our bodies, what that means. Does this mean that we are free to form beliefs about this topic based solely on faith or speculation? I don’t think so. There is an answer to what happens to us after we die. We just don’t know it yet. But the problem is that there seems to be no way, short of dying, of finding out. Here I maintain that the best path is one of true agnosticism, where we suspend judgment.

In his book The God Delusion, Dawkins has some quite harsh things to say about agnosticism, as compared to atheism, when it comes to the question of the existence of God. Roughly, he argues that agnosticism is only warranted in those cases where the outcome seems equiprobable and—in the lack of evidence—God’s existence certainly does not fit this bill. It is intriguing that Dawkins defends, however, the idea that we should be agnostic about the possibility of extraterrestrial life, based on the inaccessibility of the evidence. But is this really 50 percent likely? How can one tell? Better, I think, is to take the distinction between agnosticism and atheism to be one between instances where belief is withheld because the evidence is unavailable versus when disbelief is warranted because the evidence is either inadequate or held to be irrelevant. Belief in God, I think, is thus an entirely different matter from belief in the possibility of extraterrestrial life or the possibility of an afterlife. If the faithful take themselves to offer any sort of evidence (including their own private experiences) for God’s existence, then we are free to evaluate that evidence and reject it if we find it lacking. Alternatively, if they claim that evidence is irrelevant in this case—that faith is enough—then disbelief seems warranted. One cannot support an empirical claim based on faith. Atheism seems an appropriate response to such irrationality. But with claims where it is admitted that evidence would be relevant but there just is no evidence—as in the case of extraterrestrial life or the possibility of an afterlife—I believe that agnosticism is the appropriate path. There may be a truth out there, but science just is not able to reach it.

Some skeptics would scoff at this, and insist that disbelief is more warranted than agnosticism in a case like this, because the possibility of an afterlife is so unlikely. But unlikely compared to what? Our existence in the first place is pretty incredible. Is it really so unimaginable that we might also exist outside the material sphere? Can we really assign a percentage to this kind of thing? Just as believers are wrong to say that they have warrant to believe in an afterlife (based on their faith or personal experience), I think that skeptics would be wise here to embrace a true agnosticism, where we admit that there is a right answer to this question, but that it is unavailable to science, because the evidence cannot exist during our lifetime.5

What to say, then, about the legions who believe that the phenomena of near-death experiences (traveling toward a bright light, hovering over one’s own body, seeing dead relatives, feeling the presence of a welcoming spirit) provide evidence for the existence of an afterlife? Of course these experiences are subjective and the evidence they provide—like faith—is unshareable. And every one of them may have a material explanation. Hypoxia? Ketamine? There are many current proposals that purport to give a scientific account of such phenomenal experience.6 But, it should be remembered that, even if they cannot, there is a difference between near-death and actual death, and the mental leap from an experience that one has when one is nearly dead to what must exist on the other side of death is a large one.7

But even if one is clinically dead and comes back to life, it is still possible that any remembered phenomenal experiences might have occurred during the periods before actual death or immediately following resuscitation. Nonetheless, whether a patient is dead or near-dead, the issue is whether such experience would indicate anything about an afterlife. As such, one might expect these experiences to include information that was unobtainable unless one had experienced disembodied existence. Are there any documented cases of patients who were dead or near-dead and came back to report information that would not have been available to the living? Actually there is one case.

In an example that has been touted as the “best case” for corroborated veridical near-death experience, we learn of a patient named “Maria” who had a cardiac arrest at a Seattle hospital in 1977 and later reported an out-of-body experience in which she viewed a tennis shoe with a worn toe and its lace stuck under it, on a ledge outside the hospital, that was allegedly unobservable from her floor. A few days later, she confided in her social worker, Kimberly Clark, about what she had experienced, and begged her to go look for the shoe as confirmation of her claim.8 When Clark found it, in just the condition and position where Maria had reported it, this was hailed as evidence of the truth of her near-death experience claim.

Balderdash. Coincidence. Mere anecdotal evidence provided by one person who may have been motivated to lie about it. Where is the science? As it turns out, this claim was investigated by a team of psychologists from Simon Fraser University, who interviewed Clark and visited the hospital where the incident took place, and found that the shoe would have easily been visible to many people both inside and outside the building. If Maria were bed-bound, could she have actually seen it? Maybe not, but she easily could have overheard other hospital workers talking about it and later unwittingly incorporated it into her near-death experience, in much the same way as we commonly take experiences from our day and incorporate them into our dreams. The researchers noted, too, that Clark had not reported this incident until seven years after it had happened and had misremembered some of the details about the location of the windows in the building and other physical details of the scene. In the intervening years Clark had, moreover, become a minor celebrity and published a book about this, making it much more likely that even if she were not lying about the incident, she was subject to motivated reasoning.9

Have the researchers then “debunked” near-death experiences, such that we should disbelieve in an afterlife? Not at all. First, note that the connection between near-death experiences and the existence of an afterlife was tenuous to begin with. Even if near-death experiences are veridical and have no immediate naturalistic explanation, one might doubt whether they increase the probability that there is life after death. And, if they are absent, does this decrease its possibility, any more than the refutation of ubiquitous and dubious claims about “seeing little green men” decreases the possibility that there is extraterrestrial life? Second, even if the “Maria” case has now been debunked, it opens a fascinating door on the possibility of obtaining empirical evidence for claims of out-of-body perception, whether they are linked to the possibility of an afterlife or not.

One ongoing study along these lines has been conducted since 2008 by Dr. Sam Parnia, a specialist in resuscitation medicine, who has pursued the question of whether it is possible to gather scientific evidence of near-death claims.10 Zeroing in on the “out-of-body” experience (since this is one of the few objectively measurable pieces of data) for near-death experiences, Parnia has designed an experiment involving twenty-five hospitals and thousands of patients, where his team installed small shelves containing pictures very high over patients’ beds, which would only be observable if they were hovering near the ceiling. No longer do we have to rely on anecdotal reports of patients who see a bright light and are carried off to perform a life review with dead relatives. If they can see the picture, perhaps we should take seriously their claim that their spirit left their body. If not, then perhaps such negative evidence might push us from agnosticism to disbelief.

In Erasing Death, Parnia reports that due to the small number of cardiac arrests that lead to near-death experiences—let alone the fewer reports of out-of-body experiences that accompany near-death experiences—there have so far not been any such events in rooms that have been equipped with picture shelves.11 He reassures the reader that the study is ongoing and that when they have actual data from the rooms with the shelves, he will report the results in a peer-reviewed journal. Until then, one can only anticipate the results and look forward to the day when other researchers might try to reproduce any results.

This is welcome respite from the customary, stale back-and-forth between believers and skeptics in the absence of testable evidence. For some truths, there may be no evidence. But perhaps, after all, the question of near-death or out-of-body experiences is not one of them. Respecting truth counsels a default position of agnosticism until the evidence is in, and skepticism if it proves unconvincing. But it should be remembered that respecting truth also counsels the wisdom of an attitude that inclines toward the investigation of even extraordinary claims, where testable evidence is obtainable.

To some, this may sound dangerously close to making accommodation for spirituality. But I fail to see how those who have faith in the existence of God have a monopoly on insight into what happens to us after death (or, if an afterlife were discovered, how it would automatically support the existence of God; if one does not feel that this life needs the existence of a deity to explain it, why would our existence on another plane need one either?). There is a relevant distinction to be made here between beliefs based on faith and those based on evidence. When we are talking about empirical matters, I would argue that there is no room at all for faith; when we have evidence, or even when there exists the theoretical possibility that there could be some evidence, it seems unreasonable to base our beliefs on what we hope to be true rather than on data. And, when we are talking about non-empirical matters, I would argue that the appropriate response is to use reason where we can and remain agnostic where we cannot; faith still has a questionable role in determining truth. In either case, we should not succumb to ideology, which tempts us to slide over into letting our beliefs be dictated by what we want to believe rather than what we have reason to believe.

Indeed this, to me, seems the real danger of religious ideology. It is not that faith cannot be personally meaningful or a guide to one’s inner life (or even occasionally support a lucky guess about some empirical matter). On the question of personal values or the choices that one makes about how to dress or what to eat, there seems little danger to religious beliefs, even if they are strange, because there is no scientific question of how to determine the “right” beliefs on these matters in the first place.12 But when it comes to making claims about matters that are capable of being proven right or wrong based on tests or experiments—when we are trying to say something about what is true in the world—I think there is no room for religious ideology. In saying this, I do not mean to argue that people should not take their personal experiences of enlightenment seriously. If they have faith, I suppose that is a kind of evidence and they would be foolish to ignore it (even if, just as with our sensory evidence, we ought to regard it critically lest it lead us astray). But what I do not agree with is the idea of using someone else’s personal faith as a kind of trump card for what the rest of humanity should believe about the world. If one has faith, surely it should be recognized that this is a personal matter and will not be convincing to those who do not share it. Instead, we should look for better and more reliable ways to test an empirical claim—in science or otherwise—than to rely on someone’s private conviction.

The implications here for belief in God seem obvious. If theists care to make an assertion about the actual metaphysical existence of God, they have two choices. Either they can claim that belief in God is purely a matter of faith—in which case we can safely dismiss their desire to make a scientific claim—or they can claim that there is actual evidence for God’s existence—in which case they need to share it with us, while recognizing that their personal faith is not evidence for anyone but them.13

Here is where religion gets into a turf battle with science. If we are going to make the clash between religion and science one about evidence for what is true about the world, it is likely to be a blow out. Is evolution by natural selection true? There is a profound consensus in the scientific community that it is, and one’s ideology really does not matter. Is global warming real? Ditto. Galileo long ago warned the church that it should avoid these sorts of head-to-head confrontations with science, because religion would lose. “The Bible tells us how to go to heaven, not how the heavens go,” said the deeply religious Galileo. Unfortunately, the Catholic Church did not take Galileo’s advice and instead imprisoned him, then spent the next three centuries fighting what Freud called a “series of pitiful, rearguard actions” in the shadow of the success of science. As many religious and non-religious thinkers alike have realized, there is no room for faith in science. When we are talking about truths that can be settled by consulting the facts, the faithful have no business offering their opinions on matters of objective empirical examination.

Why not? Because even if religion takes itself to have discovered the truth, it is not scientific truth unless it is open for public inspection. Scientific evidence must be capable of being tested by others who may not share one’s beliefs or opinions. This is how science makes progress. Religious ideology is based on faith. It is based on our personal convictions about what we hope to be true. But science is not ideological. It is based on the idea that our beliefs about the empirical world should depend on what we have evidence to believe, based on testing our hypotheses against the sensory evidence that can be gleaned from observation or experiment, subject to correction by those who may disagree with us. And that method has worked. Whereas religious ideology has been forced to defend a dwindling piece of real estate over the last three centuries, science has flourished.

What to say about those areas in between science and religion, where we do not have empirical evidence? Here we must use reason. We should try to settle the matter by argument, based on logic, and not by the strength of one’s personal convictions. (Where this fails, we should probably embrace a true agnosticism, where we agree to withhold belief because the truth cannot be discovered). For science and reason to be convincing, they must appeal to shared norms covering how one goes about verifying the truth of one’s beliefs. We start with a shared set of assumptions about what counts as evidence and how we will verify the other side’s claims. There is no room for appeal to unreproducible or private experiments in science, just as there is no defense for using non-standard chains of logical deduction in philosophy. This is how one respects truth, by showing respect for the method by which true beliefs are formed. Those who disagree with our theory must be able to look at the evidence and examine our reasoning. And we must offer the other side a chance to prove us wrong. Faith may comfort us in our hopes and prejudices—and it may even occasionally stumble upon some truth—but as a method of discovering empirical truth, it is so unreliable that religious ideology must be dismissed as having no relevance in learning the truth about the material world.

Unfortunately, adherents of religious ideology have sometimes misunderstood this basic point about the public nature of scientific evidence and have tried to ram their “truths” down everyone else’s throat, even to the point of claiming that certain faith-based beliefs are scientifically respectable (or that science is just another ideology). This has culminated in recent years in the attempt to get ID (intelligent design) theory (the latest incarnation of creationism) taught in the public school science curriculum. But this is a travesty that represents the highest level of disrespect—indeed outright contempt—for truth. For whatever ID theory is, it is not science.

Creationism in a Cheap Tuxedo

Say what you will about the intellectual dishonesty of the intelligent design movement, their strategy is shrewd. They understand that they cannot just appeal to their faith in the creation story in the Bible and expect this to make it into the science classroom. They know this because earlier attempts to do precisely this were met with outright defeat when the question was litigated in court. In an earlier book Dark Ages: The Case for a Science of Human Behavior (MIT Press, 2006), I told the story of this battle, leaving off with the then-current state of play in 2005, when creationism had rearmed as ID theory and found itself back in court. But a lot has happened since then and in order to understand it one must know the history. Here I will briefly recount that, then bring the story up to date.

In 1981 the state of Arkansas passed Act 590, which required “balanced treatment” for “creation science” and “evolution science” in public school science classrooms. It is clear from the act that—in order to avoid entanglements with federal law—religious instruction was not to be offered outright, but only the “scientific evidence” for creationism. Indeed, the act went so far as to argue that the extant model of teaching only “evolution science” in Arkansas classrooms itself violated the separation of church and state, in that it would provide an environment hostile to “Theistic religions” and would give preference to “Theological Liberalism, Humanism, Nontheistic religions, and Atheism in that those religious faiths generally include religious belief in evolution.”14 The strategy here is clear. If one could make the theory of evolution by natural selection itself look like religious ideology, then there would be no argument against considering the “scientific evidence” offered by alternative religious ideologies, such as Christianity.

The hubris of such an argument was savaged in court by a panel of legal, scientific, and philosophical experts—and ultimately by Judge William Overton himself—who ruled in McLean v. Arkansas that creationism “is simply not science” and that “the Act was passed with the specific purpose … of advancing religion.” Relying heavily on the testimony of Michael Ruse, a prominent philosopher of biology, Judge Overton spent an important part of his decision outlining what he took to be the essential characteristics of science, stating that “a scientific theory must be tentative and always subject to revision or abandonment in light of facts that are inconsistent with, or falsify, the theory. A theory that is by its own terms dogmatic, absolutist and never subject to revision is not a scientific theory.”15 Thus was the attempt to offer “creation science” as a contender to evolution in the science classroom exposed as a masquerade. Later, when Louisiana passed a similar law in 1987, the Supreme Court ruled in Edwards v. Aguillard that teaching “creation science” was unconstitutional, thus closing the door on this intellectual fraud.

Or did it? Over the next few years the creationist movement regrouped. In Edwards, the Supreme Court ruled against the Louisiana law that had mandated teaching creationism alongside evolution, but left the door open for teaching alternative theories by stating “we do not imply that a legislature could never require that scientific critiques of prevailing scientific theories be taught. … Teaching a variety of scientific theories about the origins of humankind to schoolchildren might be validly done with the clear secular intent of enhancing the effectiveness of science instruction.”16 Coincidentally, at exactly this time, the draft of a creationist textbook (tentatively titled Biology and Origins) was being shopped around for a publisher. As a direct result of the Edwards decision, approximately 150 individual changes were made to the draft of this book, whereby the word “creation” and “creationist” were changed to “intelligent design” and “design proponent,” which the book’s author, Charles Thaxton, had overheard being used by a NASA engineer. In one of the most telling details of how superficial these changes had been, it was later discovered that, save for these word substitutions, the subsequently published book Of Pandas and People was a nearly word for word copy of the original manuscript, except for one mistake in which the word “creationists” had been accidentally replaced with “cdesign proponentsists.”

This charade was not enough, apparently, to dissuade the creationist movement from embracing this book as the centerpiece of its new strategy, which was to get the newly minted “intelligent design theory” into the nation’s science classrooms as quickly as possible. And with the founding of the Discovery Institute in Seattle in 1990, the intelligent design movement now had an intellectual home. With generous financial backing from conservative Christian groups, the Discovery Institute offered fellowships and grants for those scholars who were interested in doing academic work that would either attack evolution or advance intelligent design. If evolutionary biology had panels of scientific experts, the Discovery Institute would have its own. If pro-evolution scientists could write books and publish papers, they could too. This was all part of the new “wedge strategy” (revealed through a leaked memo in 1999) which aimed to show that evolution was a “theory in crisis” and that there were holes in it large enough to justify teaching an alternative theory alongside it in science classrooms, just as the Edwards decision had allowed. No longer satisfied with the old creationist strategy of showing that evolution was religion, the new goal was to show that evolution was bad science and that intelligent design was a suitable alternative. Hoping to raise enough doubts about evolution by suggesting that it was “just a theory,” that it had gaps, and that some scientists had rejected it, the intelligent design mantra became one to “teach the controversy,” in the name of educational freedom and scientific openness.

This, of course, was a sham and was understood to be so by virtually every learned commentator who was not already beholden to creationist ideology. For one thing, to say that evolution is “just a theory” is to misunderstand the basis of scientific reasoning. Everything in science is “just a theory.” The theory of gravity is “just a theory.” The idea that the Earth is round instead of flat is “just a theory” as well. In science, we can never completely dispel uncertainty. No matter how good our evidence—even if it is overwhelming—there is always the possibility that our theory can be proven wrong. This means that no scientific theory, no matter how wonderfully it fits with the data, can ever be accepted as “proven to be true.”17 Just ask Isaac Newton.

Science progresses by new theories coming along and explaining anomalies in the old ones, which sometimes results in a revolution in our understanding of the universe. That is just the way of scientific reasoning. It is empirical, not deductive. Could this happen too with evolution? Yes, of course it is possible. Yet it is also extremely unlikely. But the standard of considering and teaching alternative scientific theories has to be based on something more than grasping at straws of uncertainty in current theory or the conspiracy theorist’s lament that their own theory “could be true.” Indeed it might be, but evidence is required. Einstein did not overthrow Newton merely by pointing out that Newtonian mechanics could not explain the perihelion advance of Mercury; he offered an alternative explanation that was borne out by prediction and fit with the data. Has intelligent design done that? Has it said even one word to raise our confidence that even if there were “holes” in evolutionary theory, they have a better scientific way to explain them?

And what of these “holes” in the first place? It is important to understand that the alleged holes in evolutionary theory are not holes at all, but well-known research problems that were well on their way to being addressed even in Darwin’s time. The argument that the eye was too complex to have been the product of gradual evolution was not only mentioned by Darwin, but the problem that it allegedly creates for evolutionary theory has since been resolved by Richard Dawkins. In his book Climbing Mount Improbable, Dawkins provides an explanation of how the flatworm eye (which can detect light but no image) would have been useful even if it were not as complex as the human eye, undercutting the idea that the eye would only be adaptive once it was fully formed. Dawkins devotes an entire chapter to showing how it would be easy for something as complex as the eye to evolve gradually. In another chapter, he does the same thing for a bird’s wing.18 So much for creationist arguments concerning “organs of extreme perfection.”

What about the “missing link” or the problem of gaps in the fossil record? As Dawkins observes, “creationists adore ‘gaps’ in the fossil record, just as they adore gaps generally,” thinking that if such gaps exist, the only suitable explanation is divine intervention.19 But, as Dawkins points out, it is ridiculous to demand fossils at every stage of evolutionary transition, given that only a small fraction of animals fossilize in the first place and that, even if we had no fossils, there is still evidence for evolution from other sources, such as molecular genetics.20 It should go without saying that it is naive to suggest God’s existence as a better explanation of any gaps.

It is even more compelling to note that whereas the absence of any specific fossil does not discredit evolution, the presence of even one fossil in the wrong geological stratum would blow the theory out of the water.21 To those who sometimes grumble that evolution does not itself fulfill the lofty scientific standard of falsifiability that Judge Overton borrowed from the philosophers, it is crucial to note that evolution by natural selection does make risky predictions. “Fossil rabbits in the Precambrian,” J. B. S. Haldane famously responded—when asked whether there was any possible evidence that, if found, could falsify the theory of evolution. Despite creationist fairy tales of human footprints in the same stratum as dinosaurs, no such fossils have ever been found.22 What has been found in recent years, however, is a serious candidate for one of the “missing links” between fish and humans. In 2004, a team led by Neil Shubin discovered the fossilized remains of a 375-million-year-old “fishapod” named the Tiktaalik, which had shoulders, elbows, legs, a neck, and a wrist.23 The alleged “holes” in evolutionary theory seem to be filling in fast.

On the other side of the ledger, it is important to realize that there is not and never has been any credible scientific evidence in favor of intelligent design. As creationist theory dressed up in scientific clothes, ID theory relies heavily on the idea that design is the only conceivable alternative to “random chance” as an explanation of biological complexity. As such, it just might qualify as one of those “scientific critiques” that the Supreme Court had allowed under Edwards. But, once again, Dawkins shows that natural selection—which is not a random process—is a better explanation than either design or chance, in that it reveals how complexity might result from the cumulative building of incremental advantage in successive forms over a long period of time.24 Intelligent design, as it turns out, offers a vastly inferior (indeed substantively empty) scientific explanation for complexity.

All of this came to a head in 2004, when the Dover (Pennsylvania) Area School District voted to mandate the teaching of “intelligent design” as part of its science curriculum, with the textbook Of Pandas and People as a reference. Eleven parents sued the school district and the case Kitzmiller v. Dover Area School District was tried in federal court before Judge John E. Jones, a conservative Republican who had been appointed by President George W. Bush. In an opinion remarkably similar to Judge Overton’s ruling in McLean v. Arkansas, Judge Jones ruled for the plaintiffs, concluding that intelligent design was “not science” and that its attacks on evolution had been successfully refuted by the scientific community, while intelligent design had itself failed to generate any peer-reviewed publications or scientific tests of its own substantive claims. ID theory, in short, was revealed to be nothing more than the “progeny of creationism,” serving as a pretext to teach religion in the public schools. Judge Jones went on to cite the “breathtaking inanity” and “striking ignorance” of the Dover school board’s actions, reprimanding them for wasting the taxpayers’ time and money. As a result, the Dover Area School District was ordered to pay over $1 million to the plaintiffs, despite the fact that all of the school board members who had voted for the original mandate were turned out of office at the next election.

Now it must be over, right?

Suffice it to say that such a verdict (and payment of damages) probably made any future state school board pause before they voted to mandate the teaching of intelligent design in their science classrooms. And indeed that seems to be just what happened when in 2007 the Kansas School Board voted to amend its earlier 2005 decision (which was made just before the Kitzmiller verdict came out in December 2005), which had mandated the teaching of ID theory alongside evolution in Kansas public schools.

But maybe there was another factor at work as well.

In January 2005, a twenty-four-year-old physics student from Oregon State University named Bobby Henderson sent an open letter to the Kansas School Board in which he demanded equal time for his own self-created religion of “Pastafarianism” (based on the gospel of the “Flying Spaghetti Monster”) who had created the universe and, he said, presumably also the laws of evolution. Framing his theory as consistent with the doctrine of intelligent design, Henderson argued that like ID theory, his theory was not based on faith, but scientific evidence. After a lengthy description of how the Flying Spaghetti Monster is capable of changing any carbon dating or other scientific measurements by touching them with “His Noodly Appendage,” Henderson goes on to explain that the scientific aspects of his theory should be taught alongside evolution and ID theory in the science classroom, but that it is disrespectful to teach this material without wearing His chosen outfit: full pirate regalia. Henderson closes the letter by providing a graph showing that his theory can explain global warming and other natural disasters as a function of the decline in piracy since the 1800s.25 Based on this “scientific evidence,” Henderson ends with a plea that if the Kansas School Board is going to mandate teaching ID theory alongside evolution, they really must include Pastafarianism as well. It would be unfair if they didn’t. Henderson suggests one-third time for each. “Teach the controversy.”

A more brilliant satire of the intellectual bankruptcy of ID theory is hard to imagine. Unfortunately (before the Kitzmiller ruling), this was not enough immediately to convince the Kansas School Board, who voted in November 2005 to mandate teaching ID theory in science classrooms in Kansas, in order to increase “balance.” After this, Henderson put his Flying Spaghetti Monster letter online, where it became an Internet phenomenon that later turned into a book: The Gospel of the Flying Spaghetti Monster (Villard Trade Books, 2006). In the book Henderson claims 10 million adherents to his new religion and includes glowing testimonials from numerous renowned scientists who provide comical “proofs” of his claims for Pastafarianism. To say that Henderson’s theory has now surpassed ID theory in its popularity is perhaps not an exaggeration; on the website one can buy car magnets and mugs with photos of the Flying Spaghetti Monster and His Noodly Appendage.

The fallout from such a clever and strategic skewering of the scientific status of ID theory eventually made an impact on the debate when some of Henderson’s fans—dressed in full pirate regalia—gave public testimony at a Polk County (Florida) School Board meeting in 2007 and convinced them not to include ID theory in their science classes. One board member complained that the intervention had made a “mockery” of her school board (which was probably the point), but she eventually capitulated and dropped the intelligent design mandate in the glare of negative public opinion. Eventually, as noted, the Kansas School Board came around too when the new board members voted in 2007 to amend the earlier 2005 mandate. One does not know, of course, whether this had more to do with Pastafarianism than it did with the Kitzmiller decision, but the trend line was now clear. ID theory had become a laughing stock.

Incredibly, this is not the end of the story.

The creationist/intelligent design strategy has shifted once again and now focuses on protecting the academic freedom of public school teachers who wish to “teach the controversy” on evolution and a handful of other “controversial” scientific subjects. In 2008, a bill entitled the “Louisiana Academic Freedom Act” was filed with the Louisiana Senate. It states that “the teaching of some scientific subjects such as biological evolution, the chemical origins of life, global warming, and human cloning can cause controversy [and] some teachers may be unsure of the expectations concerning how they should present information on such subjects.” The bill goes on to argue that Louisiana’s teachers should be free to help students to “understand, analyze, critique, and review in an objective manner the scientific strengths and scientific weaknesses of existing scientific theories pertinent to the course being taught.”26 After a complex set of parliamentary procedures, all references to evolution and other specific scientific subjects were removed from the bill and it was renamed the “Louisiana Science Education Act” and passed with overwhelming support and signed into law by former Rhodes Scholar and Republican Governor Bobby Jindal in 2008. Despite cosmetic changes to avoid the appearance of promoting creationism/ID theory, the intent of the law was clear. It was intended to provide legal cover for teachers who wished to mislead their students about the alleged “controversy” surrounding scientific issues that were well settled, but still politically radioactive.

Although a similar bill had already gone down to defeat in Florida in early 2008 (once state Democrats seized on the academic freedom tactic to insist that any such bill should also protect teachers who wished to teach birth control, abortion, and sex education) the precedent set in Louisiana could now be followed by other states. Even though similar bills have died in the legislature in Missouri, South Carolina, and Iowa, it is my duty to report that in April 2012, a bill that protects “teachers who explore the ‘scientific strengths and scientific weaknesses’ of evolution and climate change” was signed into law in the state of Tennessee.27 By January 2013, four other states had attempted to follow suit, with “academic freedom” bills pending in the legislatures in Colorado, Missouri, Montana, and Oklahoma.28

The inclusion of climate change in the Tennessee law is of course troubling, as the intelligent design lobby seeks support for its religious ideology among those conservatives whose political ideology commits them to a similarly empty critique of any science that they do not like. Yet one also sees hope in the strategy used in Florida, where the Pandora’s box of academic freedom brought with it a host of “controversial” topics about reproductive freedom that Republican legislators just could not stomach. One wonders whether someday a clever teacher might choose to test the limits of one of these bills by teaching Pastafarianism!

Yet this clearly isn’t funny. How can one profess to care about academic freedom when one has so little respect for the truth? It is of course depressing to note the ridiculous amount of time, money, and effort that has gone into proving that faith is not science and that religious (and now perhaps political) ideology has no business in the science classroom. And that battle is not nearly over yet. After so many defeats, how can religious ideologues still not understand that creationism/ID theory isn’t science? Of course, they probably do understand that very well. They would just rather posture that they are protecting science rather than eroding it, so that they can promote their religious ideology. But in doing so they reject what every thinking person must know: that we cannot teach every crackpot theory in the science classroom, because that would be misleading and contemptuous of the methods of scientific discovery. For a theory to be taught in science class it has to have at least some evidence in its favor to earn its place at the table, and ID theory (like Pastafarianism) has none. Academic freedom does not and should not protect dishonest attempts to shoehorn ideology into the classroom. Nor should it protect outright lying by those who seek to manufacture a scientific controversy where there is none.

The idea that we need to “teach the controversy” on scientifically bankrupt theories is blatantly exposed by the Flying Spaghetti Monster parody. As Dawkins argues, we might as well teach flat-Earth theory.29 There just is no scientific controversy over the truth of evolution by natural selection. The eminent biologist Theodosius Dobzhansky was taken by many to speak for the profession when he said, “Nothing in biology makes sense except in light of evolution.”30 And obviously there is no scientific controversy over ID theory, for it has no scientific evidence to be considered. Given that, the repeated attempt to put creationism into the nation’s classrooms must be seen for what it is: a blatant fraud perpetrated by those who wish to smuggle religious ideology into the schools by any means possible. This is not science. This is not respecting truth. Indeed, this is contempt for truth of the highest order.

At this point it would be easy to declare victory and stop fighting. As Thomas Henry Huxley once said, “life is too short to occupy oneself with the slaying of the slain more than once.” If we have not yet convinced religious ideologues that faith is not science, we never will. Worse, they probably already know it, but cynically prefer to push ahead anyway, in service to their ideological agenda. So should we quit and just laugh at them? That would be a mistake. Although ridicule is a powerful weapon, we cannot grow complacent. If we don’t fight ignorance and unreason it will fester and begin to erode the standards for truth. Where falsehood goes unchecked it may metastasize. The battle for truth, science, and reason is eternal. And if it will never be over then we should never stop fighting.

The latest skirmish over intelligent design also must be put in historical perspective. Although it may seem incredible to us, this is actually par for the course in the history of science. Religious ideology is just displaying its old tactic of making a conscious attempt to undermine scientific belief. Remember that they burned Giordano Bruno and imprisoned Galileo; suddenly, trying to shoehorn creationism into the nation’s science classrooms doesn’t seem so threatening. Yet, once again, religion has chosen the wrong foe. As we saw, Galileo warned long ago that, for its own protection, religion should not trespass on the turf of science. And as the religious debate now morphs into a political one, it will be necessary for those who respect truth to remain committed to fighting this hydra wherever it pops up. Just as the creationists and global warming deniers are not respecting truth when they subvert the process by which true beliefs are formed, those who wish to support science and reason must not themselves disrespect truth by failing to fight for it. Even if the creation story from the Bible were true, it is clearly not science, not only because there is no evidence in its favor but because faith has no role in settling empirical matters. If one wishes to believe things about the world based on faith that is one’s business. But the long battle against religious ideology that has been fought all the way from Galileo to the Flying Spaghetti Monster has provided mountains of evidence that this is not a reliable route to the discovery of empirical truth, and it is therefore disrespectful to truth to leave it unchallenged. One cannot create one’s own reality just by desiring it. Though, in recent years, some have certainly tried.

Political Ideology

Unfortunately, religious ideology is not the only “faith-based” school of thought that has intruded itself into factual debates in recent years. Over the last few decades, the growth of political ideology has presented itself as an alternative system of belief to facts and evidence on a range of subjects.

The guilt for this exists on both the right and the left. But let’s not pretend in any way that the blame is equal. One failure of the media in recent years is that when they seek to criticize one side in a partisan debate (for instance Romney’s claim that Obama went on an “apology tour” just after he was elected President in 2008) they seem obsessed with trying to balance it with some overstatement or distortion on the other side (for instance Obama’s claim that if Romney were elected we would have had an “outsourcing pioneer” in the White House).31 But this is just misleading. Although it is regrettable that one can point to any lies told by either campaign, this does not mean that on every “partisan” issue—especially those that concern science—there are two equal sides, both of which have a reasonable claim to truth.32

The majority of bias against science and reason in recent years has been overwhelmingly Republican. For the definitive study on this point, one may read Chris Mooney’s devastating account in The Republican War on Science (Basic Books, 2005). This is not, of course, to say that there has been no bias on scientific topics that has come from the left and it is intellectually instructive to identify these. Later in this chapter I will consider one such case of left-wing bias. For now, however, we should start where the majority of ideological bias against science can be found and that is with the conservatives. There are literally dozens of examples to choose from: stem cell research, food contamination, birth control, environmental protection, oil drilling, etc. But I will choose the most egregious example in recent years: the denial of evidence for global warming.

Climate Change

The “debate” about global warming, it should be made clear from the outset, is not a scientific debate but a political one. Ever since the Intergovernmental Panel on Climate Change (IPCC) released their 1995 report, which suggested that “the balance of evidence suggests that there is a discernable human influence on global climate,” the evidence has only grown stronger. In 2004, Naomi Oreskes published a literature review in the prestigious journal Science, which found that between 1993 and 2003 there were 928 peer-reviewed scientific papers on the general topic of “global climate change” and that exactly zero of them disagreed with the idea that human-caused global warming was occurring.33

This did not mean, of course, that there was no debate—even furious debate—that had already started in the halls of government and in the media over whether global warming was real. In a 2003 Gallup Poll, 33 percent of the American public said they believed that the seriousness of global warming had been exaggerated.34 In 2003, US Senator James Inhofe (R-Oklahoma), the new chair of the Senate Environment and Public Works Committee, took to the floor of the US Senate to give a speech aimed at blocking a bipartisan bill that “would have created the first caps on greenhouse gases emissions ever agreed to by the U.S. Government.”35 After stacking a Senate panel with climate change skeptics, Inhofe made his own speech, which included the statement that global warming was “the greatest hoax ever perpetrated on the American people.” The bill was defeated.

In years since, global warming has grown to be a deeply partisan issue. A 2012 Pew Research Center poll showed that only 48 percent of Republicans think there is “solid evidence” that the Earth is warming (compared to 85 percent of Democrats), and that while 63 percent of Obama supporters think that this warming is caused mostly by human activity, only 18 percent of Romney supporters agreed with that statement. On the question of whether they thought that scientists were divided over these same issues, 70 percent of Republicans said that they were, while 42 percent of Democrats agreed with them.36

Scientists actually betray no such diversity of opinion. The IPCC, the National Academy of Sciences, the American Meteorological Society, and the American Geophysical Union all agree that human activity is causing global climate change.37 The most recent comprehensive poll of Earth scientists found that 90 percent answered “yes” to the question of whether mean global temperatures had risen over the last 200 years and 82 percent said “yes” to the question of whether human activity was a significant contributing factor to this.38 When the results were further analyzed into categories of those who specialized in climate science and had published more than 50 percent of their recent peer-reviewed publications in this area, they rose to 96.2 percent who agreed that global warming was real and 97.4 percent who thought this was caused by human activity.

What might a political ideologue do to fight such widespread scientific consensus? Challenge the science! Now it is important to note here that the only reasonable challenge to a scientist’s views about empirical matters is to challenge them scientifically, with more and better science, published in peer-reviewed scientific journals. This, however, was not the tack taken by partisan conservatives who wished to dispute the facts about global warming. Instead, through the subtle use of corporate money, ideological “think tanks,” lobbyists, op-eds, partisan media, and friends in high places, the “skeptics” about global warming have managed in the last decade to create the impression through public relations that there is a scientific controversy where none actually exists. As with the “debate” over evolution, the controversy over global warming has taken on a partisan edge and focused on raising spurious doubts, so that the mainstream media will be forced at every turn to pronounce the issue “controversial” when it reports on the subject. Sadly, this strategy has largely worked.39

This strategy, of course, is not new. We saw it in the intelligent design advocates’ efforts to change the curriculum in the public schools and we have also seen it used over the last few decades on “debates” over whether tobacco causes cancer, whether there is acid rain, the feasibility of President Reagan’s “Star Wars” missile defense system, what to do about the hole in the ozone layer, and whether physical and mental harm results from abortion or the Plan B pill. Any one of these topics would make a good case study of the role that political ideology has in disrespecting truth. And they have.40

On the topic of global warming, one should realize that such political push-back against unwelcome scientific conclusions is just the latest iteration of a well-worn conservative strategy to challenge and obfuscate facts that one does not like. The specific story on this with respect to global warming (and other topics) has been well told not only by Chris Mooney and Naomi Oreskes, but also by James Hansen in Storms of My Grandchildren and by James Hoggan in Climate Cover-Up.41 The story of how ExxonMobil and other corporations funneled money to conservative “think tanks,” who then hired their own “experts” to challenge scientists in the popular press, is a shocking story of manipulation and dishonesty that must be read to be believed. Below, I will tell just a bit of this story, but since my job in this book is to defend the general idea of respecting truth, it is important to note two obvious facts: (1) such ideological manipulation of the scientific process does not respect truth and (2) there is no widespread dissent in the scientific community over the truth of anthropogenic global warming. Indeed, since the real measure of scientific dissent is to be found not in public opinion polls, political speeches, or newspaper articles, but only in peer-reviewed scientific papers, one notes that the most recent literature review—which sought to update Oreskes’s 2005 finding—found that of 13,950 peer-reviewed articles on climate change from 1991 to 2012, only 24 of them (0.17 percent) rejected global warming.42 This while 43 percent of the American public continues to believe that scientists disagree on this subject.43

Such blatant disrespect for the methods of science reveals a deep hostility to the concept of truth and a willingness to put political ideology (and profits) before facts.44 To say that global warming is “just a theory,” or to say that we cannot move forward with any policy proposals until the science is “certain,” is to misconstrue a fundamental truth about science. As we saw in the challenge that intelligent design put up against the theory of evolution by natural selection, everything in science is just a theory; nothing in science can ever be completely certain. The method of science just does not allow for absolute verification, no matter how good the evidence. But this does not mean that there is any real doubt about the truth of global warming. Scientists are always criticizing one another’s theories. When done in a spirit of openness and honesty, this facilitates the search for truth. When done for ideological purposes, however, this open and critical aspect of science can be exploited by those who wish to fan the flames of uncertainty in service of a private agenda.

Now to put it this way may be slightly unfair to the handful of climate change skeptics who are respected scientists. It is true that there is not yet as much consensus on the topic of global warming as there is on evolution. Perhaps the most famous skeptic on the topic of global warming is MIT Professor of Atmospheric Sciences and member of the National Academy of Sciences, Richard Lindzen. Although Lindzen believes that global temperatures are rising and that they are a result of human activity, he is still taken by many as a skeptic in this debate, because he believes that we need not worry as much as we have about its effect on the Earth, due to the potential protective effects of the clouds, which will cool the atmosphere.45 According to Lindzen, an opening in the high clouds could act as something of an escape hatch for all of the excess heat that may build up due to global warming. He calls this the “iris effect,” to draw an analogy to the iris of the eye, which opens to let in more light. In a similar way, he thinks that the high clouds could open to let out more heat.46

This theory, however, has been widely doubted (some would even say discredited) by other scientists, who looked at the same satellite data that Lindzen used for his 2001 paper and could not reproduce his findings. When Lindzen published a 2009 paper to offer more support for his theory, there were more errors. These were freely acknowledged by Lindzen who said that he made “some stupid mistakes” that were “embarrassing.” More recently, he has had trouble getting his work published in first-rate peer-reviewed American journals.47

Lindzen has nonetheless been treated like a rock star by many global warming deniers, who seem eager to hear a message that confirms their ideology, coming from a respectable source. Lindzen publishes widely in the popular press, including a 2012 editorial entitled “No Need to Panic about Global Warming,” which he co-authored with fifteen other climate change dissenters.48 He has testified at government hearings and spoken at conservative conferences that are dedicated to providing a forum for climate change skeptics. Some of the most notorious such conferences are held by the Heartland Institute, which promotes itself as “the world’s most prominent think tank promoting skepticism about man-made climate change.”49

The Heartland Institute describes its mission as “to discover, develop, and promote free-market solutions to social and economic problems.” What requires a bit more digging, however, is to learn that in the 1990s the Heartland Institute worked with Philip Morris to raise doubts over whether second-hand smoking caused lung cancer. Heartland published and distributed research that had been done by Philip Morris, “met with members of Congress on behalf of the tobacco industry, organized ‘off the record’ briefings, wrote and placed op-eds, and organized radio interviews and letters to editors.”50 One should remember that this lobbying strategy over the health effects of second-hand smoke was merely the sequel to an earlier strategy that began in the 1960s to deny that smoking caused lung cancer even in smokers. Indeed, Naomi Oreskes and Erik M. Conway make a compelling argument in their book Merchants of Doubt that this is when the “manufacturing uncertainty” strategy really began. In a leaked 1969 tobacco company memo, we find the plan laid out rather nakedly: “Doubt is our product, since it is the best means of competing with the ‘body of fact’ that exists in the mind of the general public. It is also the means of establishing a controversy.”51 Today, Heartland’s self-professed number one agenda item is to raise doubts about the truth of global warming.

Between 1998 and 2010, Heartland received over $7.3 million from ExxonMobil. From 1986 to 2010 it received over $14 million from foundations affiliated with the Koch Brothers, whose firm has substantial oil and energy holdings.52 In 2008, ExxonMobil announced that it would stop all funding of organizations that denied climate change, but Heartland has continued to receive donations from other large corporations, including continued support from “big tobacco” companies. What are we to make of this? Whose agenda is Heartland really serving?

We may never know the full answer to this, but one thing we do know for certain is that the tactic of using private money to fund a think tank that manufactures uncertainty about a scientific matter is not new. In Merchants of Doubt, Naomi Oreskes and Erik M. Conway make the case that this has been the standard playbook for a succession of industry-unfriendly scientific discoveries pertaining to the environment for decades. And, in a chilling similarity to the Discovery Institute, which we met previously (“Creationism in a Cheap Tuxedo,” p. 65) in their fight to get intelligent design taught in the public schools, we now understand that the Heartland Institute is pursuing a similar strategy to “undermine the teaching of global warming in public schools [and] promote a curriculum that would cast doubt on the scientific finding that fossil fuel emissions endanger the long-term welfare of the planet.”53 In one leaked document, Heartland’s strategy was described as trying to promote the idea that “whether humans are changing the climate is a major scientific controversy.” One doesn’t know whether to laugh or cry. What’s next, a creationist-friendly theory of global warming that school boards will promote as an alternative so that teachers can “teach the controversy”? The topic may be different, but the tactics are the same. “Doubt is our product.”

Now, of course these sorts of public relations shenanigans must be separated from the question of whether there is any real scientific dissent over the question of global warming. As we have seen, there is some, but it is small and questionable. We understand that scientific questions are never completely settled. But we now face a complication in that how we handle the problem of scientific uncertainty in this case may have a potentially huge impact on the financial and physical risk to the entire human population. In the face of a minuscule amount of uncertainty, we must consider the risks of waiting. This issue goes beyond science to one of values and policy, but it is inextricably linked with the scientific debate. Public policy officials will face diminished options if they wait until all of the scientists are satisfied. Just consider, for instance, what we might face if the theory of evolution by natural selection had some potentially catastrophic consequence for the planet, and we had to wait 150 years for that “scientific” debate to be settled!

Naturally, responsible scientists are well aware of these risks and they have made their own recommendations based upon it. One of the earliest and most prominent “whistleblowers” about the threat from global warming came from James Hansen, former head of NASA’s Goddard Institute for Space Studies and author of Storms of My Grandchildren, who felt that even President Obama does not “get it” and must be woken up to the danger. Another scientist, Kerry Emanuel, who is an MIT colleague and sometime critic of Richard Lindzen, weighed in on the issue of risk this way: “even if there were no political implications, it just seems deeply unprofessional and irresponsible to look at this and say, ‘We’re sure it’s not a problem.’ It’s a special kind of risk, because it’s a risk to the collective civilization.”54 Yet Lindzen, for one, seems willing to take that risk. He contends that there is “groupthink” among other climate scientists and that his strategy of waiting for more evidence so that we don’t “overreact” is a wise one. “If I’m right, we’ll have saved money. … If I’m wrong, we’ll know it in 50 years and can do something.”55 The problem, of course, is that in fifty years the water may be around our hips and it will be too late.

This is the real debate about global warming. It is not about scientific uncertainty, but about the risks versus rewards of political inaction. But given that this issue is one with such terrible potential consequences, can we really afford to satisfy such a high standard of “proof”? As we saw in the last chapter, truth is one thing, survival is another. Yet it is here that we must stop for a minute, and think about the full import of that sentence for our concern with respecting truth. If what we care about (at least primarily in this book) is the idea of respecting truth, why should we care at all about the risks of waiting until there is scientific “certainty”? Why not let the dissenters do their thing? This is science, not ideology. There are no heretics in science and there should be no purge of skeptics. Respecting truth requires that we take seriously the idea that there might be a challenge to the truth of our theory, not that we be forced by an abundance of caution to act before all of the data are in. The scientific question about global warming, that is, is not whether we know enough to act, but whether we have enough evidence to say that the theory is true.

At least one extremely prominent scientist thinks that we do not. Freeman Dyson is one of the most famous physicists in the world. Since 1953, he has been a fellow at the Institute for Advanced Study in Princeton, New Jersey, where he has done work on quantum electrodynamics and a range of other topics. And he is a critic of the consensus over global warming. While admitting that global warming is real, and that it is caused by humans burning fossil fuel, Dyson also believes that the current climate models contain far too much error to be predictively accurate.

The models solve the equations of fluid dynamics, and they do a very good job of describing the fluid motions of the atmosphere and the oceans. They do a very poor job of describing the clouds, the dust, the chemistry and the biology of fields and farms and forests. They do not begin to describe the real world we live in.56

His primary objection, however, is not to the “technical facts” about global warming (about which he admits that he “does not know much”), but rather to the perversion of the scientific process which has led to intolerance of criticism and the ostracization of people who dare to question the consensus on global warming.57 “Heretics who question the dogmas are needed. I am proud to be a heretic. The world always needs heretics to challenge the prevailing orthodoxies.”58 Heretics, he argues, are necessary to the scientific process, because they are sometimes the only ones who lead us to the truth.

But are global warming skeptics motivated by the search for truth? Clearly some are (such as Dyson himself), but one is tempted to wonder if such an in principle defense of skepticism borders on the naive and just gives aid and comfort to those who would just as soon destroy science as respect it. Sadly, Dyson’s statements on global warming have been exploited by numerous climate change deniers. Knowing this, what should we say about Dyson’s dissent? Is he respecting truth or not? I believe that he is. The price of respecting truth is to champion those methods that lead to truth and one of those is skepticism. Even if we do not always agree with the purpose to which it is put, skepticism, criticism, even “heresy” is one of the most powerful tools that we have for discovering true beliefs. It is directly in the interests of science to allow for the gadflies, who question everything, even if they are inconvenient. Genuine scientific skepticism is something to be protected.

But what, then, of ideological skepticism—the kind of skepticism that is rooted not in any real concerns about truth or the integrity of the scientific process, but instead stems from motivated reasoning? The difference, I think, is one of attitude. We must tolerate both, even if we sneer at those whom we suspect of cheating. But we cannot beat ideology by abandoning the principles of science. The best way to fight ignorance and dishonesty is with transparency and better evidence, not by closing ranks and booting out dissenters. No matter the stakes, we should not allow science to become a political process.

What about the threat to our well-being? This is a legitimate concern and it should not be trivialized. Truth is not the same as survival, and sometimes survival matters more. But what happens when scientists are tempted to cut this corner? Even if we have the truth on our side, in the long run it may cost us. Just such an instance occurred in the global warming debate when a group of climate scientists’ emails were stolen from a server at the University of East Anglia in England, and exposed instances of name-calling, threats to hide data, stonewalling critics, and some private doubts that came to be known as Climategate. In these emails, we saw that scientists too are human and that some of the world’s leading climate researchers grew exasperated under the stress of public attention to their work, including relentless freedom of information requests made by climate change skeptics.59 Although there were also some threats to manipulate data, independent investigations turned up “no evidence of falsification or fabrication of data” and nothing in the emails caused concern over the scientific consensus on the truth of global warming by any of the independent agencies who investigated this matter.60 But the public relations, of course, were a nightmare, causing climate skeptics to make charges of a conspiracy theory to cover up the “real truth” about climate change which, once it hit the mainstream media, made the general public even more uncertain about whether there really was consensus on climate change after all. Few today remember that eight separate government and scientific panels found no evidence of scientific wrongdoing. But they do remember the controversy.

What is a better way to fight ideology? One is by continuing to do science. But one can also expose the cheaters. One finds in Naomi Oreskes’s work a tremendous scholarly effort to connect the dots, expose funding sources, and dig up the lies at the heart of so many ideological attacks on science. As a philosopher, I am tempted here also to do my part by exposing the corruption of the word “skepticism.”

One suspects that a number of corporate chiefs, governmental officials, lobbyists and others who make their living off fossil fuels are absolutely delighted with Richard Lindzen’s (and Freeman Dyson’s) “skepticism” about global warming, not because they care a whit about protecting the high standards of scientific truth, but because it suits their interests. At the very least, one worries here about such unconscious mechanisms as denial and motivated reasoning, if not outright dishonesty. As Upton Sinclair so aptly put it, “it is difficult to get a man to understand something when his salary depends upon his not understanding it.” But this is just ignorance and political ideology masquerading as scientific skepticism.

And why is it that so many members of Congress who couldn’t pass an introductory logic class are so fond of saying that they are “skeptics” about climate change? Refusing to believe something in the face of a landslide of scientific evidence is not skepticism, it is the height of credulity. It is gullible acceptance that it is more likely that there is some kind of wild scientific conspiracy than that the vast majority of scientists have merely reached the same conclusion based on good evidence. The claim, made by Lindzen and others, that climate scientists are hyping the data in order to promote their own careers is ludicrous.61 Climate change denial is just another example of demanding impossibly high standards of proof for things that one doesn’t want to believe, alongside complete gullibility in accepting without evidence the plausibility of the most remarkable long shots, just so long as they are congenial to one’s political ideology. But there is a distinction between true skepticism (“science doesn’t know everything”) and posturing for willful ignorance (“how do you know my theory isn’t true?”).

And, why should we trust the instincts, values, hunches, or even the assessment of facts of those who are so personally motivated to believe something that fits so well with their financial or political interests? One thinks here of the 2012 Presidential-election-night drama on Fox News, where Karl Rove and other conservative commentators just could not believe that Obama had won, even though virtually all of the polls in the mainstream media had predicted for weeks that he would. Instead, Rove ignored the data in favor of his own “internal polling,” right up to (and past) the time that his own network called the election for Obama.62 And these are the folks we’re supposed to trust on global warming?

But this raises an important question, for was Rove lying to others or to himself? Was he still trying to spin the last few potential voters or did he really believe that Romney could still win in a landslide? The question arises of how to tell the difference between pretending to believe something because it is convenient to your ideology versus really believing it. Are the climate change deniers just being cynical or is this another instance of self-deception?

Until election night, many might have thought that it must be the former; that no one could possibly look at the weight of evidence and miss the truth about global warming. But as one watched Karl Rove sweat, as his ideology blew up in his face on live television, one might become convinced that it was actually the latter. If you tell a lie often enough it is more likely to be believed, even by you. In a fascinating detail of the global warming debate, Chris Mooney cites a study which found that better educated Republicans were more likely to have the wrong view on global warming than less educated ones, and to be more sure that they were right!63 This doesn’t sound like lying to me. It sounds like delusion.

Perhaps it is a small step from “we aren’t going to let our campaign be dictated by fact checkers” to “[you live] in what we call the reality-based community [but] we’re an empire now, and when we act, we create our own reality.”64 But does it matter?

I think that it does. Perhaps delusion starts with spin. Perhaps refusing to believe facts begins with cynicism. I therefore maintain that we should seek to prevent cynical, conscious disrespect for the truth before it becomes full-blown self-deception. When data and evidence are so easily obtained, should we really just chalk it up to fate when someone embraces a crackpot ideology and refuses to consider contrary data? Shouldn’t we try to intervene in this kind of refusal to look at contradicting evidence before it evolves into a full-blown break with reality?

In fact, I would argue that standing up to disrespect for the truth, when the person is conscious that they are doing it, is the perfect time to intervene. At that point, one can still appeal to logic and reason. One can still refer to data and evidence. It is good to get a wake-up call from reality, and the sooner the better. Even if one’s political ideology is shattered, it is better to know that right away, so that there is still time to pick up the pieces and embrace a belief system that has a better chance of working in the real world. It is safer for the person who has the false beliefs and it is also safer for the rest of us, who may suffer at the hands of those like the misguided South African President who thought that HIV did not cause AIDS, manifesting that deadly combination of a delusional worldview coupled with great power. As we see with global warming, sometimes our very lives are at stake. And it may already be too late. If we had fought back harder against the cynical doubts of the tobacco industry in maintaining that cigarettes did not cause cancer, perhaps we would not now be facing the challenge of those who have crossed the line into self-deception by rejecting “junk science” about climate change. If we wait until lies become denial, and denial becomes delusion, how can we turn back?

But, as we shall now see, this danger can come from liberal ideology as well.

Is Race a Myth?

The claim that race is a biological myth is not of recent origin. Arguments against the explanatory utility of the concept of race can be traced back at least to Richard Lewontin’s 1972 paper “The Apportionment of Human Diversity,” in which he argued that most genetic variation was between individuals, not groups.65 This created a skirmish among academics, but for the most part the push-back didn’t bleed over into public consciousness. Probably just as well—some may have thought—for too much attention to this debate might provide fodder for racism and the continued political oppression of minority groups who were just beginning to achieve their civil rights.

This did not stop many on the left from piling on and celebrating Lewontin’s finding. Stephen Jay Gould, Steven and Hilary Rose, and a host of other left-wing scientists went on to spend a good deal of their careers decrying racism and the sometimes scientific masks that it could wear. Then came the Human Genome Project (HGP) in 1990 and everyone held their breath. Would it show that there was more variation than had been thought? When the results were announced, the mostly liberal academic community of biologists heaved a collective sigh of relief, for it was learned that humans were 99 percent similar to one another at the genomic level and that we all had our origins in Africa.

This led to a string of over-the-top pronouncements from many scientists, who thought that they now had biological evidence to back up their political convictions. Hadn’t science now shown that race wasn’t real? On June 26, 2000, J. Craig Ventner, founder of the Institute for Genomic Research and President of Celera Genomics, who had been the government’s main competitor in the race to sequence the human genome, said in a press conference alongside President Bill Clinton and Francis S. Collins (the director of the federal effort) that “the concept of race has no genetic or scientific basis.”66 Since then, many have embraced this view as dogma. “The traditional concept of race as a biological fact is a myth,” wrote evolutionary biologist Joseph L. Graves, in his influential book The Race Myth: Why We Pretend Race Exists in America (Dutton, 2004). Bringing the debate full circle, Richard Lewontin wrote in 2006 that “[a]s a biological rather than a social construct, ‘race’ has ceased to be seen as a fundamental reality characterizing the human species.”67

What is the scientific basis for such pronouncements? Curiously, as we have seen, the foundation for this argument reaches back before the HGP results were announced, most articulately stated in a 1998 study by Alan R. Templeton, professor of biology at Washington University in St. Louis, who found that “85 percent of the variation among individuals was due to individual differences, with only 15 percent attributable to ‘racial’ differences.”68 This led Templeton to remark, even before Ventner, that race is “not a biological concept … the 15 percent is well below the threshold that is used to recognize race in other species.”69

So when the HGP results became available, what changed? Essentially nothing, at least as far as the strategy of arguing that race is a myth was concerned. While it was reassuring that the HGP had confirmed the close relationship between individual humans, the real work had already been done, when Lewontin and Templeton argued that the genetic variability within a group was greater than that between groups. Indeed this, as it turns out, is the lynchpin of the argument that race is unreal, which is to say that “there isn’t enough variation in humans for our differences to qualify as races.”70

But the whole thing depends on what you mean by “race.”

Now we could stop right here, political suspicions on high alert, and chalk the rest of the debate up to the sometimes strange semantics demanded by political correctness. But I think it is instructive to probe deeper, in order to see that here, no less than in the debate about intelligent design or global warming, political ideology can get in the way of science. What makes one think that the statement that race is a myth is a political rather than a scientific one? And, if it is a matter of ideology, then what is the ideology at stake? In its crassest form, all ideologies may be reduced to the bastard form of “I wish this weren’t true, therefore it must not be true.” As such, one might be tempted to identify the ideology behind the claim that race is a myth as a simple form of liberal wish-fulfillment: (1) racism is bad, (2) if there are racial differences then racists will use them to discriminate, (3) if there were no racial differences then racists could not use them to discriminate, (4) it would be good if we could show that race is not real, (5) therefore race is not real. Of course, this is too simple. In fact, it is insulting. But the question so framed leads us to wonder whether perhaps a slightly more sophisticated political motivation might be behind the “scientific” arguments of such biologists as Lewtontin, Templeton, and Graves.

(1)   In order for a biological difference (in plants or animals) to qualify as one of race, “the genetic distance between one population and another has to be significantly greater than the genetic variability that exists within the populations themselves.”71

(2)   As we have seen in scientific work, from the HGP and before, the variation within any population of humans is about 85 percent, whereas the variations between populations are no more than 15 percent.

(3)   This is too small to qualify as a “racial” difference.

(4)   Therefore, there are no racial differences between humans.

Now it is important to note here that although this argument may look scientific, it is really semantic. And its motivation is purely ideological. No one is denying the empirical reality that there are differences between populations of individuals. The only disagreement is a taxonomic one—whether we are willing to call these differences “racial.” Why shouldn’t we? Well, for one thing, we have largely given up on the concept of “race” in classifying plants and other animals. As Lewontin wrote in 2006, “the classification of animal and plant species into named races was at all times an ill-defined and idiosyncratic practice. There was no clear criterion of what constituted a race of animals or plants. … every population is a separate ‘geographic race’ and it was realized that nothing was added by the racial category.”72 The same logic might now reasonably be adopted, he feels, in human biology as well. But should it? What explanatory or scientific goal would that serve? Is the argument that there are no racial differences in humans (and therefore that we should stop talking about them) intended to make our biological explanations sharper or more penetrating? Or is the goal to stop discrimination?

To a certain extent, it is instructive to understand this debate as part of the larger one over nature versus nurture that has raged for more than a century in human biology. Here the fault lines are clear. Among a certain camp, there is strong intellectual resistance to the idea that any human difference—especially a behavioral one—can be chalked up to nature. In his book The Blank Slate: The Modern Denial of Human Nature, Steven Pinker makes a compelling case that a good deal of modern prejudice in favor of “environmental” explanations for human action is ideological, rather than scientific. While it may make us feel good to think that we can, through free will or the right environment, change anything about our behavior, this just is not borne out by the scientific facts. Neither, as Pinker admits, can the case be made that genes are destiny, but he is at pains to point out that this is not what he is arguing for in his book; he never said that nature explained everything. Instead, he merely seeks to make the negative case, that the folks who think that every human difference can be explained by nurture are simply wrong.

This framework helps to make clear the stakes of the debate over whether race is a biological myth.73 For, if it is not, then what is to stop someone from making the transition from talking about how racial differences influence our physical characteristics to making the point that they might also affect our behavioral ones? For most liberals, this is plutonium. In fact, the modern field of behavioral genetics, which studies the above effects, has met with stiff resistance over whether science should even be studying this stuff.

As liberals, most academics do not like the idea that there might be fixed genetic influences on our behavior, let alone that these could be studied by science. And, when the topic turns to the study of racial differences, it is not uncommon to find political criticisms taking precedence over scientific ones. Just such a phenomenon occurred following the publication of The Bell Curve in 1994, in which Richard Herrnstein and Charles Murray argued that there were demonstrable ethnic differences in IQ scores. Despite obvious methodological flaws in their analysis, the book was initially attacked even by scientists for its political implications.74 This has always seemed to me a deplorable intrusion of ideology into science, for if the work was flawed what could make shorter work of it than to reveal its scientific shortcomings?

But what is the use of respecting truth, some might argue, if it might be used for nefarious purposes? Don’t we bear some responsibility for how science is used? Perhaps it is better to deny that such study is even possible than to see it exploited, and the best way to guarantee that is by denying that race is a valid scientific concept. As a liberal myself (and the spouse of a woman of color), I understand such normative concerns and wish that there were some way to stand up for the study of truth while knowing in advance that it would never be misused. But I cannot guarantee this. Science never can. So what should we do? I submit that trying to block the study of topics that we find politically offensive is no way to deal with the problem. The truth will eventually come out. The claim that race is not real—that it has no biological or genetic basis—is just the latest flashpoint in the debate over facts versus values. But redefining the word “race” so that it is safe from scientific investigation is not going to protect us. For to say that the concept of race is a “cultural construction” does not change the biological facts.

The claim that race is “socially constructed” is superficially true, but hardly definitive. Words are social. As we see with President Obama, there is a social component to whether we are willing to “call” someone black, even though he may have one white parent. The use of language is culturally influenced and may vary from society to society. But this does not mean that “race” has no biological correlate. Whether we are willing to use the word “race” or not, there is something that constitutes the set of group differences between human populations based on their geographic ancestry (even if it is only 15 percent) and that is real and worthy of scientific investigation. We do not respect truth by trying to define it out of existence.

By analogy, consider the question of whether we are willing to call someone “tall” or “short.” These are socially constructed terms and they may be relative to one’s culture. What is considered “tall” in one community may be considered “short” in another. Also, the valence of the terms may vary, depending on the social context in which they are used. It may be considered discriminatory to call someone “tall” or “short” in certain societies. So should we abandon the usage of these words? (Are there, perhaps, some societies that do not even have a word for these concepts?)

But, even if we do abandon these words, this does not change the fact that one’s height is influenced by one’s genotype. Perhaps this provides a useful analogy for how we might think about the concept of race. At this time in American society, we are socialized to think that it is a bad thing to identify someone by their race—or refer to their racial characteristics—because this may be used to discriminate against them. It is not politically correct. Consequently, many people may wish that racial differences were not real and encourage us to jettison the word “race” from our vocabulary.75 But, even if we do this, note that this is an ideological and linguistic—not scientific or biological—decision. Race and racial differences are just as real whether we choose to identify them or not, just as height is real whether we eschew “heightist” vocabulary or not.

As noted, many scientists have found solace in the results of the HGP, which show that humans share 99 percent of our DNA with one another and that we have a common ancestry. This is a cheering result for our common humanity in that it reinforces the fact that at some level we are all related. But does this in and of itself show that race is not “real”? Absolutely not. First, it is important to dismiss the vacuous statement one sometimes hears that just because you cannot tell by looking at someone’s genotype what race they are, this means that race is a fiction. One may not be able to discern someone’s height merely by looking at their genotype either, but this does not mean that height is not biologically influenced. Similarly, it is highly misleading to celebrate the statistic that we are 99 percent similar in our genotype. As Michael Specter points out in his book Denialism, “we share 98.4% of our genes with chimpanzees [but] few would argue that makes us nearly identical to them.”76 We share approximately 85 percent of our genes with mice and 60 percent with the fruit fly. Due to evolution, it is not surprising that all life has a common ancestral history. But does this mean that the concept of “species” too is a cultural creation? We may only be 1 percent different from one another, but shouldn’t science study that 1 percent?

Now in some sense, all of this talk about percentages of similarity is just ridiculous and critics of the concept of “race” are right about one important thing: the word “race” is just a proxy for one’s individual genotype. Of course, there is some slippage between the terms (although one study found a 99.86 percent correlation between subjects’ self-identified race and their genetic cluster)77 and it is more accurate to make predictions based on our individual genotypes than on our “race.” Ultimately, all of the differences between us are individual and, given the growth of personal genomics, the day might not be too far off when instead of talking about the broad categories of race, or even family, we will instead talk about our individual genomes. As Lewontin found with plants, aren’t we all, in some sense, a category of one?

Yet even if this is true, it does not mean that there are no meaningful things to learn about us, based on the ancestry of our forebears, whether we choose to call these differences “racial” or not. As much as the “race is a myth” crowd would like to discount such differences by redefining the meaning of the word “race,” it is well known that certain diseases such as sickle cell anemia and thalassemia have different rates of racial susceptibility. Shall we call this something other than race? The disease patterns are nonetheless real. And despite the absurd statement that “racially based medical differences just do not exist,”78 we now have concrete evidence that this view is wrong. While the higher rates of hypertension, prostate cancer, and other diseases in black patients may potentially be explicable by environmental differences, what might one say about recent discoveries in pharmacology, which have found differential effects of some medicines in those who self-identify as African American?

BiDil was approved by the FDA in 2005 as the first “race-based” medicine, specifically to treat blacks who suffer from congestive heart failure. It is surely not cultural construction, but a fact of biology, that BiDil relieved hypertension in those who self-identify as African American, but not other ethnic groups.79 Is this a myth? It is hard to see how it could be. One notes also that the discovery of BiDil opened the door for more “race-based” medical treatments. A study in The Pharmacogenomics Journal has reported nine clinical trials that were studying diseases or treatments in groups that were defined by race, including chronic hepatitis B in blacks and Hispanics and respiratory syncytial virus in Native American infants.80 Should we eschew this kind of medicine, because we do not like to use such racial definitions and remember all too well the troubled history of “racial” medicine at the Tuskegee Institute? But whom would we really be serving if we did that?81

Now let me be clear about something. I am not saying that there are no potential dangers in this line of research, nor that we should ignore them. In medicine in particular we should remember the admonition that individual differences are always greater than group ones. And there is no excuse for discrimination. Even when we recognize group differences this does not mean that we should use these to judge one group inferior. The fact/value distinction must be just as stringent in medicine as it is in any other type of science (subject to the caveat that in medicine our goals are normative, in that we seek health for the patient, rather than knowledge per se). But none of this means that we should not care about values or how our research is used. No matter what science finds, it is up to us as human beings to make the moral decision how to use it. How any racial differences between us should be used is a moral question, not a scientific one. Indeed recognizing this distinction—where we do not let science make moral decisions, but we also do not allow our values to intrude upon science—is the best path to follow. As we may see from the history of science, we should not allow our morality to hinge on the discoveries of science, for what if science someday comes up with a finding that we think is awful? Resisting unsavory truths cannot save us. Science will eventually eclipse our ideologies. And certainly we do not want to be put in the same position as intelligent design theorists or global warming deniers. But, despite the inevitable moral decisions over how to use scientific knowledge, this does not mean that there is no possible difference that one’s biology could make (at the individual or the group level) for our physiology, our propensity to contract certain diseases, or ultimately—if the behavioral geneticists are right—perhaps even for our behavior.

It is conveniently overlooked by many critics of behavioral genetics that an important part of the HGP facilitated the study of the effect that genes might have on behavior. Indeed it may come as a shock to learn that there is an entire web page, hosted by the Oak Ridge National Laboratories and sponsored by the US Department of Energy, that is devoted to this research.82 Here one learns of ongoing efforts to use results from the HGP to study such behavioral traits as stuttering, perfect musical pitch, arm-folding preference, and the ability to curl one’s tongue or move one’s ears. But one also finds links to research on much more incendiary topics, such as whether there is a genetic component to alcoholism or homosexuality. One should not, of course, prejudge what such research will conclude merely because scientists are investigating these topics; there may or may not be a genetic component to any one of thousands of human behaviors, but the results so far are there for anyone to see and the point for respecting truth seems clear: these are scientific debates, not ideological ones.

One of the most provocative studies in behavioral genetics—which predated the HGP—was done on a Dutch family, whose male members seemed to have a history of aggression.83 Could there be a genetic explanation? Researchers believe that they found one in this case which, even though it was limited to a rare genetic disorder, drew one of the first links between genes and aggressive behavior. There are even some studies of biological twins reared apart, which suggest that one’s political ideology itself may be linked to inborn temperament.84 Work on these topics is still in its infancy, at least in part due to inadequate funding as a result of concerns over whether anyone should even be doing this kind of research. Will it find things that we deem to be repugnant? Perhaps so, but if we care about respecting truth, our objections should be to flaws in the research not to its alleged political values.

Behavioral genetics is founded on the hypothesis that genetics may someday explain not just our physical characteristics but also our behavioral ones. Perhaps this view is mistaken. If so, nothing will make shorter work of it than empirical results which contradict the original finding. But, until we find them, it seems unwise to let political ideology intrude into our scientific investigations any more than we would counsel letting religious ideology decide what gets taught in biology class. We may not like the results. Who would want to learn from a genomic test that they have a family history of aggression any more than that they carry the gene for prostate cancer? But respecting truth means having the courage to investigate dangerous and unsavory truths as well as pleasant ones. And, in the long run, many believe that we are better served by allowing science to roam wherever our curiosity may take us, instead of putting ideological blinders on the types of knowledge that we will allow it to find.

Indeed, in a curious twist, we may even someday find that the study of genetics itself can help us to overcome racism. It has been widely hypothesized in sociology that hatred and suspicion of those whom we deem to be members of an “out-group” is a part of our evolutionary heritage. When we see a stranger, it is in our evolutionary interest to mount a sufficiently aggressive—or at least hostile—response, in order to defend ourselves against a potential threat. Anthropologists have never found a human population that did not have some racial stereotypes and psychologists have found that children start to learn these from infancy.85 But, in a fascinating study, scientists have recently learned that children with a rare genetic disorder called Williams syndrome have no racial biases whatsoever.86 Those with Williams syndrome are “hypersocial” and exhibit no social anxiety of any kind. Quite simply, they exhibit the polar opposite of xenophobia: they have no social fear. Due to this, they are at increased risk for being victimized and must be protected for their willingness to trust. In a telling detail, these children do exhibit gender stereotypes, of unknown origin, which has led scientists to speculate that while social fear may be a part of forming racial stereotypes, it is perhaps not one for those based on gender.

Even if all of this is due to a genetic deficiency, might it still hold a lesson for how to avoid racial bias? “If social fear was culturally reduced, racial stereotypes could also be reduced,” speculates the author of the study, Andreas Meyer-Lindenberg. If we, as a society, could find ways to have less fear of one another and create more opportunities for social interaction, might we also be able to diminish racism?87 Surely those who are racists do not form their beliefs after consulting their genotypes. And those with Williams syndrome are nonetheless capable of identifying race—they just do not care about it. For both groups, environment surely plays a role.88 Thus critics of the concept of race seem right that, in some sense, the way that we use “race” does have an important social and cultural component. Perhaps if we change our environment, we will discover ways to overcome any built-in propensities for racism.89 This is a social and political value that seems worth pursuing, but it does not mean that there is no biological basis for race. In the meantime, may we learn from the children with Williams syndrome that although race may not be a myth, it is a superficial and asinine way to choose your friends?

Conclusion

The problem with ideology is not that it is based on ignorance (though in specific cases that may be true), but instead that it tempts us to reject knowledge that contradicts what we want to believe. As opposed to the irrational rejection of truth that can occur due to mistakes in our reasoning (which we explored in Chapter 3), with ideology we at some level seem conscious of our decision to insulate our beliefs from refutation.

But why? How can anyone reasonably expect lies and willful ignorance to flourish in an environment that, in the long run, seems to reward truth? Resistance to scientific knowledge (either by politics or by religion) does not have a good track record. Eventually we figure out that the Earth moves. Or that Lysenko was wrong. Or that the Earth’s temperature is rising. The advantages of ideology are short lived, though sometimes brutal (just ask Giordano Bruno). But in the long run they are swamped by science. It took the Catholic Church 350 years to apologize to Galileo, but apologize they did. Science cannot be turned back indefinitely. In the short run, ideology may tell us that certain truths are “dangerous” and counsel us to avoid them. In the long run, however, ideology can be defended only by the “pitiful rearguard actions” pointed out by Freud. Perhaps it is better to face the truth right away—no matter how horrible it may seem—than to run from it. So why cling to fantasies?

One recalls here Robert Trivers and his insights on self-deception. Are we actually conscious of our ideological resistance, at least when we are already well into the fight and our back is up over some belief that is threatening our ideology? Trivers observed that the best way to fool others is first to fool ourselves. We have already seen how this played out, in the last chapter, with unconscious cognitive bias. But maybe the same mechanism is at work too with ideology. When we are conscious of a threat to our treasured beliefs, how long does it take before motivated reasoning kicks in and we allow the unconscious part of our brain to do the bidding of whatever we have chosen to believe? Do global warming deniers really believe what they are saying? Did they always? Was there once a time when we might have reached them?

Whatever mechanism is at work, the remedy is the same. If we want to respect truth, we must root out bias, and the quicker the better. If we are conscious of it, the challenge is to be honest with ourselves. We should actively test our favored beliefs against reality (just as scientists do) and change them accordingly. But if our biases are unconscious, we should be no less vigilant. How so? By not giving in to the easy belief that while others may suffer from cognitive biases, we ourselves are surely immune. We should assume that we are biased and be on the lookout for how. The scientific attitude of constantly comparing one’s beliefs against empirical evidence is an ideal way to keep from fooling ourselves. This, at base, is what respecting truth demands: that we not be easy on our own beliefs. That we always assume that we could be wrong, especially when we most desperately hope that we are right. If we respect truth, we should embrace critical thinking and care about the methods of science and reason, even if the truths that they discover make us uncomfortable.

Recently in the USA, we seem to be backsliding. In the last decade, disrespect for truth has become so pervasive that it has filtered over into our public institutions, even those that—in the past—have professed to be guardians of the truth. We are not talking about just a few crackpots anymore. We see it in speeches in the US Senate. We see it on the news and in our classrooms. Hostility toward facts that clash with our worldview happens first. Next comes contempt for the mechanisms of finding truth (and perhaps even for the notion of truth itself), when it conflicts with what we hope is true. Finally, distrust of those who claim to uphold the truth arrives and we find ourselves unsure whom to believe anymore. In the absence of trusted sources and respect for truth-producing mechanisms, isn’t one belief just as good as another? Ideology happens when desire seduces us into denial. But if our denial is shared by others—who reinforce our fallacies—the danger for truth multiplies. What can be done when disrespect for truth transcends the individual and goes viral, while those whom we have trusted to guard the truth fail in their responsibilities to uphold it?
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5

Sources of (Mis)information

Why the Media Worship Objectivity but the Ivory Tower Rejects Truth

If you tell the same story five times, it’s true.

Larry Speakes, Press Secretary to Ronald Reagan

As we try to make our way through the thicket of deception, spin, and misinformation that comes to us from those who disrespect truth in service of their own ideology, it is disappointing to realize that some of the biggest failures arise from those who profess fidelity to a standard of objectivity that is meant to safeguard the search for truth: the media and academics. Of course, the most blatant threat to truth comes from those who cynically exploit our desire for information and education (and play on our propensity for confirmation bias) such that they either feed us exactly what we want to hear or spin us so that we hear only what they want us to believe. Here some of the worst offenders are those organizations that mimic the media and academics as a cloak for their own ideology. Within this category we find various cable news channels, advocacy groups, think tanks, political campaigns, and industry research groups that have a vested interest in distorting the truth so that it matches their self-interested agenda. It is heartbreaking that in recent years even the real media and legitimate academics themselves have sometimes devolved to this level, so that we cannot always tell anymore when we are learning and when we are being spun. But, before we begin to examine the failures of those who at least take themselves to be educating and informing us, it is worth a look at those who are only pretending.

Lobbying for Truth

If there is one thing you can be certain of, it is that the results of a non-scientific study will miraculously match the ideology of the group that sponsored it. Whether one is looking at “internal polling” done by political campaigns, “industry research” on the safety of a product that they themselves manufacture, or even faux-scientific studies on immigration, guns, or welfare done by advocacy groups masquerading as “think tanks,” there is no more obvious mark of a biased source of information than that they already know the desired outcome before the research has even begun. But it does not have to be this way. Even when investigators have a vested interest in things coming out a certain way, if we care about truth there are several protocols that can be put in place to protect objectivity.

Look, for example, at the field of medicine. It is well known that health care is not value neutral. Obviously, the field of medicine is not indifferent in favoring the promotion of health over death and disease. Most research studies on a new drug or treatment are performed primarily for the goal of using them to treat illness, rather than merely for the sake of academic curiosity. But it is also widely recognized that the goal of promoting health would be poorly served by not allowing truth to determine what works and what doesn’t. Although medicine has a normative goal, this does not mean that it must be subjective. With the institution of such safeguards as double-blind controlled experiments (where neither the researcher nor the subject knows whether he or she is getting the actual treatment or a placebo) one is safeguarding against the sort of wish-fulfillment, motivated reasoning, confirmation bias, and other irrationalities that may foul up the results of clinical trials. In some cases, of course, researchers may make a mistake or cheat, so we must insist that their data be shared, so that it can be reviewed by independent researchers and/or government agencies (such as the FDA) before it is approved for use on patients. As a final check on the baser motives that might influence medical research, journals normally require authors to make full disclosure of funding sources and other possible conflicts of interest as well. In medicine, we recognize that human oversight and weakness can get in the way of the search for truth, but this doesn’t mean that we must give up objectivity. The sort of controls that scientific research uses—double-blind trials, sharing data, disclosure of funding sources and conflicts of interest, and insistence on replication of novel findings—enables us to do our best to maintain objectivity, so that we may learn the truth despite human bias. Even if we may hope that a drug will work or that a treatment will be effective, we do no one a favor to deny reality.

Of course, it does not always work this way, even in medicine. Despite our vigilance, there are occasional instances of outright fraud—whether motivated by ego or by greed—that may confound the scientific process, such as the example explored in the last chapter concerning the alleged link between childhood vaccines and autism. Indeed, in one study, researchers learned that even when scientists are following good protocols, the presence of external funding alone can subtly influence study design and introduce bias.1 One applauds the scrutiny that comes from such publicity and trusts that over time these sorts of errors may diminish as further researchers shine a light on them. Yet it is also possible for entire groups of researchers sometimes to be duped by self-deception or wishful thinking.

The best instance of the latter comes to us not from medicine, but from aerospace, where the world witnessed one of NASA’s most sophisticated pieces of engineering blow up just after take-off in the Challenger space shuttle disaster of 1986. What caused this? A government panel of experts determined the proximate cause to be a defect in the rubber O-rings that were used on the shuttle, which could fail at cold temperatures. Surprisingly, this weakness had been known by various NASA engineers and contractors as far back as 1977, but the potential safety risk for the shuttle was downplayed for years, most tragically on the morning of Challenger’s fateful launch, when unseasonably cold temperatures in Florida caused a key manufacturer to recommend against launch, only to change its recommendation after being bullied by NASA managers.

The likely role of the rubber O-ring was identified and dramatically demonstrated by the world-famous physicist Richard Feynman, who dunked a sample O-ring into a pitcher of ice water at a televised hearing, to show how it would deform at cold temperatures. It was also Feynman, many felt, who later identified the real cause of the Challenger disaster, which was a breakdown in communication between NASA contractors and managers, the presence of a culture of groupthink at NASA, and an overly ambitious launch schedule. Despite housing some of the best scientific minds in the country, Feynman argued that NASA’s decision about the shuttle’s launch schedule was dictated more by politics than by science. As Feynman put it “for a successful technology, reality must take precedence over public relations, for nature cannot be fooled.”

Although this sort of failure is potentially catastrophic when it occurs, it is also rare. And, although it may not work quickly enough to prevent every tragedy, it is reassuring that science has a built-in mechanism of criticism and revision that is intended to root out this kind of error before it becomes systemic, thus preserving the notion of objectivity as the best means of discovering truth. Contrast this, however, with the sort of outright deception that is customary in partisan polling, industry research, and policy recommendations produced by advocacy think tanks, where the overriding interest is in getting us to vote a certain way, buy a certain product, or believe that something is true (even when it isn’t). Here one wonders whether the entire point is for reality to take a back seat to public relations. For example, the reader may once again turn to the path-breaking work of Naomi Oreskes and Erik M. Conway, who have unmasked the corruption of tobacco industry research on the dangers of smoking, along with numerous other examples of the corporate manipulation of science, in their book Merchants of Doubt. For discussion of the problems with partisan polling, one might turn to Nate Silver’s The Signal and the Noise, which highlights the dangers of self-deception and the virtues of “reality-based” polling. And, for a more thorough examination of the problem with ideologically influenced social research done at partisan think tanks, one might see my own Dark Ages: The Case for a Science of Human Behavior.2 Need we do more here than stipulate that there are liars aplenty, who seek to manipulate public opinion for their own benefit, rather than tell the truth? But that is only part of the problem—and not even the most important part—for what to say about those institutions such as universities and the mainstream media that do take themselves to be guardians of the truth, but have grown increasingly complicit over the years, instead, in disrespecting it?

Media Bias

The problem of media bias is often mentioned within the context of left- and right-wing ideologies that are allegedly held by reporters and publishers, but that is hardly exhaustive of the subject, nor even perhaps the main threat to respecting truth. Of course, any journalistic bias should dismay us. We may expect bias from industry or politics, but many still subscribe to the old-fashioned view that the media should be bound by strict standards of objectivity, multiple sourcing, disclosure of conflicts of interest, and other safeguards that may help them to discover the truth. Of course, it is naive to suppose that all journalists these days even strive to live up to this standard, for today we have unabashedly partisan news sources that make no bones about defending their point of view. But it is nonetheless important to point out that even before the recent explosion of partisan cable TV and radio in the last few decades, there were rumors of media bias over the years at the “big three” television news organizations and the “prestige press” newspapers, normally involving the way that a story was reported or complaints about how many liberals worked for those news organizations. Of course, some would claim that these historical complaints were just a function of journalists digging up truths that conservatives would rather ignore. (As Steven Colbert once quipped, “reality has a well known liberal bias.”) But claims of journalistic bias have never been as bad—or probably as warranted—as they have in recent years.

Today we have a 24-hour news cycle and the rise of media that are meant to exploit their own niche in this market. We have Fox News on the right and MSNBC on the left, along with a smattering of partisan radio talk-show hosts such as Rush Limbaugh, who make no apology for engaging in overt advocacy for their ideological views. Of course, few would admit to outright bias; perhaps they even think they are telling the truth. Still, there is little pretense that these cable “news” or radio shows are doing anything other than presenting the news of the day from their own partisan point of view and—despite the Fox News slogan of “fair and balanced” coverage—few can say this without an ironic smirk.

Ted Koppel, perhaps the staunchest of the “old media” supporters, has put it this way:

Beginning, perhaps, from the reasonable perspective that absolute objectivity is unattainable, Fox News and MSNBC no longer even attempt it. They show us the world not as it is, but as partisans (and loyal viewers) at either end of the political spectrum would like it to be. This is to journalism what Bernie Madoff was to investment: He told his customers what they wanted to hear, and by the time they learned the truth, their money was gone.3

But there is another kind of media bias, that is perhaps even more damaging to the idea that journalism is meant to safeguard truth, that has infected the mainstream “non-partisan” media in recent years, which I will call “objectivity bias.” Perhaps due to the rise of so many hyper-partisan media outlets these days, many in the mainstream media are sensitive to criticism that they too are biased. At all costs, they do not want to be considered just another MSNBC or Fox News. This has led to an overreaction of “faux-objectivity,” where the non-partisan news outlets profess (really) to be fair and balanced, and try to demonstrate this by relentlessly presenting both sides of any “controversial” issue.4 They pursue “balance” by presenting two sides to every issue (even when there really aren’t two credible sides) and “fairness” by refusing to adjudicate between them, suggesting that the truth may be “somewhere in between.”5 But this isn’t objectivity. True objectivity in journalism should be the same as it is in science: where one refuses to allow prejudice or bias—either your own or others’—to interfere with the discovery of truth. Journalism is about truth, not arbitration.

The issue of how best to pursue objectivity is a topic of current debate in journalism, and it is beginning to be recognized by some that it can be quite tricky:

our pursuit of objectivity can screw us up on the way to ‘truth.’ Objectivity excuses lazy reporting. If you’re on deadline and all you have is ‘both sides of the story,’ that’s often good enough. It’s not that such stories laying out the parameters of a debate have no value for our readers, but too often, in our obsession with … “the latest,” we fail to push the story, incrementally, toward a deeper understanding of what is true and what is false.6

We already got a taste of this in Chapter 4 of this book, where we saw that some media stories in the 2012 Presidential campaign seemed obsessed with counting an equal number of “lies” told by both the Obama and Romney political campaigns, despite objective evidence that Romney had been much more deceptive.7 Such “balance” must seem tempting to journalists who are afraid of being accused of political bias, for it enables them to say “a pox on both your houses” and never get to the bottom of the real story about which campaign was more deeply engaged in prevarication. But the lies in the 2012 political campaign weren’t equal, even if “faux-objective” journalists wanted to pretend so. Drawing a false equivalency doesn’t show objectivity.

A better example of the problem with objectivity bias can be seen in the last few years of news coverage on the issue of global warming. As we saw in Chapter 4, there is a deeply entrenched, well-organized, and well-funded lobby against the truth about global warming. Part of their strategy is to try to bully media outlets into presenting “both sides” of the issue. In this, one recognizes a similarity with the “teach the controversy” strategy that intelligent design theorists exploit against evolution. But, as with critics of the scientific evidence for evolution, we should recognize that it is dishonest to insist that news organizations give equal time to critics of the scientific evidence for global warming, because there is virtually no scientific dissent on the subject. The format is a familiar one on television. The host presents an eminent climate scientist on one side of a split screen and a “skeptic” (who may or may not have any scientific credentials) on the other, and gives them equal time to “make their case.” The skeptic is allowed to get away with saying that some of the scientific evidence is “unproven” and the scientist is normally asked to respond to the most ludicrous claims of conspiracy and malfeasance leveled by the skeptic. After they’ve each had a turn to speak, the host normally pronounces the issue “controversial,” then turns to the audience as if to say “you decide.”

Naturally, the leading critic of this practice, Arianna Huffington, has herself been dogged by claims of partisanship for taking a stand on the truth of global warming. She writes:

In the pursuit of “balance,” many in the media have forgotten that the highest calling of journalists is to ferret out the truth. Instead, far too many reporters, like Pontius Pilate, wash their hands of finding the truth and consider presenting two sides of the climate change story proof of their “objectivity.” [But] not every story has two sides, and the truth is, in fact, often found solidly on one side or the other. The earth is not flat. Evolution is a fact. Global warming is real.8

The consequence of this “balanced” practice is confusion by the public over whether the scientific issue has actually been settled. For if the media refuses to call a charlatan a charlatan, perhaps there really might be something to the skeptics’ case? We have already seen the fallout from irresponsible journalism on the vaccines and autism debate, where the media pushed the “controversy” long past the point where the original research had been discredited. And the impact was real. How many families saw their children suffer from preventable diseases because they were confused by media stories over the risks of vaccination? And we risk the same thing now—on a much larger scale—with global warming.

There has actually been some scientific work on the question of how the quest for journalistic “balance” can lead to biased (inaccurate) coverage on the issue of global warming by the “prestige press” in America. (“Bias” here is used not in the ideological sense, but instead to mean “information bias,” where press coverage diverges from the general scientific consensus; “prestige press” is defined in the study as The New York Times, The Washington Post, The Los Angeles Times, and The Wall Street Journal).9 In one study it was found that:

[I]n the majority (52.6%) of coverage in the US prestige press, balanced accounts prevailed; these accounts gave “roughly equal attention” to the view that humans were contributing to global warming, and the other view that exclusively natural fluctuations could explain the earth’s temperature increase. … This bias, hidden behind the veil of journalistic balance, creates both discursive and real political space for the US government to shirk responsibility and delay action regarding global warming.10

One first-hand account of this sort of bias in action was experienced by James Hansen, whom we discussed earlier as the former director of NASA’s Goddard Institute for Space Studies, who writes:

I used to spread the blame uniformly until, when I was about to appear on public television, the producer informed me that the program “must” also include a “contrarian” who would take issue with claims of global warming. Presenting such a view, he told me, was a common practice in commercial television as well as radio and newspapers. Supporters of public TV or advertisers, with their own special interests, require “balance” as a price for their continued financial support. Gore’s book reveals that while more than half of the recent newspaper articles on climate change have given equal weight to such contrarian views, virtually none of the scientific articles in peer-reviewed journals have questioned the consensus that emissions from human activities cause global warming. As a result, even when the scientific evidence is clear, technical nitpicking by contrarians leaves the public with the false impression that there is still great scientific uncertainty about the reality and causes of climate change.11

The upshot of all this is that a good deal of the mainstream media—and not just partisan media—has abdicated its responsibility to tell the truth. Objectivity is an important ideal and it should be respected and protected (because it can lead us to truth), but the false worship of objectivity for its own sake—as if it could somehow only be served by refusing to intervene even when a lie is afoot—is a danger to the truth-telling mission of journalism. Objectivity counsels a commitment to the facts, not empty impartiality. But when it comes to science, the media often gets this wrong and the public is misled.

Naomi Oreskes and Erik M. Conway write:

[N]ot every “side” is right or true; opinions sometimes express ill-informed beliefs, not reliable knowledge. … Some sides represent deliberate disinformation spread by well-organized and well-funded vested interests, or ideologically driven denial of the facts. Even honest people may be confused or mistaken about an issue. When every voice is given equal time—and equal weight—the result does not necessarily serve us well.12

In a heartbreaking passage, Oreskes and Conway go on to trace the tragic consequences of this for the issue of global warming:

Until recently the mass media presented global warming as a raging debate—twelve years after President George H.W. Bush had signed the U.N. Framework Convention on Climate Change, and twenty-five years after the U.S. National Academy of Sciences first announced that there was no reason to doubt that global warming would occur from man’s use of fossil fuels. “Balance” had become a form of bias, whereby the media coverage was biased in favor of minority—in some cases extreme minority—views. In principle, the media could act as gatekeepers, ignoring the charlatans and snake oil salesmen, but if they have tried, our story shows that at least where it comes to science they have failed. As we have seen, it wasn’t just obviously right-wing outlets that reported false claims about tobacco and … other subjects; it was the “prestige press”—indeed, the allegedly liberal press—as well.13

Add in the problem of human susceptibility to some of the cognitive irrationalities that we explored in Chapter 3, and it amounts to almost a “perfect storm” (pardon the pun) against the truth on global warming. Remember:

•  Confirmation bias: where we are more likely to seek out and remember evidence that supports our views.

•  Motivated reasoning: where we are motivated to defend our views rather than look for reasons why they might be wrong.

•  The reiteration effect: where an often repeated message is more likely to be believed (even if it is untrue).

•  Source amnesia: where we remember the information, but forget where we heard it or whether the source was credible.

•  The backfire effect: where exposure to contrary information does not necessarily convince hardcore partisans to change their views, but can instead harden them.

With the easy availability of blatantly non-objective partisan media—and the cowardice of the nominally objective non-partisan mainstream media to defend the truths of science—is it any wonder that such a large percentage of the American public feels justified in their erroneous belief that there is a scientific controversy over global warming? When those who are supposedly objective seem so tentative, and those who tell us exactly what we want to hear seem so certain, we quickly approach the point of de facto manipulation of the American public by the entire media: partisan and mainstream. In such an environment, one could almost make out a case of professional malpractice against those who profess to safeguard the truth. The blame, of course, lies primarily with media outlets like Fox News that lie to their viewers on the subject of global warming. But hasn’t the mainstream media at least been a willing accomplice?

The problem with all of this media mayhem is that it creates an environment in which liars prosper: where an American president can start a war over an outright lie which, even after it is exposed, is still believed by many. In a world in which one can do that, lying about global warming is comparatively easy. The mainstream media, if it wishes to fulfill its foremost obligation to discover and tell the truth, must at the very least be prepared to challenge those who lie or pretend to care about the truth when they don’t. Digging up the truth may be hard, but asking critical questions of those whom we know to be spinning or lying should be the minimum responsibility of credible journalism. It should go without saying that failure to do so is highly disrespectful of truth. For in order to tell the truth, one must first have the courage to defend it.

The Ivory Tower

It is now time to look at another institution that has offered itself as a guardian of truth: the university. Of course, universities are pretty diverse places and are normally broken into separate faculties for natural science, social science, and the humanities, which are customarily further divided into separate departments. Among these, there are probably as many views about truth as there are professors. Yet it is interesting to note that there are some trends and clusters of opinion on the subject.

As I have argued throughout this book, natural science on the whole does a pretty good job of respecting truth. The values of the disciplines of physics, chemistry, and biology tend to favor questioning one another’s theories not because one feels that truth is unreachable, but because one believes that truth is out there, but the theory at hand just has not reached it yet. Various procedures and protocols are therefore put in place—such as peer review and the replication of experiments—to keep us from fooling ourselves about whether we have found truth. And some social scientists (and even the occasional humanist) have followed suit.14

But there are others within the academy who question the very notion of truth itself and, through their academic work, have done everything they can to undermine it.15 Here the idea put forth is that all knowledge—even scientific knowledge—is a social construction of reality and not based on any sort of real facts or evidence, precisely because facts and evidence themselves are social creations. If this sounds odd, it is because it is. The best way of putting it, I think, is to understand this claim as contending that there is no objective “God’s-eye” viewpoint from which one can determine the brute facts about reality. So what we call “the truth” is merely a fiction created by human beings who mistake their own limited perspective for an objective one. But another angle here is political, which is the claim that knowledge is power and that any claims about “expertise” are fundamentally authoritarian, leaving scientific pronouncements about “truth” to sound vaguely fascist.

Here we have veered deeply into “relativism” and “postmodernism,” which are very difficult terms to define, let alone understand. “Relativism” is normally understood (at least by philosophers) to be a claim that there is no such thing as absolute truth: that any truth is relative to one’s point of view. This idea is originally attributed to the ancient Greek philosopher Protagoras, who famously said that “man is the measure of all things.” Close behind is the cluster of ideas known as “postmodernism,” which grew out of literary critics’ and artists’ reaction to “modernism” in the late nineteenth century. The epistemologist Michael Lynch tells us that postmodernism is “impossible to define” and that part of the popularity of the term is that it is obscure.16 He goes on to say that the best way of understanding it is as a claim about the importance of “context” in framing human knowledge, but others have interpreted it more radically as a claim not just about the impossibility of objective knowledge, but a denial of independent reality itself. Thus there is no truth, because there is no objective fact or reality to which it could correspond. Why then would anyone insist that they know the truth? In order to assert their power.

This latter formulation—especially the insistence on the political problems of “expertise” and “authority”—have been used by some scholars on the left to criticize that most stalwart defender of truth: science. Bruno Latour and others embarked on the “social study of science” in order to show how scientific knowledge—like all knowledge—was a mere “social construction” created by the people who did science rather than by reality itself. As such, they contend, it said more about the power relationships of scientists than it did about the reality that they allegedly investigated. Feminist critics of science, such as Sandra Harding, took this argument one step further and made the claim that science was sexist, in that, as Ophelia Benson and Jeremy Stangroom explain it: “to be scientific is to be dispassionate, impartial, disinterested, whereas to be a woman is to be emotional and interested in the wellbeing of friends and family.”17 To insist that the secrets of nature would yield to the assault of scientific method was just too much for Harding. At one point, she claimed in print that Isacc Newton’s classic Principia Mathematica was a “rape manual.”

We arrive here at the door of what is politely referred to as the “Science Wars,” where an assortment of sociologists, historians, philosophers, and cultural and literary critics unleashed a barrage of invective against the natural sciences, meant to show not only that they were wrong to believe in truth but also that they were fascists. Apparently convinced that this attack would somehow defend the interests of minorities, women, and the poor, all of science was dismissed by these theorists as an apology for conservative values. Of course, the natural scientists (abetted by empiricist philosophers and historians of science) fought back, at least in part by suggesting that their critics were obscure, incoherent, and sometimes even “unzipped.” This reached fruition when a group of prominent scientists and science scholars produced two volumes that made a case for the objectivity and value of science.18 Mostly, however, scientists ignored them.

Should we? Here I think it is important to point out that it is not necessarily disrespectful of truth to question whether truth exists or to suggest that we are somehow barred from knowing it. Merely raising questions and pursuing lines of inquiry is what the university is all about. One might even say that criticism is one way of showing respect. And, as we’ve already seen in this book, science is not perfect and it can sometimes lead to problems of bias and even outright fraud (and surely sometimes also discrimination and oppression), even when scientific protocols are in place. It is important to examine science and keep its practices honest.

But one should face squarely here the concern that while some of the relativist and postmodernist criticisms of science might have some merit, we are at least owed a coherent argument to assess whether they are true. Accusations are one thing; proof is another. But there’s the rub. How can one hope to engage in rational argument over the truth of the “social construction of knowledge” claim against science when it is a fundamental truism of relativism and postmodernism that there is no such thing as truth? While this observation might seem to leave science fighting a ghost, I think that in fact it is much more embarrassing for the other side, which is put in the position of figuring out how to convince someone who does not already agree with their ideology that they should be taken seriously. Much like those who use intelligent design to attack evolution by natural selection, the burden of proof ought to be on those who would attack science, not those who defend it. Extraordinary claims require extraordinary evidence, remember? Without this, one is left to conclude that the relativist and postmodernist criticisms of science are based on terrible arguments and that anyone who doesn’t already buy into their politics will not buy their criticisms either. This level of weakness probably does at some level show disrespect for truth (or, if you prefer, at least some level of professional incompetence), in that it is normally the mark of a weak theory that one must be an advocate in order to understand it.

But there are also some devastating criticisms of the theory itself.

First, there is the irony just noted that one of the first things relativists do is try to convince you that it is true that there is no such thing as truth! What can they do if you reply “well that’s true for you, not for me.”

Second, in order to be taken seriously, social construction theory’s criticism of science must address the issue of the success of science. If there is no such thing as truth, then why has science and technology been as successful as it has? If knowledge is just a social creation, why do we have antibiotics and space flight? If facts are so unknowable, why do we use road maps and airplanes?

Third, it feels deliciously appropriate to question whether relativism and postmodernism are themselves just a hoax. In 1996, Alan Sokal, a physics professor at NYU, submitted an article entitled “Transgressing the Boundaries: Towards a Transformative Hermeneutics of Quantum Gravity” to the journal Social Text, an academic journal of postmodern cultural studies. Without submitting it for peer review by another physicist (for if facts are relative why bother to consult with “experts”), the piece was soon published in an issue devoted, ironically enough, to the “Science Wars.” But this was no ordinary article, for the whole thing was cooked up as a sham by Sokal himself, who was inspired after reading Gross and Levitt’s Higher Superstition, to see how far he could push things. By his own admission, his article was “a pastiche of Left-wing cant, fawning references, grandiose quotations, and outright nonsense … structured around the silliest quotations [by postmodernists] … about mathematics and physics.”19 After a little Bohr and a bit of Heisenberg, he was suddenly questioning the existence of physical reality and making all sorts of “questionable-to-insane propositions about the nature of the physical world.”20 When his “gotcha” essay appeared soon after, the lion’s share of observers concluded that postmodernism had now been revealed for what it was: a melange of poseurs and know-nothings who, “really didn’t know squat about science and [were] devoted to the project of making shit up and festooning it with flattering citations to one another’s work.”21

Of course, none of my observations so far rise to the level of refuting relativism or postmodernism, or even of meeting argument with argument. There are numerous other books out there that do a masterful job of demonstrating the follies of the politicization of truth that has occurred at the hands of relativism and postmodernism. In chapter 3 of his book True to Life: Why Truth Matters (MIT Press, 2004), Michael Lynch does a tremendous job of discombobulating relativism and postmodernism point by point. In their book Why Truth Matters, Ophelia Benson and Jeremy Stangroom do a similarly laudable job of showing the weaknesses of these arguments. I take both of these books to offer a definitive rendering of the intellectual bankruptcy and dangers of relativism and postmodernism, and the notion of the social construction of truth that was fashioned out of them. What I offer here instead is my contention that these ideas have been used to damage the very political goals that their defenders profess to uphold. If the whole point of politicizing truth was to seek liberation and break up the hierarchy, then it is at least ironic that in undermining the foundations for truth—in science, in respect for objectivity, in deference to the idea that facts should matter to public policy—these critics of science have ended up hurting the “little people” most, whom the “truth radicals” were trying to defend in the first place.

Of course, it is reasonable to ask how this could possibly be the case. Given the weakness of the social critics’ arguments, one wonders who would take them seriously and how much of a threat they could possibly pose to the idea of truth. But while these theories were widely reviled outside the academy, and often even by many academics within it, they also proved to be incredibly influential when it came time for conservative critics of science to seek intellectual cover for their attacks on evolution and global warming. By questioning the objectivity of science and its ability to discover the truth—insisting that science was “just another ideology” and that scientists were doing their work only to sustain their own partisan interests—the cultural critics of science on the left handed a valuable gift to the evangelical right-wing critics of science, who wished to question truths that they did not like.

This is certainly a case of strange bedfellows, for it puts the mostly liberal academics in the humanities who promoted relativism and postmodernism in bed with the conservatives who wanted to deny the truth of evolution and global warming. Remember “doubt is our product”? The literary critics gave them a fig leaf of doubt. Relativism about truth is sometimes now used by conservatives to question whether scientists can ever be certain, and use this to suggest that—in the absence of proof—all we have is ideology, and one might be just as true as another. Thus have liberal academics unwittingly given aid and comfort to a conservative agenda that they probably despise.

This does not necessarily make their views wrong, but it does suggest that promoting fashionable academic notions, even though the arguments for them are weak, is playing with fire and can cause real damage. We sorely need some social responsibility here; journalists are not the only guardians who can be accused of disrespecting truth. If one is just playing around with language, at least understand that your ideas will be taken seriously by someone who may use them to destroy something that you care about. And in fact this is precisely what happened in the field of the “social construction of knowledge” in the humanities, when the conservatives used relativism and postmodernism to attack the scientific evidence for global warming.

In recent years there has been some soul searching and regret even by some of those who launched the “Science Wars” as they recoil in horror to see how their ideas have been used by conservatives.22

Literary critic and humanist Michael Berube writes:

But now the climate-change deniers and the young-Earth creationists are coming after the natural scientists. … and they’re using some of the very arguments developed by an academic left that thought it was speaking only to people of like mind. Some standard left arguments, combined with the left-populist distrust of “experts” and “professionals” … who think they’re the boss of us, were fashioned by the right into a powerful device for deligitimating scientific research.23

Indeed some of this “fashioning” has proceeded with the direct assistance of the social critics of science, such as philosopher Steve Fuller, who testified in the Kitzmiller v. Dover Area School District decision over whether intelligent design should be taught in science classrooms, on the side of the intelligent design theorists! Compare this to the judge in this case, who—in the eyes of one commentator—showed great respect for science:

One of the great gestures of respect for one’s fellow Americans is to tell them the truth. To do otherwise is the height of disrespect. In Kitzmiller et al. v. Dover Area School District, Judge John E. Jones III demonstrated his respect for his fellow Americans and the Constitution by being receptive to the truth of the plaintiffs presented to him and then making that truth the foundation of his written opinion.24

The idea of giving aid and comfort to the enemy apparently has caused Berube to have second thoughts. As it turns out, his primary allegiance seems not to have been to postmodernism or relativism at all, but to the liberal politics that he and others thought that these notions were advancing. Near the end of his piece, he is in a mood to bargain:

I’ll admit that you were right about the potential for science studies to go horribly wrong and give fuel to deeply ignorant and/or reactionary people. And in return, you’ll admit that I was right … that the natural sciences would not be held harmless from the right-wing noise machine. And if you’ll go further, and acknowledge that some circumspect, well-informed critiques of actually existing science have merit … [I will] acknowledge that many humanists’ critiques of science and reason are neither circumspect nor well-informed.25

An even more surprising recantation (though he almost certainly would not call it that) was written by none other than Bruno Latour, who was himself one of the founders of science studies and the theory of the social construction of knowledge.26 Early in his piece, Latour identifies the sort of problem that troubles him, when he notes a 2003 editorial in the New York Times that emphasizes the strategic role that “lack of scientific certainty” can take in the Republican case against the truth of global warming. This worries him into a full-fledged identity crisis over the role he might have played in this:

Do you see why I am worried? I myself have spent some time in the past trying to show “the lack of scientific certainty” inherent in the construction of facts. … But I did not exactly aim at fooling the public by obscuring the certainty of a closed argument—or did I? After all, I have been accused of just that sin. Still, I’d like to believe that, on the contrary, I intended to emancipate the public from prematurely naturalized objectified facts. Was I foolishly mistaken? Have things changed so fast?27

Apparently it is all right to undermine scientific certainty, so long as it serves the purposes only of the political left.

Latour goes on to lament that:

[E]ntire PhD programs are still running to make sure that good American kids are learning the hard way that facts are made up, that there is no such thing as natural, unmediated, unbiased access to truth, that we are always prisoners of language, that we always speak from a particular standpoint, and so on, while dangerous extremists are using the very same argument of social construction to destroy hard-won evidence that could save lives. Was I wrong to participate in the invention of this field known as science studies? Is it enough to say that we did not really mean what we said? Why does it burn my tongue to say that global warming is a fact whether you like it or not? Why can’t I simply say that the argument is closed for good?28

Indeed, Latour is troubled to find the fingerprints of social critique in many of the right’s wildest conspiracy theories:

Maybe I am taking conspiracy theories too seriously, but it worries me to detect, in those mad mixtures of knee-jerk disbelief, punctilious demands for proofs, and free use of powerful explanation from the social neverland, many of the weapons of social critique.29

At the denouement, however, Latour refuses to recant completely, saying “ … in spite of my tone, I am not trying to reverse course, to become reactionary, to regret what I have done, to swear that I will never be a constructivist any more.”30 He tells us that he merely wants to “retest the linkages” of his views and submit them to newly informed critical scrutiny. Near the end of his piece, however, Latour does ask for some sort of forgiveness and credit at least for having good intentions:

My argument is that a certain form of critical spirit has sent us down the wrong path, encouraging us to fight the wrong enemies and, worst of all, to be considered as friends by the wrong sort of allies because of a little mistake in the definition of its main target. The question was never to get away from facts but closer to them, not fighting empiricism but, on the contrary, renewing empiricism.31

Yet many would feel it is too late for that. The damage has been done and he knew darned well what the target was. He never intended to defend empiricism. What we witness here is not the genuine remorse of someone who has spent most of his career undermining the best tools that we have for discovering truth, but the feeble bargaining of a thoughtless bully who has gone too far and now wants us to believe that he never intended to hurt anyone.

Whether it is journalists who betray the truth for ideology (or for fear of being accused of being ideological) or those academics who want to play with ideas as if they had no real-world consequences, I believe that there is such a thing as professional malpractice against the concept of truth. Indeed it is curious to note here a confluence in outcome between those who—like the mainstream media—embrace objectivity (but betray it by pretending that there are two sides to every issue or that we can’t tell what is true), and those who reject objectivity—like the relativists (who deny absolute truth all together). In some ways, it doesn’t matter whether there is no truth or we have just given up on finding it. The result is the same. In the absence of agreed upon standards and methods of inquiry, truth becomes a matter of opinion instead of discovery. Argument instead of fact. Why not believe that cigarettes don’t cause cancer? That evolution is false? That the Earth is not warming?

A good deal of social science has unfortunately picked up on this line of argument and, instead of emulating the standards of good science from natural science and medicine, has questioned whether a science of human behavior is even possible.32 Some, worried about the potential consequences that scientific notions of causation might have for the notion of free will, have chosen to emphasize the uniqueness of human affairs, and embraced a spurious set of arguments which purport to show that complexity and subjectivity must condemn the social sciences to a series of stories, anecdotes, and case studies. Others have chosen to emphasize the importance of political values in social scientific work and have embraced a set of shoddy standards that provide only a veneer of scientific respectability. Here one finds the common methodological sins of cherry-picking data, refusing to make precise predictions, not offering data for other investigators to test, and a host of other offenses against good scientific protocol.

Conclusion

The upshot of all this is that a shockingly high percentage of the media and academics disrespect truth by refusing to stand up for it. In both cases, we find institutions of public trust who take themselves to be safeguards of truth, but fall down on the job. As if the lies of the political ideologues were not obvious and had no detrimental effect on public welfare. As if natural scientific methods were not obviously responsible for the bounty of technology that we enjoy in the modern era.

Yet the truth is that there is a way to find truth, and that way is through science and reason. I do not claim that one disrespects truth merely by criticizing science. There is a role for philosophers and sociologists of science to play in keeping scientists honest. But if one is committed to the idea of truth, then the critic of science must offer more than the high rhetoric of literary theory to explain how it is that science has had the success it has, if it is not actually discovering truth.

It is regrettable that we as individuals suffer from cognitive irrationalities that prevent us from finding or recognizing the truth. It is deplorable that so many ideologues choose to exploit this weakness by lying about the truth in their own self-interest. Yet it is almost criminal that so many in the media and academics—who are in a position to see what is going on and to stop it—have done so little to counter those weaknesses and lies by standing up for truth. It is one thing to overlook the truth. It is worse to obfuscate it. But almost as bad is to remain complicit when those methods that lead to truth are being attacked. Science may not be perfect, but it is arguably the best method that we have for the discovery of truth.
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Sources of Hope

The Wisdom of Crowds, Group Benefits, and Why Wikipedia is More Reliable than You Think

The sordid and savage story of history has been written by man’s irrationality, and the thin precarious crust of civilization which has from time to time been built over the bloody mess has always been built on reason.

Leonard Woolf

When we look out over the landscape of deceit, lies, spin, bullshit, ignorance, and indifference that sometimes defines the human relationship with truth, it is easy to give up hope. After all these centuries, why aren’t we better at using reason? Haven’t we been fighting roughly the same battle against ideology and ignorance (though cloaked in different forms) since the Enlightenment?1

But I believe that there are also sources of great hope on the horizon. These can be seen not just by reflecting on the achievements that respect for reason has produced in finding truth over the centuries—particle physics, a moon landing or two, modern medicine—but also in the promise that reason holds for the future (seen today in venues that it is easy to take for granted when we are focused on the latest outrage in politics or some depressing statistic about human ignorance headlined by the media). Some of these sources of hope are old (science and logic) and some of them are new (the benefits of crowd sourcing and the resistance to censorship that is enabled by widespread access to social media). But all are important to the future progress of reason and give us hope that we have tools—both old and new—that can help us to fight against the conscious and unconscious biases and mistakes that can undermine even the most solid commitment to respecting truth.

The Best Disinfectant

In his book Infotopia: How Many Minds Produce Knowledge,2 Cass Sunstein explores some fascinating research which purports to show that, under certain circumstances, group reasoning is more likely to lead to truth than individual reasoning. But how could this be? As we have seen, groups introduce the possibility for correction of individual errors, but they can also introduce potential problems too, such as “group think” (where individual opinions are unduly influenced by others) or spin doctors and charlatans (who are purposely trying to lead everyone else astray). And, if there are errors in individual reasoning (as we discussed in Chapter 2), why wouldn’t these just be amplified in a group setting?

But the remarkable thing is that even though all of these problems can potentially happen, they usually don’t. On the whole, good information is more likely to be produced by groups than by individuals. As Sunstein writes, “the great advantage of aggregated information is that, most of the time, it is stunningly accurate.”3

Of course, certain conditions apply. If we use majority rule and if the individuals in the group are likely to get the right answer at least 51 percent of the time, then groups can be relied upon to converge on the truth. The miracle that coordinates this is called the Condorcet Jury Theorem and, even though many people find it confusing, it is actually based on a fairly simple insight from statistics.

Suppose … that there is a three-person group in which each member has a 67 percent probability of being right. The probability that a majority vote will produce the correct answer is 74 percent. As the size of the group increases, this probability increases too. … If group members are 80 percent likely to be right individually, and if the group contains ten or more people, the probability of a correct answer by the majority is overwhelmingly high—very close to 100 percent.4

Such an effect is quite common, with perhaps the most accessible example being the “ask the audience” lifeline on the TV show “Who Wants to Be a Millionaire?” If the question at issue is something that the average person would probably know—even though the contestant may not—it is highly likely that a poll of the audience will reveal the correct answer. In fact (as anyone who watches the show can attest), it is often the case that the audience will know the answer to a question even when an “expert” does not.5 The trick on the show, therefore, is not just having good general knowledge, but knowing when to use which lifeline, the other two being “phone a friend” (where you can call your own expert) and “fifty/fifty” (which eliminates two wrong answers). Don’t some members of the audience get the answer wrong? Yes, but as long as the group is large enough (and the errors are random) these will be smoothed out.

This simple observation on the power of aggregated knowledge has big implications for how to find the truth. It suggests that despite the sort of individual reasoning errors we saw in Chapter 2, there are mechanisms that we can embrace to try to overcome these and nonetheless use human reason to arrive at true knowledge. One mechanism is simply the power of the group itself. As Sunstein notes, there is something to the “wisdom of crowds”; the aggregation of human knowledge is usually more reliable than any given member of a group. But another possible mechanism is something that normally, though not always, happens within a group and that is openness to new ideas and the critique of old ones. Here we are not talking, of course, about anything like “ask the audience,” for, on the show (and in real-life polls), individuals are not allowed to talk to one another. But what might happen if they do?

Recall here Mercier and Sperber’s mention of the “freakish” individuals who were able to critique their own ideas and overcome their own erroneous cognitive tendencies? This is rare. Most of us need a group to do this. But if we are open to the ideas of others, and use their feedback to sharpen our own ideas, we can improve our ability to find the truth, despite our individual cognitive limitations. Mercier and Sperber themselves noted an experiment where the members of a group were able to solve a logic puzzle that no individual member of the group could solve. This is best understood as a synergistic effect, where it is not a mere aggregation of the group’s knowledge that improves accuracy (surely a poll wouldn’t have worked), but the interaction between members of the group itself.

Of course neither effect is guaranteed. Both the aggregation and synergistic effects of a group’s search for knowledge can be undermined by various factors. As Sunstein notes, groups can fail if they are too hierarchical and there is too much deference to authority. Pressure to conform can easily quash the beneficial effect of the wisdom of crowds.6 For a group to work, individuals must have the freedom to offer their own views and to make and receive criticism from others. If there is “group think,” it just won’t work to aggregate the opinions of the members of a group, because they will all think the same, usually out of deference to the group’s leader. In the US military, for instance, “ask the audience” might well become “ask the General.” If there is deference to authority, synergistic effects are threatened. If people regard criticism not as helpful, but rather as a negative result that undermines the team, they will be afraid to say what they know, even if they are pretty sure that the leaders of the group are wrong. In such situations, groups may indeed amplify the foibles of individual reasoning and truth will suffer.

An example of just this effect was explored earlier in this book, when we examined how NASA’s culture of conformity and pressure to discount risk may have contributed to the explosion of the space shuttle Challenger.7 But this is nothing new. After the disastrous Bay of Pigs invasion of Cuba, President Kennedy lamented that all of his generals had given him the same advice to invade, one after another, even though they later expressed private disagreement. The following year, during the Cuban missile crisis, Kennedy designated his brother Robert, the attorney general, to play “devil’s advocate” in every meeting, so that he could break up facile consensus.8 Sometimes leaders (and the rest of us) live in what Sunstein calls an “information cocoon,” where we listen only to like-minded people or hear information that is favorable to our point of view.9 When this happens, the consequences for the discovery of truth are dire:

As a result. … groups often fall prey to a series of problems. They do not correct but instead amplify individual errors. They emphasize information held by all or most at the expense of information held by a few or one. They fall victim to bandwagon or cascade effects. They end up in a more extreme position in line with the predeliberation tendencies of their members.10

But there is a way to overcome this. One of the best, in fact, was instituted in that most hierarchical of groups: the US military. Before he was supreme military commander of the US wars in Iraq and Afghanistan (and later director of the CIA), General David Petraeus was at the forefront of a new paradigm in military education, which emphasized that soldiers must be taught not only how to fight but also how to think. Before going to the Middle East, Petraeus (who has a PhD in international relations from Princeton University), was one of a group of military leaders who came up with an innovative pilot program for the education of military officers that was instituted at Fort Leavenworth, Kansas. Concerned about the problem of “group think” that is so easily absorbed in the hierarchical and team-oriented atmosphere of military units, Petraeus advocated for what he called a “designated skeptic” in every outfit; someone whose job it was to question others’ decisions, who could not be criticized for pointing out a flaw in strategy or failing to go along with the group’s plan. The ability to be flexible in one’s thinking and to seek out the truth in ambiguous situations, Petraeus argued, are key to success both on and off the battlefield. According to Petraeus, “the truth is not found in any one school of thought, and arguably it’s found in discussion among them. This is a flexibility of mind that really helps you when you are in ambiguous, tough situations.”11

Of course, even with such safeguards in place, a group can still fail to discover the truth or even outperform its individual members. Recall the problem of needing to guarantee that the individuals in a group would know enough to get to the 51 percent level? When this is violated it can lead to something that Sunstein calls the “dark side” of the Condorcet Jury Theorem, which is that groups can amplify not just truth but falsehood. When individuals in a group are less than 50 percent likely to have the right answer, the statistical magic of the group dynamic will converge on falsehood rather than truth.12

In such situations, we should instead seek out information from experts. For instance, when one is dealing with technical topics, if we care about reaching truth it probably should not be open to everyone to offer an opinion. Yet the Condorcet Jury logic works for experts too; groups of experts (who presumably have a greater than 51 percent chance of getting the right answer) outperform individual experts. Of course, there is always the problem of how to determine when one needs an expert in the first place (not to mention how to determine who is an expert). One needs to think in advance about whether the problem at issue is something that a layperson would be in a position to know (“How many US Presidents have there been?”) or not (“What is the best way to stop O-ring leakage during a space shuttle launch?”). It is easy to see how “ask the audience” wouldn’t be helpful—and may even be counterproductive—in the latter situation.13

The general principle here seems to be the same whether one is talking about groups of individuals or groups of experts: a group will probably converge on the truth faster than its individual members. But there is still a further question, which is whether an interactive group (what Sunstein calls a “deliberative group”) will generally outperform the aggregate knowledge of a group that is non-interactive. Sunstein reviews three possible reasons that it might:

(1) In groups, someone will know the answer. (“Truth wins.”)

(2) In groups, knowledge is aggregated: the whole is equal to the sum of its parts. (Even if there is no interaction, a group will still do better than an individual, due to the “ask the audience” effect.)

(3) In groups, there are potential synergistic effects: the whole is more than the sum of its parts. (We learn from one another and make our ideas better.)14

But there are no guarantees. In fact, there is ample room for pessimism. Due to all of the problems of deference to authority and undue influence that we have already seen, a deliberative group may magnify error rather than truth. Unless certain conditions are met, one cannot conclude that an interactive group will do any better than an aggregate of group knowledge that was taken before deliberations began, and in fact it may do worse. First, the true belief must have some initial support, to prevent the “cascade effect” of the first person who speaks influencing all of the others to accept an erroneous view (especially if that person is an authority figure). Second, the belief at issue must have a demonstrably correct answer, that everyone in the group can understand once it has been discovered (this is sometimes called the “eureka effect”).15

It is intriguing to note that the latter observation fits perfectly with Mercier and Sperber’s earlier example, where a group solved a logic problem only after talking about it. On their own none of the subjects could do it, but once they worked together they could. Why? Mercier and Sperber dismiss Sunstein’s “smartest person in the room” hypothesis (though they too seem fond of the phrase “truth wins”) for good reason: none of the subjects individually could solve the puzzle. They would probably also dismiss the “aggregate knowledge” hypothesis, because the solution that the group arrived at was definitely more than just the average (wrong) answer of the group. So was it due to synergistic effects? Likely yes, but note that this may only be because this example meets both of Sunstein’s criteria for synergistic effects to trump aggregate ones: there was apparently no “leader” in the group to defer to and, since it was a logic puzzle, there must have been a eureka effect once it was solved. As Sunstein notes, when these conditions are met, “a deliberating group will converge on the truth, and outperform statistical groups.”16

But now things are quite complicated! It is an aggravation of reading Sunstein’s book that he often says something in one place, then appears to take it back in another. On page 55 he writes “some of the time, deliberation will create a process of synergy or learning, spurring creativity and producing an outcome that is far better than a mere aggregation of preexisting knowledge. In fact, groups sometimes do outperform their best members, in a way that suggests that synergy is involved.” By the time we get to page 84, however, he says this: “In a key study, deliberating groups would have lost nothing in terms of accuracy if they had simply averaged the judgments of the people involved—a clear finding that deliberation may not improve on the judgments of statistical groups.” Okay, so which is it? Could both be true? Of course the answer is yes. By using strategic qualifiers such as “sometimes” and “may” the case is covered both ways. So what are we to conclude about the prospects for relying on group knowledge to help us to discover the truth?

There are three key claims to keep track of:

(1)   That groups outperform individuals.

(2)   That experts outperform laypeople.

(3)   That interactive (deliberative) groups outperform aggregates.

The limiting conditions that Sunstein has applied throughout his analysis here make their pay-off. (1) Do groups outperform individuals? Yes, if we use majority rule and the members of the group are at least 51 percent likely to know the right answer. (2) Is expert opinion more reliable than that of laypeople? Yes, if one is talking about technical subjects, where the experts are at least 51 percent likely to know the right answer, but the general public is not. (3) But now we come to the biggest question, which goes to the heart of why groups outperform individuals in the first place: is this due to the wisdom-of-crowds effect, where group knowledge is merely aggregated, or is it due to some sort of synergistic effect, where interactions between the members of the group improve the group’s overall knowledge? Either, of course, could explain why groups outperform individuals, but what we really want to know is whether interactive groups outperform non-interactive ones.

It is at this point that Sunstein throws a pot of cold water on any enthusiasm that may have built up for the potential benefits of synergy. He writes, “unfortunately, there is no clear evidence that deliberating groups eliminate the effects of [individual] heuristics and biases. … In fact, individual errors are not merely replicated but are actually amplified in group decisions. … ”17 Then he makes it worse:

Unfortunately, there is no systematic evidence that deliberating groups do well by any … baseline … (1) it cannot be shown that deliberating groups generally arrive at the truth. As we shall see, the truth is likely to win only when the correct view has a lot of support within the group [and] the correct answer, once announced, is clearly right, and appears clearly right to everyone. (2) Much of the time, deliberating groups do quite poorly at aggregating the information that their members have. … Relevant knowledge is often ignored or downplayed. … (3) Deliberating groups sometimes outperform statistical groups, but sometimes the opposite is the case. When individuals show a strong bias or a clear tendency toward error, deliberating groups often show a greater bias and hence a greater tendency toward error. … In tasks where the right answer cannot easily be shown to be correct, groups tend to be more biased than individuals.18

Is there any hope? Actually, there is quite a lot. Despite the problems that Sunstein identifies here and in the rest of his book regarding the potentially truth-killing effects of caving in to social pressure to conform, relying on those who have spoken before us or those who are in authority to be right, failing to elicit hidden knowledge that others in the group may be reluctant to share, and polarization or hardening of one’s views once we have found that they are shared by others, these are all problems that can be remedied by attending to a series of “best practices” in group dynamics that Sunstein outlines at the end of his book. Of course, where one is merely aggregating group opinion, some of the problems above melt away; if we do not know what others think, how can we be influenced negatively by them? But if one is hoping to encourage more interactive groups in order to capitalize on the synergistic effect, aren’t there some remedies we can try? Yes, and the hopeful news is that these are potentially high reward, for if we can meet the conditions to make an interactive group successful, it has the potential to be the best of all possible ways to arrive at the truth.

In a chapter entitled “Implications and Reforms,” Sunstein makes the following series of recommendations, all of which are consistent with a general principle of openness: “Groups should take firm steps to increase the likelihood that people will disclose what they know.”19

(1)   Groups should regard “dissent as an obligation.”

(2)   Critical thinking should be prized.

(3)   Group success should be rewarded.

(4)   Whistleblowers should be celebrated.

(5)   Leaders of groups should indicate their “willingness and even desire to hear information that is held by one or a few members [who] might otherwise receive little or no attention.”20

(6)   Initial opinions should be stated anonymously.

(7)   Devil’s advocates should be encouraged.

The problem with groups, Sunstein seems to be saying, is not that they do not possess the relevant information to arrive at truth, but that the group is sometimes structured so that this information never sees the light of day. All of the above recommendations, therefore, seem basically consistent with the idea that it is the open and free exchange of ideas that occurs in a group that is most valuable in its search for truth. The aggregation of group knowledge is important, but if a group is structured in the right way, the result of interaction between the members has the potential to be even more valuable in the search for truth.

Have we perhaps here arrived at a general theory of how to respect truth? The first principle is to be open to new ideas; to offer and to accept criticism of one’s own views and to critique others’ as well. One must make all efforts not to live in an information cocoon. The second principle is that the best way for this to happen is in a group setting, where ideas are shared and information can flow freely. Can these two principles be reduced to a single slogan? The best way to respect truth is to pursue the free and open exchange of ideas in a group setting, preferably of knowledgeable people, where one’s ideas can be shared and critiqued.

Conversely, the times when people are most likely to miss the truth is when they are not open to new ideas, either because they do not share their views with anyone else (they live in an information cocoon) or because they think that truth is determined by authority (they either bully or defer to others).

In the remainder of this chapter, I will discuss several of the most promising routes to the discovery of truth that seem consonant with this principle: (1) science, (2) philosophy and logic, (3) the democratic flow of information through the Internet, Wikipedia, and social media.

Science

What can one say about science that has not already been said? Throughout this book, I have offered the idea that science is perhaps the best way of respecting truth, because it has a built in mechanism for eliminating bias and providing for the correction of error. If one pursues a sophisticated understanding of science (rather than the caricature of “scientific method” that one finds in textbooks) one sees that the standard of insistence on empirical evidence, peer review, and the replication of experiments provides a tonic to disrespect. The distinguishing characteristic of science is not just reliance on empirical evidence, but openness to revision in those theories that are offered to explain that evidence. Science is an open process, where results are shared and theories are freely criticized. And the only goal is to make one’s explanations better: to get them closer to the truth. As such, science proves to be the opposite of ideology, which disrespects truth by trying to substitute wish-fulfillment for facts. In science, we suffer when we try to fool ourselves into thinking that something is true when it is not. This is why there is no role for ideology in science. It is also why there is no such thing as left-wing science or right-wing science. As we learned from the example of Freeman Dyson, science has no heretics. The “group” may be crucial for the vetting of scientific ideas but, except for cases of fraud, there should be no excommunication.

Here once again it is fruitful to circle back to Mercier and Sperber. I trust that by now it is clear that I am deeply skeptical of their incredible claim that reason evolved not because it helps us to discover the truth (which would be directly valuable in our struggle for survival), but instead because it makes us better debaters (which would somehow improve our social and reproductive success, whether or not our arguments were true). But they make one important claim near the end of their paper that provides a key confirmation of Sunstein’s analysis, while offering a link to science: the notion that truth is most readily arrived at in groups and that this is perhaps what explains the tremendous success of science.

[R]easoning is responsible for some of the greatest achievements of human thought in the epistemic and moral domains. This is undeniably true, but the achievements involved are all collective and result from interactions over many generations. … The whole scientific enterprise has always been structured around groups, from the Lincean Academy down to the Large Hadron Collider. … [I]n group settings, reasoning biases can become a positive force and contribute to a kind of division of cognitive labor. … By anticipating objections, one may even be able to recognize flaws in one’s own hypotheses and go on to revise them.21

Mercier and Sperber, of course, are not the first to note that science thrives by critiquing ideas, thus eliciting knowledge that might otherwise be unavailable if it were not for the clash of ideas in an open forum. But are they correct in their claim that the primary reason science is so good at this is because research is done in groups?

We have already said a good deal about the open character of science, but perhaps it is now appropriate to say a bit more about how this is facilitated by it being a public process. As Mercier and Sperber have pointed out, a good deal of science these days is done in groups. Groups, as we have seen, can be an important part of collecting wisdom and arriving at truth, either through the aggregation of individual knowledge or the sharpening of ideas through deliberation. In the search for truth, groups often outperform even the wisest individuals. But does this mean that it is the group itself that explains scientific success? Even if we believe that “groups beat individuals,” it is time to ask whether it is the group itself—or the fact that groups are an excellent way of making science an open process—that explains scientific success.

As we learned from Sunstein, groups can have problems and it matters a good deal how they are structured. If a group is too hierarchical or has no mechanism to elicit the small but crucial bits of information that may be held by its fringe members, it will not likely allow one to “anticipat[e] objections [or] recognize flaws in one’s own hypotheses and go on to revise them.” Fortunately, science does have such a mechanism in place, through the democratic nature of peer review and the reward system of being hailed for finding a flaw in someone else’s theory. I submit that it is not, therefore, so much the fact that scientific work is done in groups as the fact that it is done in public that encourages the dissent, criticism, and revision that is the hallmark of science.

It is also important to note that while Mercier and Sperber are correct to note that these days, unlike in the not-too-distant past, a good deal of science is “big science” (like the Large Hadron Collider), this could hardly be the distinguishing feature of what makes science an open process, for if it were then what to say about the value of those scientific theories put forward by solo practitioners such as Newton, Darwin, and Einstein in science’s storied past? Working in groups is one way of exposing scientific hypotheses to public scrutiny. But there are others. Even if one is working alone, before a scientific hypothesis can be accepted as true, it still must be vetted by the larger scientific community, so that it can be scrutinized for error. Also, it is a central canon of good scientific work that one’s data should be shared, so that others can try to replicate one’s findings before they are accepted as true. This is what makes science open; not the fact that scientists these days often work in groups. No matter their source, scientific ideas are always subject to public scrutiny before they can be accepted as true. Sunstein, Mercier, and Sperber are all right that groups can be an effective way of overcoming individual bias, thus facilitating respect for truth. But they must be used in the right way. It is not just the fact that science is a community effort but that it is an open and critical community effort that makes it effective.

Knowing this, is it now possible to try to identify further “sources of hope” for respecting truth by trying to grow science in those remaining areas of human ignorance, by creating a culture of openness and critique? Surely one fruitful area for such growth might be the social sciences, where we still have a comparatively shallow understanding of human behavior, contradicting theories, inconsistent use of empirical methods, lack of a culture of data sharing and the replication of experiments, and widespread infection with ideology.22 Here I return to an earlier idea: that there should be no clear division between the methods of natural and social science, insofar as both are intended to discover the truth about their respective (empirical) subject matter by studying the causal relations within it. I am happy to report that there has been some progress along these lines in recent years, yet there remains some unfortunate (mostly ideological) controversy, even within social science itself. A stubborn few continue to resist the idea that we can have a science of human behavior, because they are afraid of the results that it might turn up and the potential consequences for human autonomy. Others cloak their objections in the language of concern about the particular methodological challenges of studying human behavior, even though these are easily refuted.23 Good work nonetheless continues to be done (one such example—Roland Fryer’s work on education—will be discussed in the next chapter). But, if we are committed to the idea that there is truth to be discovered, not just about nature but also about human nature, we cannot just wait for such work to be done. As we’ve seen through the creationist attacks on Darwin’s theory of evolution and the political attacks on global warming, even the best scientific work must be defended. And certainly one must try to create an environment of respect for truth if we expect the scientific process to flourish. If we want to see more credible theories in the social sciences then we must commit ourselves to creating a culture of respect for truth in the social sciences even as we defend that culture from the ideological zealots who would attack it in the natural sciences.

It is easy to stand up for science when all we have to do is talk about the past victories of Galileo and Darwin. But under today’s assault on science—from the right and from the left—one has to be prepared to defend not only the achievements of the past, but also those of evolutionary psychology, behavioral economics, and even behavioral genetics as well. Those fields may turn up no good results or someday dissolve in a puff of methodological smoke, but unless one is willing to say that they have a right to make their hypotheses and have them tested by the same rigorous public procedures that are used throughout science, one has no business calling oneself an advocate of science who respects the procedures that lead to truth. If science is one of the best ways of respecting truth, it must be championed wherever we may use it, even when it turns up truths that make us uncomfortable. That is the risk of openness.

Philosophy and Logic

Although science may be an exemplar for how to respect truth, it is not the only way to do so, which is fortunate since not all truths are empirical. What can one say about those areas of inquiry where one cannot rely on data or experiment, but there is still truth to be had?

It is sometimes lamented by philosophers that what makes philosophy so difficult is that they are left by attrition with all of the hardest problems. At one time psychology, medicine, and even physics were all part of philosophy, before they proved subject to empirical methods. But when a field becomes ripe for scientific investigation, it goes out on its own and takes the empirical topics with it, leaving philosophy to ponder the mystifying leftovers: What is causation? How can I know what is ethical? Is a scientific theory valuable only if it reduces to some more basic theory?

There may be no good proof procedures (or concrete evidence) to answer these questions, but at the very least one can make sure that one’s thinking is consistent and does not violate the norms of good reasoning. Cognitive bias and wishful thinking are as much of a threat to philosophical truth as they are to scientific truth, and it is important to have some method to combat them. Enter logic.

Logic is largely known in the academy these days by the buzz word “critical thinking,” which college deans love to talk about, even if they cannot always define it. But the backbone of this is surely the good old-fashioned topic of symbolic logic, that scares the hell out of legions of students, due to its stringently clear standards for good reasoning. It may seem funny to admit that logicians themselves are not so often concerned with “truth” as they are with “validity,” but it is nonetheless true that one of the best ways to respect truth is to make sure that you are not making a logical mistake in reasoning.

Examples of bad logic abound in everyday life. The politician who attacks a “slippery slope” argument when it is used to defend late-term abortion, who then turns around and uses an identical argument against banning assault weapons. The TV commentator who does not understand the difference between saying “all socialists are liberals” and “all liberals are socialists.” But perhaps the most distressing examples come from scientists themselves, who sometimes base an entire research program on a logical misunderstanding. Remember Mahzarin Banaji’s confusion when saying “racists’ ears don’t get hot”? The point here wasn’t that if you are a racist you don’t care how you do on the IAT, it’s that if you are not a racist you do care, and this might in turn affect your performance.

Logic demonstrates respect for truth by adhering to widely held community standards for what constitutes good reasoning and what does not. There are proof procedures to check what one says. There are methods for adjudicating disputes, even when they are not empirical. Do these take place in groups? Sometimes. But just as in science, the point is not where one is when one has the “eureka” moment of solving a logical puzzle or finding a logical flaw in someone’s argument. It is that, like science, logic is based on an undisputed public set of rules and procedures by which others may critique and reject our work.

Another important contribution that philosophy can make to the search for truth is championing the role of doubt. Doubt, it is sometimes thought by laypeople, is just the opposite of knowledge. It is when one cannot reach the truth due to uncertainty. But this is a misunderstanding of what it means to doubt, borne of failure to appreciate Socrates’s wisdom that the enemy of knowledge is often not falsehood or even ignorance, but false belief. When one is skeptical, that is when one will examine one’s beliefs more closely, try to find a flaw and root out any error. Uncertainty is not an enemy of truth; it is often the best means of finding it.

Perhaps the best example of the powerful role of doubt goes back to Descartes, who sought wisdom by questioning each of his beliefs one by one, until he was left with something so foundational that he could not doubt it. Of course, one may quarrel with the result of Descartes’s search (and many have), but the method seems fruitful. In order to find truth, one must first clear the field of any falsehoods, superstitions, and lies that one has told oneself, to prepare the way for truth.

But isn’t this precisely what the “skeptics” on climate change take themselves to be doing, when they argue that scientific knowledge is too uncertain to justify the conclusion that global warming is occurring as a result of human activity? While it is true that doubt can play an important role in the discovery of truth for both empirical and non-empirical topics, it is important to understand that when one is dealing with scientific evidence there will always be a degree of uncertainty even when one has found the truth. Science is not logic. There is no empirical proof of validity that just cannot be quarreled with. Instead, science must rely on the preponderance of evidence, which is the best indicator of the direction of truth. Does this mean that science can never make a mistake? Of course not. A deductively valid syllogism in logic is valid for all time. But in science, we understand that knowledge evolves. Through the critique that scientists make of one another’s theories, even good theories may be revised so that they are closer to the truth. Thus does the Ptolemaic theory of the heavens get replaced by the Copernican, which is further revised over the centuries by Kepler, Galileo, and Newton, until our understanding is finally revolutionized by Einstein. The problem with scientific knowledge is that we never know when we have heard the last word. And, technically speaking, any theory—no matter how promising the empirical evidence—could prove to be wrong in the long run.

But this does not mean that doubt should be exploited by those who would use it to stand in the way of scientific progress. It is one thing to have actual doubts about the truth of a scientific theory, based on some anomaly that it cannot explain or prediction that it did not get quite right.24 And the answer in this case is to try to come up with a better theory. It is quite another thing to counsel blanket rejection of a scientific theory that one hopes is not true, based merely on commitment to a competing ideology, for which there is no evidence. Doubt, when it is used in the right spirit, can be an effective tool in the search for truth. But when it is misused as a shield for one’s prejudices, doubt can make a mockery of the search for truth.

Unlike ideology, true philosophical skepticism is respectful of the search for truth.

The Internet, Wikipedia, and Social Media

In the modern age, there are many possible examples that one could pursue to make the point about how new media enable the sort of open exchange of information that has the best chance of discovering truth. In his book Infotopia, Sunstein talks about prediction markets, open source software, blogs, and wikis as methods that demonstrate the powerful effects of aggregation and synergy. The Internet, of course, is the source that makes all of this possible and it is easy to appreciate its beneficial effect of eliciting hidden information and allowing many eyes to scrutinize it. One might think of the Internet as the biggest “ask the audience” lifeline that has ever been invented.

But there is a downside. For even as the Internet democratizes the flow of information that enables “many minds to produce knowledge” it also suffers from the removal of gatekeepers who can vet that information, so that misunderstandings—and worse—can proliferate. Recall the problems that can occur when the mainstream media decides to present two sides to every story, no matter how ludicrous one might be? The Internet has that problem on steroids.

Naomi Oreskes and Erik M. Conway write:

With the rise of radio, television, and now the Internet, it sometimes seems that anyone can have their opinion heard, quoted, and repeated, whether it is true or false, sensible or ridiculous, fair-minded or malicious. The Internet has created an information hall of mirrors, where any claim, no matter how preposterous, can be multiplied indefinitely. And on the Internet disinformation never dies. “Electronic barbarism” one commentator has called it—an environment that is all sail and no anchor. Pluralism run amok.25

It is a terrible cliche to say that the Internet “cuts two ways,” but it does. Falsehood as well as truth can be digitally disseminated at lightning speed. So what can we do about it?

The problems with the Internet are well known. In fact, they are so widely known that one might suspect that it would be all but impossible to have an honest exchange of information in a public forum, which capitalizes on the wisdom-of-crowds effect to produce new information, without being swamped by a tidal wave of disinformation. But that would be wrong. Below I will examine two final “sources of hope” that, like science, may capitalize on the virtues of openness and interaction in working toward the identification and dissemination of truth: Wikipedia and social media.

Although it is far from perfect, Wikipedia is one of the greatest successes of crowd sourcing that has ever been created. Since its founding in 2001, Wikipedia has been expanding at a furious rate, in hopes of reaching its goal “to distribute a free encyclopedia to every single person on the planet in their own language.” Until recently, Wikipedia’s growth had been exponential. Up until 2007, Wikipedians were adding 2,200 new articles every day; the English language version hit 2 million articles in 2007, then 3 million in August 2009.26 At present, it is the largest compilation of knowledge ever created. Indeed, some would say that Wikipedia’s success is part of what put the print edition of Encyclopedia Britannica out of business in 2012.

Unlike traditional encyclopedias, however, Wikipedia is based entirely on volunteer effort and was created by thousands of users who are free to create articles and add and correct information with no process of peer review or vetting by experts. Capitalizing on the wisdom-of-crowds effect—and a spirit of good will—Wikipedia succeeded even in the face of dire predictions that a knowledge source based on volunteers would be rife with errors and held hostage to those with an agenda. What actually happened, however, is that the many eyes looking at each entry soon sniffed out error and bias, resulting in a knowledge source that is astonishingly reliable, for what it is.

Sunstein comments:

It is an understatement to say that Wikipedia generally works. In terms of sheer volume, it dwarfs the Encyclopedia Britannica. The number of articles is extraordinary. True, the quality does not always match the quantity; you can easily find articles that are thin or amateurish or that contain significant omissions and errors. But for the most part, the quality tends to be high as well.27

As with science, one might attribute Wikipedia’s success to the idea that mass scrutiny of errors in an open forum is a powerful way to create knowledge, and may even be the best way to reach toward truth.

Are there problems with Wikipedia? Certainly. Not only are there errors in some of the articles—due to ignorance—but there is also the problem of hackers (sometimes called “wreckers”) or partisans, who deliberately try to sabotage articles for sport or self-benefit. In one of the most famous cases, an entry on the journalist John Seigenthaler claimed (for four months in 2005) that he had been involved in the assassination of both John and Robert Kennedy.28 For the most part, such errors or hacks are dealt with by the “many-eyes” method, but as this example demonstrates, problems can still slip through. Because of this, Wikipedia has over the years instituted some measure of quality control, such as flagging material that seems biased or controversial, moving matters of opinion to discussion pages, putting new edits on a “recent changes” page that is reviewed by many people before being added, and imposing a layer of editorial control on articles about living people.29 Although Wikipedia is shaped significantly by the approximately 1,000 editors who are most active on the site, it still relies heavily on the millions of daily users to point out and correct error. This is to say that the main weapon Wikipedia has against error is that there are more people who are rooting for and working toward its success than those who abuse it. As it says on the site “we assume that the world is full of reasonable people and that collectively they can arrive eventually at a reasonable conclusion, despite the worst efforts of a very few wreckers.”30 As Sunstein himself comments, “Wikipedia works because those who know the truth, or something close to it, are usually more numerous and more committed than those who believe in a falsehood.”31

Openness works. Groups beat individuals. Truth wins.

Naturally, there are lingering criticisms. First, some have claimed that Wikipedia itself is biased. Indeed a rival site “Conservapedia” has been created to challenge what it claims is liberal bias in a number of articles on Wikipedia. In a 2012 study Greenstein and Zhu examined the use of traditionally “democratic” and “republican” phrases and found some bias, especially in the articles written in early years. Over time, however, Wikipedia has mitigated this bias, through the addition of counterbalancing articles.32 A more stinging criticism, perhaps, is that over time Wikipedia has gotten more bureaucratic and its cadre of primary editors have begun to institute more stringent quality controls, which has scared off new participants. Indeed, some have claimed that this is why Wikipedia’s growth has flattened in recent years, as new volunteers become fed up with too much editorial control.33 Others, however, have said that this simply reflects the long-expected natural limit to growth as Wikipedia has neared its goal of creating an article on every topic. And, even if increased editorial control has been responsible for some limits, one might argue that this is much needed and expected in any institution that has gained a certain amount of credibility. Science, after all, is also a largely democratic process, but it does not proceed without layers of review by experts to assure a level of quality control. Even science, after all, is expected to police itself for fraud.

And as Wikipedia gains more credibility over time, it is not surprising that, like science, it would be subject to hijack by those who wish to advance their own ideological agenda. Many eyes may be sufficient to fend off isolated hackers and charlatans, but what should one do when there is a relentless campaign to control what the public might read about a religion? In 2009, Wikipedia barred online edits from computer addresses that were “owned or operated by the Church of Scientology or its associates.” Should they be blamed for defending themselves? Just as science suffers at the hands of those who wish to exploit its open process in service of their own ideological agenda, so Wikipedia may be exploited. Merely to give up and let the charlatans destroy what a collective has built is not required by openness nor is it wise. Sometimes defending oneself is a legitimate way of respecting truth.

The rise of social media and its relationship to truth is an enormous topic that could itself fill an entire book. Like Wikipedia, social media provide ample opportunities for crowd sourcing and sharing information, but they also enable the spread of disinformation as well. As with so many things on the Internet, it really does cut both ways. Now, however, I would like to focus on whether, despite their potential drawbacks, social media sites such as Twitter, Facebook, and YouTube might provide another “source of hope” for respecting truth in coming years. Indeed, it has arguably already begun.

In the 2011 “Arab Spring” uprisings in Egypt and Tunisia, social media played a crucial role. Given the widespread saturation of social media in those two countries they were “fertile ground for an Internet-enabled uprising.”34 According to Madeline Storck:

94% of Tunisians get their news from social media tools, as do 88% of Egyptians. Both countries also relied the least on state-sponsored media for their information (at 40% and 36% of people in Tunisia and Egypt respectively). Equally noteworthy, in Egypt there are now more users of Facebook than there are subscribers to newspapers.35

Given this, when the uprisings started, government attempts at censorship were no match for the “truth” that was being shared moment by moment on millions of smart phones. Pictures of demonstrations and violence were capable of being shared with the world in real time, thwarting lies propagated through newspapers and television that were controlled by the government. As one anonymous Egyptian activist put it: “We use Facebook to schedule the protests, Twitter to coordinate, and YouTube to tell the world.”36

Some have disputed the idea that social media “caused” the Arab revolution, claiming that revolutions happened before there was social media, so how could they have been that important?37 But this seems a bit like claiming that wars were fought before the atomic bomb, so how could this have explained the Japanese surrender in 1945? Of course, such claims are impossible to test one way or the other; a revolution cannot be rerun without smart phones to see how it might have come out. Even so, it is obvious that even if the role of social media in causing the Arab Spring uprisings has been overblown, they did in fact play an important role in getting the news out to a world that might otherwise have been forced to rely on less immediate sources.

By now this is a familiar story. The openness and widespread availability of social media enables the sort of information dissemination that is crucial to keep from living in an information cocoon that is so destructive of learning the truth. Yes, social media can also be used to spread lies and disinformation. (In an attempt to get ahead of the protestors, at one point the Mubarak regime ordered mobile service providers to send text messages rallying his supporters).38 But, just as with Wikipedia’s response to “wreckers” or scientists’ reaction to those who present fraudulent research, there are ways to dampen such effects, if there are more people who respect truth than those who wish to subvert it.

And the reach of social media will likely grow in future years. As President Bill Clinton noted in a recent article outlining “The Case for Optimism” in the world, “phones mean freedom. … only 4% of households in Africa have Internet access, but more than 50% have cell phones.”39 As more and more of the world’s population is able to access sources like Wikipedia, Twitter, Facebook, and YouTube on their smart phones, what more opportunities might we have for sharing knowledge openly, capitalizing on the benefits of crowd sourcing and the democratic flow of information, in the interests of respecting truth?

Conclusion

There are surely further topics that could be covered in search of more sources of hope to fight against disrespect for truth, but the general principles by now are clear. Community scrutiny is the best way to combat error, ideology, and disinformation, because mistakes are less likely to remain unchallenged when they are made in public. Sometimes one must rely on expert knowledge or overt rules to accomplish this; other times a YouTube video of a burning car is enough. Those who would disrespect truth may be legion, but just as we have seen at the individual level, we can choose those cognitive habits and procedures that lead to truth, and be reinforced in this choice by the community of truth-seekers around us. The barriers to truth are within our power to overcome. For in an open forum—with many eyes watching—falsehood is no match for inquiry, and lies are no match for a group of committed individuals who just want to know the truth.
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A More Reasonable World

Better Living Through Empirical Social Science

When people look back at our time, they will be amazed at one thing more than any other: that we know more about ourselves now than people did in the past, but that very little of it has been put into effect.

Doris Lessing, “When in the Future They Look Back at Us”

In this book, I have argued that although truth may be an elusive goal, we cannot do without it. It defines who we are and our hopes for the future. It is our lodestar. Despite the problems and biases that are built into us—or cynically embraced by those who decide that ideology is more important than reality—few have given up on the idea of truth. Although we may sometimes treat it brutally, most of us have a deep-seated commitment to the idea that truth will always be out there waiting for us, when we are finally ready to embrace it.

But what would the world look like if we took more seriously the idea that respecting truth should matter right now—that although we are not exactly “wired” to discover truth, we can nonetheless choose to pursue it and use this knowledge to make the world a better place? Winston Churchill once observed that “men occasionally stumble over the truth, but most of them pick themselves up and hurry off as if nothing ever happened.” But what if we did a better job of giving truth the respect it deserves?

Some might argue that this would be a disaster: that the reason we do not more frequently face the truth is that we do not want to. But the pertinent question here is not whether facing the truth would make us uncomfortable, but whether there might be benefits that would outweigh the costs. Below I will make two proposals for how we might begin to reap the benefits of respecting truth: first by allowing science to have a more prominent role in influencing public policy and second by committing ourselves more fully to the pursuit of empirical social science.

Science and Public Policy

In his 2009 Inaugural Address, President Obama said words that were music to the ears of the nation’s scientists: “we will restore science to its rightful place.” After eight years of contending with the Bush administration’s distortion and manipulation of scientific results to fit its ideological agenda on topics such as stem cells, global warming, and birth control, a new attitude seemed to be emerging. Under President George W. Bush, things had gotten so bad that in 2004, the Union of Concerned Scientists took out full page ads in some of the nation’s leading newspapers in which they accused the Bush administration of interference, censorship, and manipulation of scientific results.1 Ironically, after George W. Bush’s father had elevated the president’s “science advisor” to a cabinet-level post, the younger Bush became notorious for kicking his science advisor out of the White House, making him take up residence in an office down the street.

When Obama took office, things improved somewhat, but there is still too much political influence on policy decisions in which science should have a more determinative role. Although Obama has in John Holdren a well-respected science advisor (indeed a whole Office of Science and Technology Policy), a good deal of policy that comes out of Washington these days is still influenced by members of Congress who have the same benighted view of science that Bush did. Indeed, since the Office of Technology Assessment was dissolved in 1995, Congress has had no formal mechanism for receiving objective scientific advice. And, even if Obama continues to say the right things in his speeches, some have criticized him for excessive capitulation to those who disrespect the truth about global warming. Where was the issue of global warming, for instance, on the campaign trail in 2012? Why did Obama open up new territory off the northern coast of Alaska to oil drilling? Why has he offered so much support to shale gas drilling throughout the continental United States? And when is he going to make a decision about the Keystone XL Pipeline?

This is not just a matter of Obama becoming jaded by the politics of Washington; he has always been a political animal. Indeed, at times he has even seemed willing to disrespect science when it suited him. Consider the following statement, taken from a campaign rally in April 2008:

We’ve just seen a skyrocketing autism rate. Some people are suspicious that it’s connected to the vaccines. … The science right now is inconclusive, but we have to research it.

Remember that this was four years after Wakefield’s study had been debunked and anyone who was paying attention (and not running for office) should have known better. By December 2008, safely after the election, Obama could afford more high rhetoric:

Today, more than ever before, science holds the key to our survival as a planet and our security and prosperity as a nation. It’s time we once again put science at the top of our agenda and worked to restore America’s place as the world leader in science and technology. … [But] science isn’t just about providing resources—it’s about protecting free and open inquiry. It’s about ensuring that facts and evidence are never twisted or obscured by politics or ideology. It’s about listening to what our scientists have to say, even when it’s inconvenient—especially when it’s inconvenient. Because the highest purpose of science is the search for knowledge, truth and a greater understanding of the world around us. That will be my goal as President of the United States.

Welcome as this was, one regrets that the practical effect of this high-flying commitment has not made more of a difference in his presidency. This is not to argue that Obama has done nothing for science or even that he has not done a good deal more than most Presidents. In 2009, Obama lifted the Bush administration’s limits on federal funding for stem-cell research. Despite his focus on increasing fossil-fuel energy production, he has also made a solid commitment to the exploration of renewable energy sources. Obama also established long-overdue increased fuel-efficiency standards for new cars and trucks. And he has made a genuine commitment to increasing funding for both basic scientific research and the training of science educators.2

Just after inauguration for his second term, Obama announced a proposal to use federal funds for a Brain Activity Map, which may open the door to new therapies for brain diseases in much the same way that the Human Genome Project paved the way for new genetic therapies. These are encouraging developments. Yet what is most needed, perhaps, is a President with the political courage to engage in a full-on frontal assault on the ignorant anti-science views of so many members of Congress, who are holding up federal efforts to combat global warming. Is there really a more pressing scientific commitment during Obama’s presidency than to fight against something that may threaten our very existence on this planet? Yes, Obama has instituted a few policies that have advanced the cause of science. But has he really done much to challenge the endemic disrespect for truth that stands behind most of the anti-science ideology in Washington?

Of course, there is also the problem that a good deal of policy in Washington these days falls within the domain not just of natural science but of social science. Immigration, guns, capital punishment—not to mention taxes and job creation—all have deep roots in empirical problems that have been studied by social scientists for decades. Yet (unless it agrees with their ideology) this research is routinely ignored at every level of government. One could argue, of course, that we need better social science before it can be more influential. But, as I hope to show in the next section, there is already some very good social scientific research out there and perhaps it might be the job of a newly created social science advisor to help the President (and Congress) pick and choose among social scientific research to find good empirical work that might serve as the foundation for better social policy.3

It is unfortunately true that a good deal of social science today is unreliable, due to its infection by political ideology. Even in universities, in some fields there is no clear line between “research” and political advocacy. As such, can one blame politicians in Washington for refusing to rely on the conclusions of social scientists? Actually yes, for this is just the kind of lazy thinking engaged in by those who rationalize their own ideological views by dismissing everything as ideological.

As the pro–death penalty Governor of Massachusetts, Mitt Romney had this to say when confronted by a journalist with the fact that there was little evidence to support the view that the death penalty deters crime:

Studies can show whatever you want them to show. Punishment has an impact on action, and the idea that a more severe punishment would have an impact on action is obvious to even a schoolchild. There’s absolutely no question but that the death penalty would reduce a certain number of heinous crimes.4

Thus is intuition substituted for empirical study on some of the most important public policy issues throughout our government. And there is a lesson here for social theorists on the left, who may think that the best way to fight against right-wing ideology is with left-wing ideology. Does advocacy research really work? Does it help the people that it is meant most to help? One might argue that what the poor need most in this country is not advocacy rooted in high theory about racism and oppression, but good empirical data that will reveal the truth about wealth inequality and ineffective educational policy, which disproportionately affect the poor. What better to combat a wrong ideology than facts? Thus on the subjects of guns, immigration, welfare, affirmative action, housing, education, and a host of other topics, perhaps the best way to make political progress is first to understand that these are empirical topics, on which it is possible to gather data that might help to create a more enlightened public policy. Science, of course, cannot tell us what our values should be. But neither should intuition substitute for scientific study. When a topic is empirical, policy is best made in an environment in which we have first faced the truth.

Better Social Science

I have already begun to outline the benefits of a more rigorous understanding of human behavior. Despite our current struggles, it was respect for truth that brought the natural sciences into the modern era, as it did much later for medicine. And it is my conviction that the same could be true right now for the study of human behavior, if only we heed the lessons from natural science.

Some already have.

Roland Fryer is something of a wunderkind in economics. After a youth marked by poverty, racism, and brushes with the law, Fryer says that he finally got serious about school when he started college, accepting an athletic scholarship, then electing not to play in favor of devoting himself to the study of the powerful mathematical tools that would later enable him to study problems like inequality, race, and educational policy that had such an effect on his own life. After graduate school, the bidding war for his talents began, landing Fryer at the prestigious Society of Fellows at Harvard University and later a professorship in the Economics Department there, where he earned tenure at thirty.

Since then, Fryer’s research has been nothing short of courageous, using the mathematical techniques of economics to study social problems that other economists seem afraid to touch.

I take stubborn old questions of racial inequality that have been around for decades and decades and try to use simple mathematics to be able to answer those questions. … It’s a way of taking politics, taking emotion, taking anecdotes out of the study of racial inequality.5

And the questions are hot ones: Is black culture a cause or a consequence of racial inequality? Can crack cocaine be blamed for the nationwide decline in black health and economic outcomes in the late 1980s and early 90s? Is color-sighted affirmative action more efficient than color-blind affirmative action? Are black youth faring worse than whites in school because of the social stigma of “acting white”?6

As if merely asking these questions were not incendiary enough, Fryer’s approach to them is completely empirical. He takes no hypotheses off the table:

I want to have an honest discussion about race in a time and a place where I don’t think we can. … Blacks and whites are both to blame. As soon as you say something like, “Well, could the black-white test-score gap be genetics?” everybody gets tensed up. But why shouldn’t that be on the table?7

Attracted to the explanatory power of economics, he decided to use this to study race.

We learned all these powerful math tools that were very deep, very insightful, and were being used to solve … silly problems [like corn growth]. … At the same time you’d look on TV and see people literally yelling at each other about affirmative action, bringing up anecdotal stories of one white guy who lost his house and his wife and his kids. The whole debate could be turned by bringing in some horrible travesty. And I thought, here’s the exact way that these tools should be used.8

So what has Fryer found? In one result he found that there was such a thing as a stigma for “acting white” but that it could not explain the entire black-white achievement gap, for the simple reason that it could not account for why students in all-black schools still weren’t performing well.

In more recent work, Fryer has delved deeper into educational policy, studying whether cash incentives might work to keep kids in school and what might be learned from a rigorous empirical analysis of high-performing charter schools. With sparse data behind some of the more sweeping education proposals in recent years, education seems a ripe area for scientific inquiry. Here Fryer has learned that, in contrast to conventional wisdom, it is not class size or spending per pupil that makes a difference in educational outcome, but instead factors like giving frequent feedback to teachers, using data on individual students to guide their instruction, using tutors, increasing instructional time, and maintaining high expectations.9 After instituting these reforms in some school districts, the results have been stunning. “In just one year, kids in one of their schools went from 40 percent proficient in math on a standardized test to 85 percent proficient; high school seniors were 50 percent more likely to enroll in a four year college.”10

Could this example of empirical analysis of a stubborn social problem provide inspiration for work in other fields, where one hopes to replace anecdote and intuition with scientific rigor in order to make better public policy? When one starts to look, examples are everywhere.

April Zeoli’s work at Michigan State University has found that public health tracking methods for disease can be used to predict where homicides are most likely to occur in an urban area. Using medical geography to identify homicide “hot spots,” researchers hope to enable law enforcement to predict, and therefore possibly prevent, murder. As a corollary of her work, Zeoli has studied some communities in Newark, NJ, that—despite being surrounded by violence—had no homicide clusters over the twenty-six-year period of her study. “If we could discover why some of those communities are resistant,” Zeoli said, “we could work on increasing the resistance of our communities that are more susceptible to homicide.”11

In other work, James Greiner, a law professor at Harvard, decided to use scientific techniques to study another hot-button topic with a political dimension: whether the use of free legal services had an impact on whether a client won his or her case. With a limited budget for legal aid, shouldn’t we know which clients were most likely to benefit from such help? But how to study this?

For Greiner, the solution is one that has already revolutionized other fields, most notably medicine. He is part of a budding movement that wants to introduce randomized experiments and put hard numbers to what have traditionally been treated as unquantifiable social problems. In medicine, he and his allies point out, such tests have revealed that once-common treatments—hormone replacement therapy, for instance—were not only ineffective but harmful. “The mission,” Greiner said, “is to make law more evidence-based, more rational and scientific.”12

The preliminary results, done with those clients who were seeking unemployment benefits with the assistance of Harvard’s Legal Aid Bureau (HLAB), turned up the surprising result that they were no more likely to win their case than those who had not used HLAB’s help. This, of course, caused controversy and the HLAB team quickly distanced itself from Greiner’s research and criticized his methodology. His experiments are ongoing, however, with more results to come on divorce, social security disability claims, and federal prisoners who make civil rights complaints.

None of this proves, of course, that all social science needs to do is study something mathematically, and the truth will emerge. It is not that easy in natural science, so why should it be in social science? But the commitment to rigorous empirical analysis is nonetheless the first step toward scientific rigor and an essential part of respecting truth. Surely there will be criticisms of empirical social science, and some of the results will be controversial. But this is as it should be in science. As long as the criticisms and controversies are over empirical matters, so that they can be settled by further inquiry rather than degenerating into ideological disputes, all is well. As in natural science, we must understand that even the most rigorous studies will be attacked. When they are attacked not because we are afraid of what they show, but in the interest of trying to replicate their findings and push for better methodology, we will have made progress toward respecting truth.

Conclusion

Truth is neither wired into us, nor are we built always to recognize it when we see it. Truth does not come to us by intuition or by instinct. But we can still choose truth, if we want it to be a part of our lives. Truth is valuable not only for its survival value, but for the benefit that it can bring in building better lives for ourselves and our fellow human beings. Evolution is a slow process, which seems ill-suited to the survival of entire populations that may be wiped out by isolated irrationalities involving nuclear weapons, the failure to control pollution, or the outbreak of disease. Instead of relying on our intuition and cognitive reflexes (which are the product of evolution in a less global environment), we have to start thinking not just about our individual survival, but about the good of everyone on this planet. And to do that we have to learn to embrace and respect truth.

As we have seen throughout this book, there are certain strategies that facilitate the search for truth. Working in groups. Embracing openness. Creating an environment in which we can feel free to share our ideas and critique the ideas of others. Some of the best ways of doing this have already been discovered by science, but perhaps there are others as well. But even if the routes to truth are not new, our commitment to them has to be reaffirmed in the face of constant threat by the ideologies and wishful thinking that are often more tempting than truth.

How to deal with those who continue to resist? The best way is to stand up to them and expose their resistance and irrationality for what it is. President Harry Truman was famous for saying, “I don’t give ‘em hell, I tell ‘em the truth and they think it’s hell.” Critique is valuable, not just for finding truth, but in defending it. We must not be afraid to confront falsehood. Breaking through the bubble of our cognitive limitations and lazy intuitions is tailor-made for science, and it is important that we continue to embrace this, especially when truth is in peril.

Science is fragile and easily attacked by those who are threatened by its conclusions. But progress in human civilization has always been marked by openness to truth. The sort of group openness and critique of ideas that is used in science seems particularly beneficial. But as we’ve seen, groups can be dangerous too. Groups can help us to converge on the truth, but they can also have a dark side, which is that if a group has bad information it can become an echo chamber for falsehood and may even harden the opinions of those who are mistaken into thinking that they are right.13 Saddam Hussein attacked us on 9/11. Obama wasn’t born in the USA. Global warming is a hoax. Ideology fueled by wishful thinking needs scant evidence to catch fire and incinerate truth.

Information cocoons are dangerous as well, both for individuals and for the group. When we stop getting information from outside sources (or from our interactions with the world), where is the check on our wildest suppositions? When we think that we already know the truth and don’t need to investigate any more, that is when truth is most in danger. Socrates taught us long ago that ignorance and error are not nearly as dangerous as the hubris of false knowledge. Whether we are liberal or conservative, no ideology has all of the right answers. The truth is rarely revealed to us in a blinding insight so much as a result of hard thought, critique, and openness to new ideas.

If we want to respect truth, the best way is to break out of our certainties. We should open ourselves to new sources of information and be prepared to critique what we most desperately want to believe. The media can help by exposing liars; universities can help by training us to be better critical thinkers.14 And, although we’ve seen that groups can help, we must use them in the right way. There should be no deference to authority and no pressure to silence oneself. Groups work best when there is a true democracy of ideas. Indeed the real insight here is that we must practice openness even within groups for them to be effective. We saw in Chapter 3 that individuals suffer from cognitive biases, but we have learned since then that groups can suffer from biases too. Perhaps the analogy to “confirmation bias” at the individual level is “informational influence” at the group level. And perhaps the analogy to “motivated reasoning” at the individual level is “social pressure” at the group level.

So we need to practice openness in our thinking at the individual level (perhaps some are born with it and others can learn it through critical thinking) by trying to overcome our inborn cognitive biases and embracing the search for truth. But we also need to work more at the group level not to rely on others to correct our individual foibles and push to create an environment where we don’t defer to experts and silence our criticisms.

Whether it is in a group or as an individual, with science or with some other method, the important thing is that we do not expect truth to come easily or to be congenial, but that we push ourselves to look for it anyway, because we know that it matters. However we get there, the message is the same: there is no method that will substitute for admitting that you do not already know everything and being willing to consider new evidence and entertain new ideas, even if they conflict with what you already believe. Sometimes these new ideas will be wrong, of course, but so might our old ideas too, and we will never learn this unless we are willing to push the limits of what we think we know.

Science has an important role to play in all this, but we must not misunderstand it. There is no recipe that inevitably leads to truth. Indeed what is most distinctive about science is probably not its so-called method, but the open attitude that scientists take toward new evidence and the revision of old theories. If there is a lesson that we can learn from science in the search for truth it is probably this: method is important, but attitude is crucial.

And an open attitude is perhaps the best way of all to respect truth.
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