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Cheap Speech


1
Clear and Present Danger

The greatest spreader of election disinformation in the 2020 U.S. presidential election season was not a group of Russian hackers operating out of a boiler room in St. Petersburg or a shady political operative deploying anonymous Twitter bots. It was the president of the United States, Donald J. Trump.

Trump’s spreading over social media of the “Big Lie” that he had won an election he actually had lost decisively to Joe Biden led to the January 6, 2021, invasion of the U.S. Capitol and violent insurrection by Trump supporters just as Congress was in the middle of confirming Biden’s victory in the Electoral College. The invasion put the lives of Vice President Mike Pence and the congressional leadership in danger, and it left 4 Trump supporters dead and 146 law enforcement officers injured. One officer died of apparent natural causes a day after being sprayed with chemicals by protesters, two died by suicide shortly after the insurrection, and two more died by suicide by mid-August 2021. A slightly more successful operation causing the death of American political leadership could have resulted in political upheaval, led to possible military intervention in the transfer of power, and brought down American democracy itself.1

Hours later, after D.C. police and the National Guard helped restore order, Congress resumed the vote counting. Despite the melee demonstrating the real-world danger of the Big Lie, 138 Republican House members and 7 Republican senators nonetheless voted to object to the counting of Pennsylvania’s Electoral College votes for Biden though there was no evidence of malfeasance or significant error in the state’s vote counting. After having weakly labeled some of Trump’s false speech about election integrity during the election season, Twitter and Facebook suspended—or “deplatformed”—Trump’s social media accounts right after the insurrection, citing the potential for further violence. A week after the insurrection, the House impeached Trump for inciting it, and in February 2021, weeks after Trump left office, 57 senators, including 7 Republicans, voted to convict him, ten votes short of the necessary two-thirds majority. A conviction would have paved the way for a vote to disqualify Trump from running for future office and dealt a big blow not just to Trump but to Trumpism.2

The 2020 election season was nothing short of bizarre. It was held during the COVID-19 pandemic, in which tens of millions of Americans voted by mail to avoid unnecessary personal contact with others who could infect them. The massive shift to remote balloting demanded a Herculean effort among election administrators, a major public service campaign to ensure that voters knew how to fill out their ballots accurately and return them on time, and hundreds of millions of dollars in private philanthropic funding (including $350 million from Facebook’s Mark Zuckerberg) to keep the election system afloat.3

In the summer, when the pandemic had claimed about 150,000 American lives, Trump repeatedly blasted out to his 84 million Twitter followers (and to millions more on Facebook and other forms of social media) false statements about the fairness and security of voting by mail—a method that has been employed since the Civil War and that he, his family, and his associates have regularly used in past elections. Trump even voted by mail in the 2020 primaries, using a third party to return his ballot to Florida election officials (a form of “ballot harvesting” he railed against).4

Trump made over 90 statements and tweets in the first half of 2020 about the supposed insecurity of voting by mail, calling the procedure “RIGGED!” and “CORRUPT.” And these were just a fraction of the 713 statements and tweets between 2012 and mid-2020 in which he called election procedures and voting into question. By one count, nearly a quarter of Trump’s 6,081 Facebook posts during 2020 contained misinformation or extreme rhetoric about the election, COVID-19, or his critics.5

He was able to communicate his ideas directly to the public without having to rely on television or radio to amplify his statements, and despite numerous fact checks and articles debunking them. He made his relentlessly repeated unsubstantiated claims even though voter fraud in the contemporary United States is rare, and even though the five states that regularly conduct elections entirely by mail see very low rates of fraud. Harvard researchers writing less than a month before the 2020 election found Trump at the center of a campaign sharing his false claims about voter fraud, using his perch as the president to spread false election information not only on social media but through major media outlets such as the Associated Press and major television networks, which picked up his comments as news. A comprehensive study by the Election Integrity Partnership found Trump at the top of a group of twenty-one prominent right-wing and conservative personalities and entities that were the overwhelming source of election disinformation spread on social media before and after Election Day.6

The shift to significant use of vote-by-mail ballots forced by COVID-19, and the refusal of some Republican legislatures to update the rules for processing these ballots before Election Day, caused predictable—and predicted—delays in some states’ reporting enough election results to allow news organizations to project a winner. This meant the winner of the 2020 presidential election was unknown on Election Night and even the next morning. Worse, because Trump had discouraged his supporters from voting by mail by falsely claiming the process was rife with fraud, and because mail-in ballots took longer to process, we experienced a significant “blue shift” in the reporting of results, when predominantly Democratic votes were tallied later in the process. Trump was ahead by 14 percentage points among counted ballots on Election Night in Pennsylvania, when in-person votes were counted first, but Biden eventually won the state by over 80,000 votes as election officials later processed mail-in ballots and included them in the totals.7

By the Saturday after Election Day, it was apparent that Joe Biden had sufficient leads in enough states to win the presidency by an Electoral College margin of 306 to 232. Rather than concede the race once the outcome became clear and news networks had called it for Biden, Trump repeatedly and falsely claimed victory—even a “landslide”—arguing that the reported results were marred by fraud, pointing in part to his ephemeral Election Night leads, based on only partial vote counts in key states.8

He and his allies brought dozens of suspect lawsuits across the United States calling the election results into question, but once in court, his lawyers did not present any real evidence of significant voter fraud anywhere in the United States. When his lawsuits began to fail, he called on Republican state legislatures to thwart the will of the people by selecting phony slates of Trump electors for the Electoral College. He tried to pressure the Georgia secretary of state to “find” 11,780 votes—one more vote than Biden’s margin of victory—to flip the results to Trump. He leaned on Republican governors and the U.S. Department of Justice to help in his effort to declare the results fraudulent. About three weeks after the election Trump, without conceding, allowed the transition process to begin while still falsely claiming voter fraud.9

Despite consistent losses in the courts and state legislatures, Trump doubled down on his inflammatory rhetoric, convincing millions of his supporters that Biden had stolen the election. #StopTheSteal, a phrase borrowed from Trump’s ally Roger Stone’s efforts to prophylactically undermine the results of the 2016 presidential contest between Trump and Hillary Clinton should Clinton have won, became the Trumpist rallying cry. Within three weeks of the election, Trump had made at least four hundred false claims of voter fraud on social media. He repeatedly called the election stolen or rigged. He spread false statements about voting machines flipping votes for Biden. Sidney Powell, a short-lived member of Trump’s legal team, bizarrely suggested that it was part of a plot by Venezuelan communists tied to that country’s long-deceased leader Hugo Chávez. His lead attorney, the former New York City mayor Rudy Giuliani, alternated between unsupported claims of fraud and poor legal arguments in court. Trump aimed many of his scurrilous attacks on voting in cities such as Detroit, Milwaukee, and Philadelphia, Democratic cities with large minority populations in swing states.10


[image: Images]

Screenshot of a now-deleted Donald J. Trump tweet, Nov. 18, 2020, with Twitter label (archived at https://web.archive.org/web/20201205081925/https://twitter.com/realDonaldTrump/status/1329054683441278977)



He had co-conspirators and a receptive audience. A research report from the human rights group Avaaz found that about twenty-five leading right-wing personalities, including members of the president’s family, acted as “superspreaders” to share a false narrative on social media about election fraud having cost Trump the presidency. The Election Integrity Partnership report showed that some disinformation about the election’s being stolen flowed from these superspreaders down to mass audiences; others flowed bottom-up, as conservative influencers seized on out-of-context reports from ordinary Americans about supposed election irregularities to make a claim for widespread election malfeasance. Most Republican leaders, such as Senate Majority Leader Mitch McConnell, conspicuously refused to refute these unsupported fraud allegations, saying Trump had the right to present his claims in court (even though it was quickly clear that those claims were frivolous). Others embraced the false claims. As CNN’s Donie Sullivan reported, a Republican member of the Wayne County, Michigan, Canvassing Board “who temporarily blocked certification of Detroit’s results shared election conspiracy theories on Facebook.” The board member “also shared a racist post equating President Obama to an Islamic terrorist that was on Facebook for a DECADE.”11
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Screenshot of a now-deleted Donald J. Trump tweet, Nov. 27, 2020, with Twitter label (archived at https://web.archive.org/web/20201211212108/https://twitter.com/realDonaldTrump/status/1332352538855747584)



Social media companies, including Twitter and Facebook, had to deal with Trump’s unprecedented attacks on the integrity of the election system. Back in the spring of 2020, Twitter slapped a label on a pair of Trump’s vote-by-mail tweets, in which he accused California of allowing fraud through mail-in balloting. But instead of directly saying the tweets were false, Twitter directed users to “get the facts about mail-in ballots.” Users clicking on Twitter’s accompanying link saw facts rebutting the president’s claims and an explanation by the company stating: “We added a label to two @realDonaldTrump Tweets about California’s vote-by-mail plans as part of our efforts to enforce our civic integrity policy. We believe those Tweets could confuse voters about what they need to do to receive a ballot and participate in the election process.” But it did not label or remove similar tweets by Trump that offered more general false statements about the insecurity of voting by mail.12

In response to Trump’s Facebook post stating that “Mail-In Voting, unless changed by the courts, will lead to the most CORRUPT ELECTION in our Nation’s history! #RIGGEDELECTION,” Facebook added a label reading, “Get official voting info on how to vote in the 2020 US Election at usa.gov.” The label did not direct voters to a fact check or state that Trump’s tweet was false or unsupported by facts. The website usa.gov just provided information about voter registration. The label may have even suggested to some readers that the site was endorsing Trump’s message and providing a path for getting more information about it. As the election progressed, the platforms experimented with additional labels and with requiring users to click through before seeing some content in which Trump made false claims about election integrity. Facebook’s internal data reportedly showed that the labels did not appreciably deter the sharing of Trump posts. And Facebook let false information about voter fraud overall get shared with millions of readers during the 2020 election. The company seemed unable or unwilling to keep up with deliberately or inadvertently false information about elections, spread millions of times by users.13

As the 2020 election season came to its dramatic end, and as Trump refused to concede, Facebook temporarily tweaked its algorithm—the set of rules Facebook’s computers use to determine the content that users receive. Rather than show users just the stuff they wanted to see as driven by their data profile and what they had already clicked on—potentially including unreliable content from right-wing Breitbart or left-wing Occupy Democrats—the company favored more reputable sources such as CNN, the New York Times, and NPR. But this “calmer, less divisive Facebook,” as the New York Times called it, was short-lived, temporarily employing an algorithm designed only for the “break [the] glass” moment when Trump and others fundamentally challenged the election’s integrity on social media. Facebook soon restored its original algorithm, feeding up falsehoods and bile.14

Meanwhile, Trumpist television viewers shopped around for simpatico content during the period before the insurrection and Congress’s final votes formalizing the results. Some of these viewers turned against Fox News, the network known generally for boosting Trump and Republicans. Fox had quickly recognized Biden as president-elect once its decision desk had called the race for him in mid-November 2020, and Fox News debunked some of Trump’s voter fraud claims even as some of its opinion shows gave them oxygen. Trump supporters attacked Fox’s pundit Tucker Carlson for demanding that Trump’s lawyer Sidney Powell provide evidence of her unhinged voting machine claims involving an international communist conspiracy. Some Trumpists abandoned Fox for its competitors Newsmax and One America News Network (OANN), which at first uncritically parroted Trump’s election claims. Perhaps to win back its defecting audience, on Thanksgiving 2020 Fox broadcasted in full a Trump fusillade of falsehoods about the election, including the blatant lie that hundreds of thousands of fraudulent votes were cast in every state. Lies shared by the networks over the weeks after the election eventually led to defamation lawsuits brought by voting machine companies against the networks, some of their hosts, and the lawyers Powell and Giuliani, alleging billions of dollars in damages from the false claims that the companies’ voting machines fraudulently manipulated election results. The three networks walked a tightrope between giving viewers what they wanted and seeking to avoid liability.15

Beginning weeks before Congress’s ceremonial counting of the Electoral College votes, after states had confirmed those votes for Biden in mid-December, Trump began inviting his supporters to Washington, D.C., through social media for a “wild” #StopTheSteal protest on January 6. As the House Managers for Trump’s second impeachment trial explained in a brief:

On December 19, [Trump] tweeted: “Statistically impossible to have lost the 2020 Election. Big protest in D.C. on January 6th. Be there, will be wild!” On December 26, he tweeted: “If a Democrat Presidential Candidate had an Election Rigged & Stolen, with proof of such acts at a level never seen before, the Democrat Senators would consider it an act of war, and fight to the death. Mitch & the Republicans do NOTHING, just want to let it pass. NO FIGHT!” Fourteen minutes later, he tweeted again: “The ‘Justice’ Department and the FBI have done nothing about the 2020 Presidential Election Voter Fraud, the biggest SCAM in our nation’s history, despite overwhelming evidence. They should be ashamed. History will remember. Never give up. See everyone in D.C. on January 6th.” And on January 1, he tweeted: “The BIG Protest Rally in Washington, D.C., will take place at 11.00 AM on January 6th . . . StopTheSteal!” That same day, Kylie Jane Kremer, the head of Women For America First—a group that had helped organize the Second Million MAGA March on December 12 (which ended in 4 stabbings and 33 arrests)—tweeted a link to the website “Trumpmarch.com.” At the top of the post she added, “the cavalry is coming Mr. President!” President Trump retweeted her post, responding, “A great honor!”16

After giving an incendiary speech on January 4 in Georgia in which Trump again falsely claimed that Democrats stole the election, that “you can’t let it happen,” and that “we’re going to fight like hell, I’ll tell you right now,” Trump further pushed the rally on social media on January 5, the day before Congress was set to confirm the Electoral College votes. Trump tweeted: “Washington is being inundated with people who don’t want to see an election victory stolen by emboldened Radical Left Democrats. Our Country has had enough, they won’t take it anymore! We hear you (and love you) from the Oval Office. MAKE AMERICA GREAT AGAIN! . . . I hope the Democrats, and even more importantly, the weak and ineffective RINO section of the Republican Party, are looking at the thousands of people pouring into D.C. They won’t stand for a landslide election victory to be stolen. @senatemajldr @JohnCornyn @SenJohnThune.”17

As January 6 neared, Trump had turned to attack his own vice president, Mike Pence. Pence had a ceremonial role before Congress in opening the envelopes containing the Electoral College votes from each state, but Trump pressured Pence publicly and privately to manipulate the process and declare him the winner. Pence made it known he would not do that.18

Trump addressed a January 6 rally with thousands of his supporters in person in Washington, D.C., on the Ellipse near the Capitol, claiming again that the election had been rigged. He told his supporters to march to the Capitol and said he would join them there. He told the rallygoers: “We fight like hell. And if you don’t fight like hell, you’re not going to have a country anymore.” He posted video of his rally on social media. Trump did not go to the Capitol building despite saying he would, but his supporters did, some of whom he inspired to violence. According to a federal indictment of a Capitol invader named Kelly Meggs, “The self-described leader of the Florida chapter of the [right-wing militant group] Oath Keepers,” in late December “Meggs wrote in a Facebook message, ‘Trump said It’s gonna be wild!!!!!!! It’s gonna be wild!!!!!!! He wants us to make it WILD that’s what he’s saying. He called us all to the Capitol and wants us to make it wild!!! Sir Yes Sir!!! Gentlemen we are heading to DC pack your s***!!’ He went on to state, ‘[W]e will have at least 50–100 OK there.’”19
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Screenshot of a now-deleted Donald J. Trump tweet, Dec. 18, 2020 (archived at https://web.archive.org/web/20201220160229/https://twitter.com/realdonaldtrump/status/1340185773220515840)



Facebook “Groups” played a key role in the organizing for the January 6 activities and in spreading election disinformation. The Election Integrity Partnership report described how a Facebook “STOP THE STEAL” Group grew to 320,000 users in less than one day until Facebook shut it down and users were forced to join smaller, similar groups. Facebook knew its Groups feature could help facilitate violence. According to the Wall Street Journal: “The company’s data scientists had warned Facebook executives in August [2020] that what they called blatant misinformation and calls to violence were filling the majority of the platform’s top ‘civic’ Groups, according to documents The Wall Street Journal reviewed. Those Groups are generally dedicated to politics and related issues and collectively reach hundreds of millions of users. The researchers told executives that ‘enthusiastic calls for violence every day’ filled one 58,000-member Group, according to an internal presentation. Another top Group claimed it was set up by fans of Donald Trump but it was actually run by ‘financially motivated Albanians’ directing a million views daily to fake news stories and other provocative content.”20

Some of Trump’s most ardent supporters overwhelmed U.S. Capitol Police and stormed the building, entering several parts of the Capitol, including the Senate chamber where Pence had been presiding over a claim of objections brought by a group of senators led by Republican Senator Ted Cruz and some Republican House members against the results in Arizona. As some of the protesters chanted, “Hang Mike Pence!” and others invaded the office of Speaker of the House Nancy Pelosi, the mob was in some cases seconds away from confronting and perhaps harming or even killing American political leaders. One police officer lost an eye, and others suffered broken ribs or spinal disks and concussions. Invaders tased one officer so many times that he had a heart attack. Three Capitol police officers were dead within days of the riot.21

Well after Trump learned of the breach of the Capitol, while the insurrection was in full swing and Pence’s safety uncertain, Trump tweeted again against Mike Pence: “Mike Pence didn’t have the courage to do what should have been done to protect our Country and our Constitution, giving States a chance to certify a corrected set of facts, not the fraudulent or inaccurate ones which they were asked to previously certify. USA demands the truth!” After being implored by Republican leaders to call for his violent supporters in the Capitol to stand down, Trump issued a few tweets calling on his supporters to stay peaceful. Hours later, he posted a new video on social media. As the House Mangers for Trump’s impeachment trial in the Senate described it: “The next action that President Trump took—while the violence persisted and escalated—occurred more than three hours from the start of the siege. At this point, he released a scripted video that included a call for ‘peace’ and ‘law and order,’ and instructed his followers, ‘you have to go home now.’ But even in that video, President Trump continued to provoke violence, telling his supporters—who were at that very moment committing violence inside the Capitol and terrorizing Members of Congress—that the election was ‘stolen from us.’ He added that ‘[i]t was a landslide election and everyone knows it, especially the other side.’ He concluded by telling the violent insurrectionists: ‘We love you, you’re very special. . . . I know how you feel. But go home and go home in peace.’”22

Additional law enforcement officers arrived at the Capitol and restored order after a few-hour delay that may have been caused by Trump’s not immediately authorizing the National Guard’s deployment. Congress came back into session and the vote counting resumed. Despite the day’s remarkable events demonstrating the threat to American democracy, Missouri’s Republican Senator Josh Hawley joined with House members to lodge a frivolous objection against counting Pennsylvania’s Electoral College votes for Biden, triggering an additional round of separate voting in the Senate and House. The challenge failed, just as the earlier Arizona challenge had, and after three o’clock in the morning of what was now January 7, Congress finished its work of accepting all the Electoral College votes submitted by the states and Washington, D.C., as valid. Pence declared Biden the winner. Georgia state authorities began investigating Trump for potential criminal election law violations in seeking to alter the official vote count.23

In the wake of the insurrection, first Twitter and then Facebook suspended Trump from their platforms, citing the danger of continued violence. Deplatforming came after months of internal and external struggle, and almost no punishment had been doled out to Trump beforehand as the Big Lie spread. Deplatforming led Trump supporters to new outlets, including Parler, a Twitter-like competitor favored by those on the right. As Parler continued to allow dissemination of election disinformation and calls for violence following the insurrection, hosting companies, including Amazon, suspended Parler’s service, knocking the platform out for weeks until it found a new host. Apple and Google removed the Parler app from their app stores, making the platform harder to access. Months later, the “Oversight Board” that Facebook created to independently review its content-moderation decisions affirmed the company’s decision to deplatform Trump in the wake of Trump’s posts involving the election and the Capitol violence. The board sent the issue back to Facebook to adopt rules for determining if and when Trump’s suspension from the platform should end. Facebook then announced that Trump’s ban would last for at least two years and that he would be restored to the platform only if the risk to public safety had receded.24

Trump’s flood of dangerous electoral lies in the run-up to and aftermath of the 2020 election could not have surprised these companies. The 2016 election season had seen an explosion of disinformation and political manipulation aimed at influencing the presidential election, some spread by the Russian government. One of the most pernicious Russian activities was an attempt to suppress the votes of African Americans, who were overwhelmingly likely to vote for Hillary Clinton; the Russians posted anti-Clinton material on social media accounts meant to appear as representing the views of African American citizens. In the wake of public criticism for their inaction that year, the platforms had pledged to move more aggressively to counter bad conduct. Facebook promised to remove posts demonstrating “coordinated inauthentic behavior,” such as the Russians’ “Blacktivist” network of 2016.25

The Russians appear to have been minor social media players in 2020, but Representative Adam Schiff, head of the House Intelligence Committee, suggested the existence of clandestine Russian government efforts in 2020 to amplify Trump’s false claims about voting by mail. Much of that Russian activity, if it was happening, did not break American law.26

The content decisions of the platforms in the 2020 election season were as momentous as they were unregulated. As private companies, they could decide how prominently, if at all, to share the president’s and others’ posts. They could demote the posts so that they received little coverage or highlight them as they wished, undeterred by any government oversight or disclosure.

The algorithms by which the platforms decided which candidates and posts to highlight, link, or demote were a black box. Even inadvertent choices could influence voter decisions. A BuzzFeed investigation published in August 2020 found that Instagram, a social media site owned by Facebook, favored Trump over his 2020 Democratic rival, Joe Biden, when users searched for the candidates’ names. “For at least the last two months,” BuzzFeed reported, “a key Instagram feature, which algorithmically pushes users toward supposedly related content, has been treating hashtags associated with President Donald Trump and presumptive Democratic presidential nominee Joe Biden in very different ways. Searches for Biden also return a variety of pro-Trump messages, while searches for Trump-related topics only returned the specific hashtags, like #MAGA or #Trump—which means searches for Biden-related hashtags also return counter-messaging, while those for Trump do not.” The company blamed a “technical error.”27

The platforms were in a difficult spot. On the one hand, they faced enormous pressure not to repeat the mistakes of 2016 and allow false, misleading, and foreign-sourced polarizing social media posts to influence election outcomes. On the other hand, conservatives had been accusing them of censorship or favoring liberal viewpoints when they went after Trump and other public figures on the right for objectively false statements. The evidence showed that if anything, Facebook had a bias in favor of not removing or demoting false information posted by conservatives and Trump supporters. Facebook senior officials overrode the company’s internal rules, which would have punished some prominent conservative sites for repeatedly sharing misinformation. If conservatives or Trump social media users were spreading more false information, then a fair system would remove more of those users’ content.28

Even if Twitter and Facebook had committed to removing demonstrably false statements about the mechanics of voting from the beginning of the 2020 election season, many of Trump’s pre-election statements, like his #RIGGEDELECTION post, were perhaps not literally false: Trump was making a prediction—although surely unsupported by evidence—about what would happen with mail-in balloting in the 2020 election. The First Amendment does not limit the platforms, which are private companies, from including or excluding whatever content or viewpoints they want, but it was unclear where they should draw the line. They could aim to weed out “voter suppression.” But if Trump’s tweet is seen as an effort at voter suppression, lots of posts aimed at discouraging partisans from supporting their candidates might be swept into that definition too, which would require the platforms to make difficult and frequent judgment calls.

Allowing robust debate during an election season is an important American value. Even if Congress passed a law mandating that the platforms remove false statements by politicians, and even if the courts upheld such a law as permissible under the First Amendment (both dubious propositions), who would decide if Trump’s posts were “false” and merited removal? Legislation barring false candidate speech could be dangerous to American democracy.

How to deal with Trump’s voting tweets was a much harder question than how to police false posts related to COVID-19. The platforms removed content from both Trump and his son Donald Trump Jr. that promoted false virus information. The president’s posts included false statements he made on Fox News about the danger of the virus to children; Trump Jr. linked to a video containing false COVID-19 treatment information. In the case of COVID-19, the platforms could rely on verifiable medical information. Voting issues are more contested.29

And even if the platforms made a conscious decision to remove demonstrably false information, they showed they either would not or could not deal with issues in real time and at scale. In July 2020 Facebook took more than thirteen hours to remove a video posted by the right-wing website Breitbart falsely claiming that COVID-19 could be prevented with hydroxychloroquine. It got millions of views during that time. Twitter temporarily suspended the account of Donald Trump Jr. for sharing that false information with his millions of followers. At the time, Facebook included Breitbart as one of its “trusted” sources of news despite the right-wing website’s record of concocting and amplifying false information.30

If Facebook could not quickly deal with scientifically false information about the virus, how could it decide in real time what to do about debatable election misinformation? What would Twitter do if on the eve of an election someone posted a doctored video purportedly showing one of the presidential candidates collapsing during some kind of health crisis or making racist comments? Did the platforms wait too long to deplatform Trump, risking the health of American democracy, or is removal of a political leader a kind of private “censorship” that the powerful companies should not have been allowed to undertake?

Welcome to the world of cheap speech.

The Lost Promise of “Cheap Speech”

In a remarkably prescient article in a 1995 Yale Law Journal symposium titled “Emerging Media Technology and the First Amendment,” a UCLA law professor, Eugene Volokh, looked ahead to the coming Internet era. The article, “Cheap Speech and What It Will Do,” predicted the rise of streaming music and video services such as Spotify and Netflix, the emergence of handheld tablets for reading books, the demise of classified advertising in the newspaper business, and more generally how the dramatically decreased costs of disseminating written, audio, and visual content, which Volokh termed “cheap speech,” would create radical new opportunities for readers, viewers, and listeners to custom-design what they read, see, and hear, while undermining the power of intermediaries, including publishers and bookstore owners.31

Volokh found these changes exciting and democratizing. Understandably, his predictions were not perfect—for example, he thought we would be using high-speed printers to print out columns from our favorite newspaper columnists, and he grossly underestimated how cheap speech would wreck the newspaper business. And despite his optimism, he also saw some dark sides, such as the lowering of costs for hate groups like the Ku Klux Klan to organize and share ideas. But his overall picture of the coming cheap speech era was positive. Volokh asked: “Will listeners do a better job of informing themselves than the intermediaries have been doing? When the media aren’t there to help set a national agenda, or to give people a common base of information to argue from, will people be able to deliberate together? I think the answer to both questions is yes, but others . . . disagree.”32

Two and a half decades later, the picture of what cheap speech has done and is likely to do—in particular to American democracy—is considerably darker. No doubt cheap speech has increased convenience, dramatically lowered the cost of obtaining information, and spurred the creation and consumption of content from radically diverse sources. But the economics of cheap speech have undermined the mediating and stabilizing institutions of American democracy, including newspapers and political parties, a situation that has had severe social and political consequences for American elections. In place of media scarcity we now have a media firehose that has diluted trusted sources of information and led to the rise of “fake news”—falsehoods and propaganda spread by domestic and foreign sources for their own political and pecuniary purposes. The demise of local newspapers sets the stage for increased corruption among state and local officials.33

Rather than improving our politics, cheap speech makes political parties increasingly irrelevant by allowing demagogues to appeal directly and repeatedly at virtually no cost to voters for financial and electoral support, with incendiary appeals and often with lies. Social media can both increase intolerance and overcome collective action obstacles, allowing for peaceful protest but also supercharging polarization and raising the danger of violence, as we saw with the January 6, 2021, insurrection.34

The decline of the traditional media as information intermediaries has transformed—and coarsened—social and political communication, making it easier for misinformation and vitriol to spread. Political campaigns go forward under conditions of voter mistrust and groupthink, increasing the potential for foreign interference and domestic political manipulation through ever more sophisticated technological tools. These dramatic changes raise important questions about the conditions of electoral legitimacy and threaten to shake the foundation of democratic governance.

Cheap speech—speech that is both inexpensive to produce and often of markedly low social value—raises deep concerns whether disseminated on social media, search engines, news cable channels, or otherwise. Platform technology allows politically and morally objectionable manipulation of the information used for voter choice. Viral anonymous speech, spread partly through “bots”—automated programs that communicate directly with users—lowers the accountability costs for sharing false information and manipulated content. It deprives voters of valuable information to judge the credibility of the messages directed at them. Platforms gather an unprecedented amount of intrusive data on people’s backgrounds, interests, and choices, which allows campaigns to “microtarget” advertising, such as by sending one set of messages to older white male voters and another to young African American women. The practice drives profits for the platforms, but it can also fuel polarization and political manipulation. Political operatives may deploy microtargeting for negative messaging intended to depress voter turnout. The platforms’ design may encourage extremism through the algorithms used to offer voters additional, more worrisome content similar to what they or their social media friends and contacts have chosen. Those who can control platform content may help one candidate and hurt another. Platforms influence elections when they make choices about whether to promote or remove content, including false content.

Cheap Speech and the First Amendment

The Supreme Court’s current First Amendment doctrine did not cause the democracy problems associated with the rise of cheap speech, but it may stand in the way of reform, especially with the new conservative supermajority now in control. Most of the Court’s conservative justices are inconsistent libertarians. Justice Clarence Thomas, for example, believes virtually all campaign finance laws violate the First Amendment, but he recently suggested that the government could force social media platforms to carry content from Trump and other politicians with whom they don’t want to be associated.

The Court’s jurisprudence may stymie efforts to limit foreign money flowing into elections, including money used to propagate disinformation. And the Court’s reluctance to allow the government to regulate false political speech could block laws aimed at requiring social media sites to curb false information about when, where, and how to vote. The Court might even stand in the way of data privacy rules that could protect voters from manipulative, targeted messages. And that same Court may uphold rules requiring social media platforms to carry politicians’ messages encouraging violence.

Much of the Court’s First Amendment doctrine is premised on an outmoded “marketplace of ideas” model in which citizens debate ideas publicly and the truth rises to the top. Whether this marketplace vision ever accurately represented political speech in the United States—and today many First Amendment scholars believe it never did—it does not do so now. Promoters of conspiracism such as QAnon flourish on the web. Many people disbelieve basic scientific evidence, such as that about the spread of COVID-19 and the means to combat it. Millions of Republican voters believe, despite all reliable evidence, that the 2020 election was stolen from Donald Trump. Voters have a harder time distinguishing legitimate news and analysis from propaganda and lies. Voter confidence in traditional media is deteriorating, especially among voters on the right. Much communication now takes place in private social media groups, where counterspeech and fact checking are impossible. The marketplace of ideas is experiencing market failure.

The Supreme Court’s reluctance to allow regulation of most political speech is partly right; First Amendment doctrine serves as a bulwark against government censorship and oppression that might be undertaken in an ostensible effort to battle “fake news.” We do not want the cure to be worse than the disease, despite the serious problems with the marketplace approach. Some adjustments nonetheless seem not only necessary but urgently so.

Some shifts in First Amendment doctrine would help citizens ascertain the truth and also bolster stabilizing and mediating institutions, preserving both the fairness of elections and American democracy itself. But there is reason to worry the current Supreme Court will not recognize the need for a shift in legal doctrine.

Nevertheless, there is precedent for the Court’s changing its understanding of the First Amendment over time. In the early twentieth century, the Court gave the government great leeway to limit the speech of those who advocated revolution and other radical ideas. Justices Oliver Wendell Holmes and Louis Brandeis pushed back against this extensive government power to curtail antigovernment speech, arguing that the First Amendment permitted the government to limit such speech only if it presented a “clear and present danger” to the public welfare. In 1969, in Brandenburg v. Ohio, the Supreme Court built on Holmes and Brandeis’s previous minority view to impose a stronger speech-protective standard, holding that the government could not proscribe inflammatory political speech unless it was directed to incite or produce “imminent lawless action.” That allowed for a great deal of political speech that otherwise might have been chilled.35

The shift in the First Amendment doctrine expressed in Brandenburg was right at the time because of the importance then—and now—of dissent against government action, whether about going to war or dealing with a pandemic. The government should not be able to muzzle those who would argue for radical change in government and society, short of threatening imminent violence to get there.

The clear and present danger we face today, however, is not simply government censorship. While we cannot dismiss the risk of censorship as an unintended consequence of reform, the greatest danger today is a public that cannot determine truth or make voting decisions that are based on accurate information, and a public susceptible to political manipulation through repeatedly amplified, data-targeted, election-related content, some of it false or misleading. The events of January 6, 2021, show that incendiary rhetoric spread on social media can fuel a real-life political insurrection and undermine confidence in fair elections. Modern First Amendment doctrine should reflect radically changed circumstances, albeit duly sensitive of the real dangers posed by government regulation.

The collapse of the economic market for reliable journalism, especially on the local level, and the emergence of a disinformation era have undermined voters’ ability to make informed decisions and opened the door to what some call voter suppression. We must consider the extent to which it is possible, given these new conditions and in a way consistent with a realistic appreciation of the First Amendment, to change election laws to bolster democratic self-governance. Some legal changes are necessary but not sufficient to sustain our democracy. Especially if the Supreme Court rejects some of these necessary changes under its First Amendment doctrine, saving American democracy will also require private action such as donation models to support local journalism and consumer pressure on social media and search companies to rein in election disinformation.

Many of the questions raised in this book have a precursor of sorts in the debate over the desirability and constitutionality of laws regulating money in politics. In the past, Congress and other legislative bodies imposed limits on election funding, such as barring corporations and labor unions from contributing directly to candidates, and these limits faced First Amendment challenges in court. Some believe that efforts to limit big money in politics not only have been futile but have exacerbated political ills such as polarization by fueling less accountable outside groups. I draw on lessons learned from the campaign finance fights, including unintended consequences, in suggesting the kinds of change we require now. We need to consider explicitly how to avoid changes that would make the situation worse.

We also need to recognize how knotty the problems are. For example, many—although not all—American voters believe that the government should be allowed to bar foreign interference in U.S. elections in order to preserve the interest in democratic self-government. Under this interest, “We the People,” and not outsiders, should debate who can best lead our country, states, and communities. It is easy to say under this principle that the Russian government should not masquerade as African American voters to persuade real Americans not to vote for Hillary Clinton as president. It is quite another to say that the Guardian, a British newspaper, should not be allowed to place an advertisement on Facebook enticing American readers to read its editorial about who would make the best U.S. president. Crafting a law that prohibits some foreign election-related speech but allows other speech is tough. Line-drawing problems and slippery slopes are everywhere in the cheap speech world. I try to confront these difficulties head-on.

Another problem is figuring out which reforms can actually work. For example, in the chapters below I advocate enhanced disclosure rules. But disclosure works only if voters update their views on the basis of additional credible information, and some social science evidence indicates that especially during a period of hard polarization like our current one, emotional attachments, motivated reasoning, and negative partisanship may swamp accurate information. I try not to oversell the proposals, and I advocate multiple paths forward in the hope that at least some will be successful.

Chapter 2 of this book describes how the cheap speech era has threatened American democracy. It considers problems such as the loss of voter competence and decreasing officeholder accountability stemming from the demise of local newspapers; foreign interference in American elections; the rise of misinformation and disinformation both generally and related specifically to voting, and the asymmetric inflation of false information on the American right; the increased conspiracy theory acceptance and potential for election-related violence; a rising tide of anonymous campaign activity; the ways in which social media enables polarization; the escalation of demagoguery and the potential for corruption as political parties and traditional media weaken; and the threat of algorithmic manipulation through and by social media platforms. It explains how many of these problems have been exacerbated by the current hyperpolarized period in American politics and have also exacerbated that polarization, and it seeks to separate problems with American democracy caused primarily by polarization from those caused primarily by the rise of cheap speech, recognizing that the two phenomena are interacting synergistically.

Chapter 3 asks what law can do to fix American democracy. There is no single answer because cheap speech causes multiple problems. After first explaining that running a sound and fair election system can dilute the potency of disinformation about the election process itself, it surveys potential fixes that are consistent with a democracy-enhancing reading of the First Amendment. Fair and transparent election administration, which raises none of the First Amendment problems discussed elsewhere in this book, is the most important step to counter false information about election integrity.

Other measures to ameliorate the harmful effects of cheap speech that do implicate First Amendment concerns include increased disclosure of the funders of both online ads and mass, coordinated online activities aimed at influencing elections; labeling deep fakes and other synthetic media as “altered”; tightening the ban on campaign expenditures by nonmedia foreign persons, entities, and governments; enacting a narrow ban on empirically verifiable false election speech about when, where, and how people vote (but not barring campaign speech about candidates’ positions); supporting private lawsuits for defamation that may deter some false statements about elections; prohibiting microtargeting of political advertising; and potentially adopting more radical laws that might limit platform bias, such as requiring disclosure about algorithmic discrimination for or against candidates, applying antitrust law to break up some of the larger companies into smaller ones, and even barring advanced data collection by the platforms entirely.

I reject proposed laws that directly mandate platform evenhandedness or “fairness,” by requiring the platforms to carry speech of all politicians or that ban speech that some believe counts as “voter suppression,” except those covered by the false election speech prohibition. Such laws would be overly broad and impossible to administer, and they would put too much discretion to police speech in the hands of government actors. They do more harm than good.

I also evaluate my proposed reforms in light of the debate over the meaning of the First Amendment. I explain how the Supreme Court’s outmoded free speech doctrine could stymie efforts to save American democracy from the cheap speech era, and how to best interpret the First Amendment to respond to current challenges while preserving public and virtual space as arenas for robust political debate.

Passing new laws and reforming Supreme Court doctrine are not enough. Chapter 4 takes up solutions to the problems of cheap speech that go beyond what the law can do. That discussion is necessary not just because I expect that some of the changes I advocate might not be enacted or could be blocked by the Supreme Court, but also because even implementing all the changes suggested in chapter 3 would not be enough. There must also be private action, including pressure on social media companies and other platforms to make changes in response to serious democracy problems caused by cheap speech, even deplatforming political figures, such as Trump, in extreme circumstances. Some of these changes are off-limits to governments because of the First Amendment—but platforms may adopt them voluntarily. These include subsidizing and bolstering real, and especially local, investigative journalism efforts and a concomitant effort to minimize the reach of counterfeit news sites; strengthening and building reliable intermediaries and institutions that engage in truth telling and can counter the tsunami of election disinformation; and inculcating the values of truth, respect for science, and the rule of law.

Chapter 4 concludes by explaining that the battle over election disinformation and other social ills for American elections caused by the emergence of cheap speech ideally requires both legal and private actions. Without adequate legal change approved by the Supreme Court, private actions may fail to protect American democracy. The matter is urgent, and the stakes could not be higher.

Other Problems

It is important that I say something about what this book is not. I come to these questions from the point of view of someone who has long studied American election law and related First Amendment issues. I am not an expert on social media or technology, and I do not purport to be able to explain exactly how technology might be harnessed in the future to influence elections and American democracy. A broad understanding of the scope of technological change is enough for my arguments. I also do not deal with non-speech-related technological dirty tricks that may influence elections, such as foreign or domestic actors hacking into voter registration databases or voting machines.36

I do not weigh in on other key questions about the intersection of cheap speech and society, such as the loss of privacy and the potential for government to rein in the nonconsensual sharing of sexual images. I enter the debate over the immunity provided to Internet service providers under Section 230 of the Communications Decency Act only to the extent that it bears on American democracy and election law. I do not analyze the national security implications of deep fakes or other synthetic media, again except to the extent they may undermine American elections.37

These are all vital issues, better explored by those with relevant expertise. This book asks only: How does cheap speech threaten fair American elections, and what can we do about it? This is more than enough to try to get right.


2
More Speech, More Problems

The Market for Lemons

In 1970 the Quarterly Journal of Economics published a twelve-page article by the economist George Akerlof called “The Market for ‘Lemons.’” Akerlof, who later shared a Nobel Prize for this work, looked at how information asymmetries could adversely affect economic markets, and what to do about the problem. His leading example was the market for used cars.1

Using the kind of plain English no longer found in economics journals, Akerlof explained that buyers shopping for a used car have difficulty determining whether a seller is offering a reliable used car or a “lemon.” The seller knows the car’s quality from experience. Potential buyers, lacking such knowledge, make lower offers, discounting the offering price by the probability that the car will be unreliable. The depressed price for used cars caused by the information asymmetry drives better-quality cars out of the market because potential sellers who own high-quality used cars are less willing to sell them at a lower price. With a higher proportion of lemons now in the market, buyers discount their offers even more, and the downward spiral continues. Akerlof proposed some ways out of this “market failure,” which I take up later in the book.

In the cheap speech era, the market for political information is coming to resemble Akerlof’s used car market. Bad information is driving out good, and voters discount all information as potentially unreliable. This market failure undermines basic conditions of democratic governance: voters must be able to get enough reliable and accurate information about the state of the world to permit them to vote in line with their interests and values and have confidence in a fair and impartial election system.

How did we get here? Why is it that the flood of speech facilitated by the Internet and social media revolution does not always promote better decision making by voters? Isn’t more speech always better for voters?

There is no doubt that the rise of the Internet and social media has had many free speech benefits. We worry much less about media consolidation and scarcity of information than we did when there were just three main broadcast television networks and a handful of local newspapers in each area. Today, readers and viewers receive information from vastly more, and more diverse, sources. It is possible to make one’s ideas available to a huge audience without being wealthy or an employee of a large media corporation. Information that was once available only at a world-class library is now at our fingertips with a smartphone, a computer, or even a watch. New sources of ideas and information can benefit democracy.2

But this communications revolution has also produced significant downsides, the most important the demise of the business model that supported newspapers and news reporting. As classified advertising and other forms of advertising moved from newspapers to the Internet, and from the Internet to social media, newspapers lost their key source of revenue. Some elite national outlets, such as the New York Times, successfully adapted to a subscription-based model and are thriving financially, but many local newspapers, which have trouble generating enough money from subscriptions and have seen advertising revenue plummet, have closed or drastically cut back their operations. Hedge funds purchased some legacy newspaper chains and effectively dismantled the news organizations or sold off key assets, such as a newspaper’s physical building. Some areas of the country are now “news deserts,” with no local newspaper coverage at all.3

In 2001 the journalism industry employed some 411,800 people. By 2016 the number had fallen below 174,000. In 2019 alone about 7,800 American journalists were laid off or offered a buyout, and things got much worse during the COVID-19 pandemic. These latest losses are on top of a tremendous decline in the industry as a whole; another study found that journalism jobs fell 23 percent from 2008 to 2017, and 65 percent over the last two decades. Journalists lost their jobs at a faster rate than coal miners.4

The advertising money that once supported newspapers is now flowing to digital media platforms, mostly Facebook and Google. According to reporting by the Guardian, between 2000 and 2015 newspaper print advertising revenue declined from $60 billion to $20 billion per year. “In constant 2014 dollars, advertising revenues [for newspapers in 2014] were $3.6 billion (and 18%) below the $20 billion spent in 1950, 62 years ago.” Meanwhile, Google and Facebook collected 59 percent of digital advertising revenue in 2019 and were on track for a $77-billion year in advertising revenues before the pandemic hit. Amazon is beginning to increase its market share as well.5

The Washington Post columnist (and former New York Times public editor) Margaret Sullivan wrote in her book Ghosting the News that though much attention has been focused on the fake news problem, the crisis in local journalism is happening quietly: “Some of the most trusted sources of news—local sources, particularly local newspapers—are slipping away, never to return.” There is little reason to expect local television stations, even if they continue to survive, to do the kinds of investigative journalism that local newspapers once conducted.6

This collapse of journalism has enormous implications for American democracy. A recent Journal of Politics article by Danny Hayes and Jennifer Lawless concluded that without strong local coverage, voters tend to be less politically engaged and less likely to share opinions about candidates and representatives. A 2020 survey by Gallup and the Knight Foundation showed that “Americans who follow local news closely are more likely to vote in local elections and to feel attached to their communities. They are less likely to say that ‘people like me don’t have any say in what the government does.’” As Leonard Downie Jr. and Michael Schudson argue, “What is under threat is independent reporting that provides information, investigation, analysis, and community knowledge, particularly in the coverage of local affairs.”7

These analyses flag the obvious problem with the decline of (especially local) journalism: the loss of relevant information for voters. Without journalists making freedom-of-information requests, attending government meetings, following up on tips from whistleblowers, and generally keeping an eye on government, much information valuable to voters will never see the light of day. As we will see, this can lead to an increase in political corruption and a lack of officeholder accountability.

But voters also face a more complex and less obvious problem. At the same time that the Internet killed journalism’s business model, it dramatically lowered the cost of disseminating unreliable information, or social media lemons. Less and less are news media playing the critical curating role of the trusted intermediary. There is no modern-day equivalent of someone like CBS News’s Walter Cronkite, the mid-twentieth-century television anchor who could convey accurate information in ways that most Americans could accept. In current times of political polarization, when a television newscaster or the New York Times said that then-President Trump was lying about the danger of voting by mail, many people who have a favorable view of Trump disbelieved the reporting despite the lopsided evidence on the question. Worse, it was so easy to find news and opinion outlets that would parrot Trump’s views that most of these people never even looked at the Times or non-right-wing television to begin with. They heard only that voting by mail was rife with fraud and never heard the evidence to the contrary.

Today, any tech-savvy person can create a website that looks as legitimate and impressive as the news site of a bona fide media organization employing rigorous journalistic standards. The ease of sharing social media posts or tweets allows the viral spread of false information, both inadvertent misinformation and intentional disinformation.8

Some political outfits have even set themselves up as “news” organizations, using sites that are aimed at convincing voters to vote a certain way but that contain just enough news to evade both social media platform rules about political advertising and campaign finance rules requiring political committees to register with the Federal Election Commission and report their expenditures and contributions. Take the activities of the group Acronym, a Democratic-oriented political group whose affiliated company Shadow was responsible for creating the failed app used in the botched 2020 Iowa caucuses. Another Acronym affiliate, Courier Newsroom, established what look like local news sites but are actually propaganda sites providing content to be shared on social media to boost moderate Democrats.

Acronym is taking advantage of the implosion of local news sites. Rather than re-create viable local news media with an emphasis on trustworthiness, Acronym’s goal, according to an internal memo posted by Vice News, is to provide shareable viral pseudo–“news content” to boost its preferred candidates. A Politico analysis in July 2020 found that “Courier has spent over $1.4 million on Facebook ads this election cycle, mostly to promote its flattering articles and videos about more than a dozen endangered House Democrats at the top of the Democratic Party’s priority list this November, according to Facebook’s political ad tracker.” Without a hint of irony, a Fox News story describes Courier as a “liberal, dark-money-funded” organization.9

Tara McGowan, CEO of Acronym, troublingly told Vice News that “Courier journalists have full editorial independence. Asked whether they had license to report freely on Democratic politicians or were tasked with, as the [internal memo] says, ‘Reach[ing] voters with strategic narratives + information year-round,’ she said, ‘I don’t know what the difference between the two is.’” In other words, the goal here is promoting certain Democratic candidates and not providing fair and accurate information to voters when accuracy conflicts with promotion. McGowan appeared to simply assume that accurate information inevitably helps Democratic candidates.10

Conservatives seem to be ahead of liberals in creating fake news organizations. Brian Timpone, a former news reporter, created a network of 1,300 sites that were disguised as local news sites but actually were one big pay-to-play operation. The network paid journalists as little as three to thirty-five dollars per story to write positive articles for conservative clients, Republican candidates, and think tanks. The clients paid specifically for positive coverage, but the financial arrangements were not disclosed. As the New York Times explained: “While Mr. Timpone’s sites generally do not post information that is outright false, the operation is rooted in deception, eschewing hallmarks of news reporting like fairness and transparency. Only a few dozen of the sites disclose funding from advocacy groups. Traditional news organizations do not accept payment for articles; the Federal Trade Commission requires that advertising that looks like articles be clearly labeled as ads.”11

It gets worse. As social media companies started cracking down on attempted Russian interference in American elections, Russians in 2020 shifted to hiring actual American journalists to write stories as freelance writers, or “stringers,” for their publications. They consistently urged progressive voters not to support the Democratic nominee, Joe Biden. According to the Washington Post, “Facebook said the operatives created fictitious personas on Facebook to direct people to a new site called Peace Data, which billed itself as a ‘global news organization’ whose goal was ‘to shed light on the global issues and raise awareness about corruption, environmental crisis, abuse of power, armed conflicts, activism, and human rights.’” According to the Post, “One of the journalists who wrote columns for Peace Data . . . said that an editor reached out to him through a direct message on Twitter in July offering $200 per article. He said he pursued the opportunity in part because he had lost his job in the pandemic. He wrote articles about the conspiracy-theory movement QAnon, the coronavirus, and U.S. militarism’s role in climate change. The journalist, who said he considers himself a socialist, said he had not been informed by Facebook and had no idea that the website, while appearing disorganized, was run by a Russian group.”12

As barriers to entry into media space have dropped, the public’s trust in traditional media has fallen, and social media has emerged as an ideal vehicle for delivering falsehoods and propaganda disguised as news. The 2020 Gallup and Knight Foundation public opinion survey of media attitudes found that 81 percent of Americans believe that the news media are “critical” or very important for democracy. Yet a majority troublingly see “a great deal” or a “fair amount” of bias in news coverage, which they attribute to reporters misrepresenting the facts or making them up entirely. And there is a huge partisan divide on attitudes toward the media. “Two-thirds of Republicans (67%) have a ‘very’ or ‘somewhat’ unfavorable opinion of the news media, compared to 20% of Democrats and 48% of independents.”13

Americans also worry about misinformation. According to the same survey, 74 percent of respondents “say the spread of misinformation online is ‘a major problem’”; “seventy percent . . . want to see major internet companies find ways to exclude false/hateful information online,” and “more Americans say it is harder (60%) rather than easier (38%) to be well-informed because of all the sources of information available. In 2017, 58% said it was harder to be informed.” The worry about misinformation is well-founded. Studies demonstrate that websites containing misleading content often succeed in misleading Americans, especially when the misinformation supports a reader’s or viewer’s ideological predispositions.14

Professors Hunt Allcott and Matthew Gentzkow explained the social costs of virally spread false information: voters and consumers are worse off when they believe false statements because the information environment makes it harder for them to choose high-quality candidates. Voters also may become subject to the lemons effect and discount all information as potentially fake, reducing the incentives for journalists and others to produce truthful, useful information.15 Misinformation about the integrity of the election process is especially dangerous because an election depends on the losers’ accepting the election results as legitimate, agreeing to recognize the winners, and gearing up for the next fair election.

A recent study by Michael Thaler showed that people overestimate the truth of news reports that are in line with their preexisting beliefs, discount those that are contrary to those beliefs, and overestimate their ability to tell true from false statements. Other studies offer a bit more hope that people can separate some truthful statements from false statements, and that targeted fact checking may help a little. But it is a constant battle against a flood of misinformation; a 2020 report from the online advocacy organization Avaaz found 3.8 billion views on Facebook of misleading health content during a one-year period, peaking during the COVID-19 pandemic. “The report found that content from 10 ‘superspreader’ sites sharing health misinformation had almost four times as many Facebook views in April 2020 as equivalent content from the sites of 10 leading health institutions, such as the World Health Organization and the Centers for Disease Control and Prevention.” Another study showed that fact checks reduce belief in misinformation but don’t stop people from spreading it, at least on Twitter.16

This lemons effect seems exacerbated by inaccurate or broad warnings about misinformation. For example, former President Trump’s repeated labeling of accurate reporting about him and his administration as “fake news” may have convinced some voters that most or all information is inaccurate rather than singling out Trump’s falsehoods.17

The very prevalence of the term fake news today shows the concept’s reach. Professor Brendan Nyhan and his coauthors found that general warnings to beware of misinformation may cause voters to doubt the veracity of both truthful and false information.18

There is much we do not know about how the flood of false information affects voter perceptions, and it is important not to overstate the current effects of an avalanche of Internet and social media fake news. For example, claims that fake news swung the 2016 U.S. presidential election from Hillary Clinton to Donald Trump are unproven and unlikely.

Still, what we know is bad enough. Many traditional journalistic outlets, especially local ones, have collapsed or are in danger of being scaled back to irrelevance; barriers to entry for producing slick, objective-looking false information have fallen dramatically; the flood of false information is hitting American voters at the same time that confidence in legitimate media is falling; and people are most likely to fall for false information when it lines up with their preexisting ideological preferences.

From Disinformation to Violence

The ease with which all types of information can now flow on social media means that some false information is spread innocently and widely. It takes only one mouse-click to share a link, tweet, or story containing unverified information with potentially thousands (or, in the case of celebrities, millions) of others. False information and rumors had spread in social circles long before there was an Internet, but never with the speed and reach possible now. Lies spread faster and more virally than the truth on social media.19

Consider a 2020 photograph of stacked mailboxes outside a company called Hartford Finishing in Hartford, Wisconsin. Hartford Finishing has a contract with the U.S. Postal Service (USPS) to repaint old mailboxes, which is hardly nefarious. But the picture spread virally on the left in August 2020 as news reports circulated of a claimed Trump administration effort to pressure USPS to slow down mail service to deter 2020 mail-in balloting during the pandemic. The picture originated with a Hartford resident, Bruce Mittlesteadt, who posted the picture on Facebook because he was concerned about USPS manipulating mail delivery to affect the election. After hearing about the work at the plant refurbishing mailboxes, he wrote that it was probably a “nothing sandwich.” The picture nonetheless went viral.20

According to the website PolitiFact, the picture appeared in a Reddit post with the caption “Whole thing looks terrible.” That posting was followed by tweets of the picture explicitly tying the mailbox stack to a supposed “massive voter suppression” effort, and eventually by Facebook posts containing a screenshot of one of the tweets furthering the message. Hundreds of thousands of people, including the actress Jeri Ryan, shared the message on social media and millions of viewers saw it. PolitiFact rated the voter suppression claim connected to those mailboxes as “false.”21

It is unclear how many sharers of the image really believed it was part of a voter suppression effort. Thomas Kennedy, a progressive activist working in Florida who wrote a widely circulated tweet with the picture, told me in an interview that “Trump admitted to undermining USPS to make it harder to vote by mail. If there are people raising alarm it’s because they gave the image of impropriety. Maybe a pandemic when we need expanded vote by mail is not the time to be refurbishing and removing mailboxes.” When I mentioned that the picture in fact was not part of a plot to slow down the postal service, he added, “I just want people to understand my intention isn’t to mislead people. I’m just concerned and scared.”22
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Thomas Kennedy tweet, Aug. 14, 2020, with a photograph taken by Bruce Mittlesteadt (available at https://twitter.com/tomaskenn/status/1294427812670124033?s=12, archived at https://web.archive.org/web/20210126105623/https://twitter.com/tomaskenn/status/1294427812670124033) (reprinted with permission of Kennedy and Mittlesteadt)



As Kennedy’s statements show, some people on the left probably shared the image because they were already predisposed to believe from President Trump’s other incendiary statements and actions—especially his statements that he was wary of fully funding the postal service because it could aid in expanded mail-in balloting—that he intended to suppress the vote during a pandemic.23

But we cannot discount the possibility that some people shared the image and a voter suppression message deliberately to mislead people about the election or undermine voter confidence in the results. Innocent misinformation may influence elections, but intentionally spread false information is the much greater danger. This disinformation violates democratic norms that people should not be lied to about politically relevant facts, and it tests the marketplace of ideas under conditions with serious stakes.24

The false information about the Wisconsin mailboxes may seem relatively unimportant, but disinformation can be deadly, such as when public figures shared false information about how COVID-19 spreads or how to prevent or cure it. Political disinformation can be dangerous too. Ridiculous claims that Hillary Clinton and other Democrats were running a child sex ring out of the Comet Ping Pong pizza parlor in Washington, D.C., led to a 2016 shooting with an AR-15 rifle by someone who believed the false statements and wanted to save children’s lives. As the New York Times put it, “Fake News Brought Real Guns.” Fortunately, no one was shot in that incident.25

Four years after the “Pizzagate” false statements were repeatedly debunked, they took on new life among conspiracy-minded QAnon followers and spread virally on new platforms such as TikTok. Some of the pop star Justin Bieber’s 130 million social media followers believed that when he touched his beanie in an online video, he was sending a secret signal that he had been the victim of Pizzagate child abuse. The Times reported that “there was no evidence that Mr. Bieber had seen that message. But the pop star’s innocuous gesture set off a flurry of online activity, which highlighted the resurgence of one of social media’s early conspiracy theories. Viewers quickly uploaded hundreds of videos online analyzing Mr. Bieber’s action. The videos were translated into Spanish, Portuguese and other languages, amassing millions of views. Fans then left thousands of comments on Mr. Bieber’s social media posts asking him if he was safe. Within days, searches for ‘Justin and PizzaGate’ soared on Google, and the hashtag #savebieber started trending.”26

While the Justin Bieber–Pizzagate connection might seem comical, the issues grew more serious when congressional candidates started embracing QAnon-type conspiracy theories, and President Trump not only refused to condemn them but courted their adherents, calling them people who “love our country.” Millions of people now regularly share false QAnon theories, including a core belief that Donald Trump has been fighting a “deep state” made up of Democratic politicians, government bureaucrats, and others committed to pedophilia. Some QAnon adherents have resorted to violence, and the Federal Bureau of Investigation (FBI) has branded the group a domestic terrorist threat. The Washington Post reported: “Individuals who had posted in support of QAnon or otherwise expressed their devotion to it, according to police, have been arrested in at least 10 incidents, including two murders, a kidnapping, vandalism of a church and a heavily armed standoff near the Hoover Dam.” A May 2021 poll conducted by Public Religion Research Institute and the Interfaith Youth Core found that “15 percent of Americans say they think that the levers of power are controlled by a cabal of Satan-worshiping pedophiles, a core belief of QAnon supporters. The same share said it was true that ‘American patriots may have to resort to violence’ to depose the pedophiles and restore the country’s rightful order,” according to a New York Times article titled “QAnon Now as Popular in U.S. as Some Major Religions, Poll Suggests.” The Times article drew a straight line from Trump’s online untruths to the huge uptick in those believing QAnon conspiracies.27

Although the political valence of things could change in the future, disinformation appeared to be a particular problem on the far right. A New York University study found that “politically extreme sources tend to generate more interactions from users. In particular, content from sources rated as far-right by independent news rating services consistently received the highest engagement per follower of any partisan group. Additionally, frequent purveyors of far-right misinformation had on average 65% more engagement per follower than other far-right pages.” And a study out of Germany found a correlation between the posting of anti-refugee sentiment on Facebook and violent attacks on refugees. Things move easily from the screen to the streets.28

One particular form of disinformation spreading mostly on the right—unsupported claims of widespread voter fraud—is especially threatening to the legitimacy of American elections and democratic stability. A political science study conducted in the aftermath of the 2018 U.S. midterm elections showed that “exposure to claims of voter fraud reduces confidence in electoral integrity, . . . especially among Republicans and individuals who approve of Donald Trump’s performance in office. Worryingly, exposure to fact-checks that show these claims to be unfounded does not measurably reduce the damage from these accusations.” Similarly, a study in the aftermath of the 2020 election found that exposure to Trump tweets attacking the legitimacy of the election caused Trump supporters to lose confidence in the fairness and legitimacy of the election (though, thankfully, it did not also increase support for political violence). “The results suggest that unsubstantiated claims of voter fraud undermine the public’s confidence in elections, particularly when the claims are politically congenial, and that these effects cannot easily be ameliorated by fact-checks or counter-messaging.”29

A Reuters/Ipsos poll taken a week and a half after the 2020 election showed that about half of all Republicans believed the false claim that Donald Trump had rightfully won the election against Joe Biden but that it was stolen from him by voter fraud: “68% of Republicans said they were concerned that the election was ‘rigged.’ . . . Altogether, 55% of adults in the United States said they believed the Nov. 3 presidential election was ‘legitimate and accurate,’ which is down 7 points from a similar poll that ran shortly after the 2016 election. The 28% who said they thought the election was ‘the result of illegal voting or election rigging’ is up 12 points from four years ago. The poll showed Republicans were much more likely to be suspicious of Trump’s loss [in 2020] than Democrats were when Hillary Clinton lost” in 2016. According to surveys by Bright Line Watch, in October 2020, a month before the election, 56 percent of Trump supporters believed the national vote would be fairly counted. By mid-November 2020, after Trump’s loss and his continued false claims about fraud, the number of surveyed Trump supporters believing the vote was fair plummeted to 28 percent. And time did not cause the false beliefs to dissipate. A May 2021 Reuters/Ipsos poll found 53 percent of Republicans believed that Trump was the “true President,” and 56 percent believed the 2020 election was tainted by illegal voting.30

The shift was no surprise. In the immediate aftermath of the 2020 election, supporters of Donald Trump turned away in droves from even their trusted sources of news, such as Fox News, to new media and social media platforms that fed them lies explaining away Trump’s loss as due to voter fraud. As Twitter and Facebook excluded the most irresponsible voices claiming election fraud and slapped labels on others, some Trump supporters fled to the new social website Parler, backed financially by the conservative Mercer family. This divorce from reality and bifurcation of content, as the Internet researcher Renée DiResta put it, “also raises the possibility that, among those who gravitate to niche platforms like Parler, the discussion may grow even more extreme. People who sincerely believe that a CIA supercomputer changed votes for Biden in swing states did not do an about-face and accept him as the duly elected president on Inauguration Day. A persistent belief that the new president is illegitimate could cause political violence.” During the counting of the 2020 ballots, many election officials in places such as Arizona faced threats of violence.31

All this unhinged conspiracism culminated in the January 6, 2021, attack on the U.S. Capitol as Congress counted the Electoral College votes from the 2020 presidential election. The events, described in detail in the last chapter, demonstrated the power and danger of unmediated false messages about election integrity by a political leader. Trump’s statements were not just cheap talk to explain away his loss in both the Electoral College and the popular vote to his opponent, Joe Biden. They were messages that his most ardent supporters heard as a literal call to arms and for political intervention against the peaceful transition of power.

A bipartisan Senate Intelligence Committee report issued in June 2021 faulted U.S. intelligence officials for failing to identify the magnitude and seriousness of the threat of violence on January 6 coming from online sources. Melissa Smislova, acting undersecretary, Office of Intelligence and Analysis at the Department of Homeland Security, told senators, “A lesson learned from the events of January 6th is that distinguishing between those engaged in constitutionally protected activities from those involved in destructive, violent, and threat-related behavior is a complex challenge. For example, domestic violent extremists may filter or disguise online communications with vague in[n]uendo to protect operational security, avoid violating social media platforms’ terms of service, and appeal to a broader pool of potential recruits. Under the guise of the First Amendment, domestic violent extremists recruit supporters, and incite and engage in violence. Further complicating the challenge, these groups migrate to private or closed social media platforms, and encrypted channels to obfuscate their activity. We must develop the tools to overcome this challenge if we are to effectively address the rising levels of violence perpetrated by those who are inspired by domestic extremist ideological beliefs.” Similarly, Jill Sanbord, the assistant director of the Counterterrorism Division of the FBI, told senators that she was uncertain of the FBI’s authority to monitor social media threats of violence, given the First Amendment: “Under our authorities, because being mindful of the First Amendment and our dual-headed mission to uphold the Constitution, we cannot collect First Amendment–protected activities without sort of the next step, which is the intent” to engage in acts of violence.32

The Deep Fakes Threat

As bad as things seem now, disinformation is poised to become a much larger problem in future elections. Repetition, made ever easier on social media, increases the likelihood a voter will accept a false claim. As technology improves, it is quickly getting easier, even for those without great technical sophistication, to use artificial intelligence (AI) technology to create synthetic media (more commonly known as “deep fakes”). Such audio and video clips can be manipulated using machine learning and AI and can make a politician, celebrity, or anyone else appear to say or do anything the manipulator wants. Within a few years, any politician could be “shown” making a racially derogatory remark, engaging in sexual misconduct, or suddenly falling ill on the eve of an election. We will no longer be able to trust what we see and hear.33

Fake textual material will grow as well. As DiResta points out: “In time, operators far less sophisticated than the Russian government will have the ability to robo-generate fake tweets or op-eds. The consequences could be significant. In countries around the world, coordinated propaganda campaigns in print as well as social media have sown social unrest, pushed down vaccination rates, and even promoted ethnic violence. Now imagine what happens when the sources of such postings are untraceable and the supply is essentially infinite.”34

The lemons problem is likely to accelerate with AI-generated mass disinformation and as deep fakes improve in technical sophistication, making it harder for humans to differentiate true from false images without technical help. The effect also seems to be more pronounced among younger people, who are more prone to suspect the veracity of online content. Professor Nyhan worries that false videos might have more serious effects on our ability to make sound decisions than false written statements, given how human cognition works. And the researchers Cristian Vaccari and Andrew Chadwick found that deep fakes did not deceive users into believing the fake videos were true so much as they increased uncertainty and distrust in news on social media and fueled “generalized indeterminacy and cynicism.”35

Foreign Interference and Domestic Copycats

Disinformation and polarizing social media posts coming from foreign sources were a major focus of attention in the 2016 and 2020 elections, and the volume of foreign interventions is likely to increase dramatically in coming years. This is so for both political and pecuniary reasons. But by 2020, many of the foreign tactics seen first in 2016 had spread to domestic sources of disinformation.

As part of its effort to influence the 2016 presidential election and U.S. politics, Russia undertook an extensive propaganda effort, which included publishing negative stories about Hillary Clinton and U.S. interests as well as inflaming passions and spreading false stories aimed at influencing the outcome of the election in Trump’s favor. “For example,” PolitiFact reported, the Russian news website Sputnik “published an article that said the [John] Podesta email dump included certain incriminating comments about the Benghazi scandal, an allegation that turned out to be incorrect. Trump himself repeated this false story” at a campaign rally.36

Sources allied with the Russian government paid at least $100,000 to Facebook to spread election-related messages and false reports to specific populations (microtargeting), including aiming certain false reports at journalists who might be expected to spread the misinformation. Russian and other sources also used automated bots to spread and amplify false news across social media platforms such as Facebook and Twitter.37

A joint report issued in January 2017 by the Central Intelligence Agency (CIA), FBI, and National Security Agency confirmed Russian attempts to influence the outcome of the 2016 elections, create instability, and favor Trump over the Democratic candidate, Hillary Clinton: “We assess Russian President Vladimir Putin ordered an influence campaign in 2016 aimed at the US presidential election. Russia’s goals were to undermine public faith in the US democratic process, denigrate Secretary Clinton, and harm her electability and potential presidency. We further assess Putin and the Russian Government developed a clear preference for President-elect Trump. We have high confidence in these judgments.”38

To foment American political unrest, Russia’s Internet Research Agency (IRA) used a variety of social media platforms, including Facebook, YouTube, Twitter, Pinterest, and especially Instagram. Over 30 million users shared IRA-created content on Facebook and Instagram between 2015 and 2017. In perhaps the most brazen example of Russian social media manipulation, in May 2016, as reported by NPR, “two groups of demonstrators faced off outside the Islamic Center in Houston Texas. On one side stood people drawn by a Facebook group called Heart of Texas. It had 250,000 followers. The group’s tagline was folksy—homeland of guns, barbecue and your heart. They were there to demonstrate against the purported Islamization of Texas. On the other side were people who were also drawn by a Facebook group—United Muslims of America. It had 328,000 followers. Tagline—I’m a Muslim, and I’m proud. They were on the streets to save Islamic knowledge.” Russian operatives had established both Facebook groups, for a grand total of $200.39

Special Counsel Robert Mueller’s investigation into Russian interference in the 2016 election revealed “dozens of U.S. rallies organized by the IRA” in the run-up to the election, beginning with a “confederate rally” in November 2015.40

What stood out more than anything else in Russia’s social media efforts was its focus. Although they did much to foment social media unrest in general by highlighting divisive issues such as immigration, foreign affairs, and gay rights, Russian government agents devoted disproportionate resources to convincing African Americans to stay home and not vote for Hillary Clinton. As a December 2018 report by the social media analysis firm New Knowledge put it: “While other distinct ethnic and religious groups were the focus of one or two Facebook Pages or Instagram accounts, the Black community was targeted extensively with dozens.” On YouTube, “by far the most content was related to Black Lives Matter & police brutality: 1063 videos split across 10 different channels (59% of the channels, 96% of the content).” They used not just bots but also humans, who took on American personas to make direct contact with activists in the United States. They created an ecosystem around the “Black Matters” brand (a name suspiciously similar to the unrelated Black Lives Matter), curating linked accounts to ensure that African American readers trusted the site and heard its messages repeated across multiple sites.41

A report by Oxford University researchers for the Senate Intelligence Committee noted that “messaging to African Americans sought to divert their political energy away from established political institutions by preying on anger with structural inequalities faced by African Americans, including police violence, poverty, and disproportionate levels of incarceration. These campaigns pushed a message that the best way to advance the cause of the African American community was to boycott the election.” For example, “attacks on Clinton and calls for voter disengagement were particularly clear [on a Russian Facebook page called] Blacktivist during September, October, and November 2016, with statements such as ‘NO LIVES MATTER TO HILLARY CLINTON. ONLY VOTES MATTER TO HILLARY CLINTON’ (Blacktivist, 29 October 2016), another one argu[ing] that black people should vote for Jill Stein (Blacktivist, 7 October 2016), or not vote at all, with the claim: ‘NOT VOTING is a way to exercise our rights’ (Blacktivist, 3 November 2016).” According to NBC News, Russian operatives who had participated in the 2016 election interference were, as late as 2018, still looking for new ways to foment racial discord, “including a suggestion to recruit African Americans and transport them to camps in Africa ‘for combat prep and training in sabotage.’ Those recruits would then be sent back to America to foment violence and work to establish a pan-African state in the South, particularly in South Carolina, Georgia, Alabama, Mississippi and Louisiana.”42

Russia’s IRA also disseminated “voter fraud” memes aimed at right-wing groups, suggesting that minorities would try to steal the election for Clinton. The most-shared IRA-sourced Facebook post mentioning Hillary Clinton during the election season showed a picture of a group of Latinos waiting in a long line, with the meme: “Like if you agree only U.S. citizens should be allowed to vote.” According to New Knowledge: “There were 109 posts devoted to creating and amplifying fears of voter fraud; the overwhelming majority of them targeted right-wing audiences. 71 were created in the month leading up to election day, and made claims that certain states were helping Sec. Clinton win, that militia groups were going to polling places to stop fraud (called for volunteers to participate), that civil war was preferable to an unfair election or the election of Sec. Clinton, that ‘illegals’ were overrepresented in voter rolls in Texas and elsewhere, or were voting multiple times with Democratic Party assistance. . . . The prevalence of this narrative suggests they may not have expected Trump to win; regardless, they intended to incite violence if he did not.”43

It is easy for those who opposed Donald Trump in 2016 to blame Russian interference for Clinton’s loss. But the picture is more complex, and the specific claim that Russian social media activity swung the 2016 election is speculative and unsupported. In a close election one may point to many factors that might have pushed Trump over Clinton in the three states of Michigan, Pennsylvania, and Wisconsin (which Trump won by a combined 70,000 votes). But compared to what others were doing, Russian social media activities in 2016 were small-scale. A $100,000 total buy in Facebook ads is a fraction of what the presidential campaigns were spending every day. The Clinton campaign spent $768 million in total, and the Trump campaign $398 million; the Center for Responsive Politics estimated overall spending on the 2016 elections at $6.5 billion. Facebook’s former security chief, Alex Stamos, believes the microtargeted ads from the Trump campaign were probably much more influential than Russian social media activities.44

It seems much more possible that a different Russian activity—stealing and leaking internal Democratic Party communications—affected the outcome. Although the documents spread rapidly on social media, that scandal did not depend primarily on cheap speech. It is likely that similar leaked documents would have received extensive news coverage in earlier eras on radio, on television, and in newspapers.45

But if Russian social media activities did not swing the 2016 election to Trump, they had a profound psychological effect on the conduct of the 2020 election, especially among those on the left stung by the Mueller investigation’s failure to bring Trump down on charges of collusion with Russia. As investigations into 2016 Russian interference continued through 2020, civil rights organizations focused on Russian suppression of African American voters and pressured Facebook, Twitter, and other social media companies to police such efforts more aggressively in 2020. Facebook began planning in August 2020 what to do if Donald Trump lost the election and sought to cast doubt on the results.46

House and Senate Democrats also pushed intelligence officers to reveal more about 2020 election interference coming from Russia. Those officials said little more in August 2020 than that Russia, China, and Iran were trying to interfere in the election; Russia favored Trump’s victory and China favored his defeat. In October 2020 intelligence officials blamed Iran and Russia for new attempts at interference, including a Russian attempt to probe voter registration databases once again. Iran was accused of threatening Democratic voters with emails purportedly coming from the white supremacist group Proud Boys to warn them against voting for Trump, a tactic that Trump’s Director of National Intelligence John Ratcliffe sought to portray as an effort to hurt Trump’s electoral chances. In March 2021, well after the 2020 election season, the New York Times reported that U.S. intelligence officials revealed that “President Vladimir V. Putin of Russia authorized extensive efforts to hurt the candidacy of Joseph R. Biden Jr. during the election last year, including by mounting covert operations to influence people close to President Donald J. Trump. . . . Besides Russia, Iran and other countries also sought to sway the election, the report said. China considered its own efforts but ultimately concluded that they would fail and most likely backfire, intelligence officials concluded. A companion report by the Justice and Homeland Security Departments also rejected false accusations promoted by Mr. Trump’s allies in the weeks after the vote that Venezuela or other countries had defrauded the election.”47

By 2020 the foreign threat seemed to fade compared to disinformation bearing a Made in America label. In a 2017 special U.S. Senate race in Alabama, supporters of the Democratic candidate, Doug Jones, acting without Jones’s knowledge or cooperation, used fake social media accounts purporting to be from conservative Republicans to try to convince these key voters to abstain from voting for Jones’s Republican opponent, Roy Moore. Moore was a controversial former state supreme court justice who was accused of having inappropriate relationships with teenage girls when he was in his thirties. Jones went on to beat Moore, although there is no proof that the disinformation campaign was responsible for a Democrat’s narrow and improbable victory in deep-red Alabama.48

The pro-Trump business group FreedomWorks backed an online effort in 2020 by a new, shadowy group called Protect My Vote that used an image of the basketball star LeBron James to try to discourage African American voters from voting by mail. James was active in promoting voting rights and combating voter suppression, and the use of his image to discourage voting seemed designed to pervert his efforts. Facebook removed the page containing the postings after a Washington Post inquiry. According to the Post: “The Facebook page in question, Protect My Vote, had purchased more than 150 ads on the platform by the time it was removed. Viewed hundreds of thousands of times in August, the ads appeared to be designed to tap into anxiety about the integrity of the voting system to convince Americans in battleground states where minority turnout could be decisive that mail balloting is not reliable. The paid posts featuring an image of James misconstrued a quote from the basketball star, falsely suggesting that when he condemned polling closures as ‘systemic racism and oppression,’ he was linking those closures to the expansion of opportunities to vote by mail.” The group behind the Facebook ads used the website URL protectthevote.com, which was confusingly similar to the protectthevote.net website used by a consortium of groups that work to protect people’s voting rights.49

Google did even worse than Facebook in dealing with the ads, waiting five days after a Washington Post inquiry before deciding not to remove them. “A Google spokeswoman, Charlotte Smith, declined to answer specific questions about the ads or explain how they complied with the company’s policies, saying only in an emailed statement: ‘We have zero tolerance for ads that employ voter suppression tactics or undermine participation in elections. When we find those ads, we take them down.’” According to the Post, Google inexplicably did not classify the ads as “political,” which “made it difficult to discern the size of the ad buy or the precise geographical scope of the campaign.”50

Google’s YouTube service was perhaps the worst offender among the larger social media companies in allowing foreign and domestic sources of election disinformation to remain online without so much as a warning label on much of the content. According to Bloomberg News: “One YouTube video claiming evidence of voter fraud in Michigan has more than five million views. Another posted by Trump was selectively edited to appear as if Biden is endorsing voter fraud. That has over 1.6 million views. One of the [clips from One America News Network (OANN)] was watched 142,000 times in seven hours on Monday, while the other got 92,000 hits in that time.”51

Disinformation also spread heavily through encrypted messaging apps such as WhatsApp and WeChat, especially among immigrant communities, which have been more likely to communicate through these apps. And this disinformation spread without any ad targeting, as occurs on social media. KQED and ProPublica reported just before the 2020 election: “At least two dozen groups on the Chinese-owned social media app WeChat have been circulating misinformation that the U.S. Department of Homeland Security is ‘preparing to mobilize’ the National Guard and ‘dispatch’ the military to quell impending riots, apparently in an attempt to frighten Chinese Americans into staying home on Election Day. The misinformation, which takes the form of a photo of a flyer and is in both English and Chinese, also warns that the government plans to impose a national two-week quarantine and close all businesses.” Meanwhile, “in private messaging apps and social media, Spanish-speaking residents in South Florida have been exposed to a barrage of deceptive claims—a voter disinformation tactic that could last until Election Day. The latest example is an anonymous message that emerged in WhatsApp chats this week that threatens Spanish-speaking supporters of President Donald Trump. . . . The message includes threats to burn down their houses if Trump does not concede the election.”52

Polarization and Asymmetric False Information

Russian social media efforts in 2016 and those of domestic copycats in 2020 depended on exploiting existing fissures in American politics and society. If Americans were not deeply divided on issues such as immigration, LGBTQ rights, voting rights, Black Lives Matter, abortion, taxes, guns, and other subjects, the IRA would never have been able to rile people up and organize rallies and counterrallies with a $200 expenditure to create Facebook group pages. The IRA parlayed this existing social fragmentation to influence election outcomes.

The polarization of American politics is no secret. Social media helps fuel it, and polarization increases the relevance of social media as a device for reinforcing political views. For those who are the most politically engaged—far more than for other users—social media can create a kind of echo chamber in which the people one follows and the links one clicks help assure that one sees only the messages that are consistent with one’s existing worldviews. These algorithm-driven echo chambers may harden the views of those who are already moving to the extremes, making political compromise more difficult among the most politically active and aware users. In the United States, this problem appears to be significantly greater among the politically active on the right. And with the growth of separate sites like Parler, which cater specifically to the right, the echo chamber risk increases.53

It would be a mistake to attribute American polarization primarily to the rise of cheap speech. The modern era of polarization predates the rise of cheap speech and has many causes, including the realignment of the political parties following passage of the Civil Rights Act of 1964 and the Voting Rights Act of 1965. And disentangling polarization’s effects on the corrosion of American democracy from the effects of cheap speech is difficult. But cheap speech helps fuel polarization by reinforcing existing worldviews, reducing the search costs of finding like-minded people and online content, and lowering the barriers for confrontation. The closure of local newspapers also increases polarization by “nationalizing” the news that people follow, making people view political issues through a red-blue lens. Voters in a polarized atmosphere take their cues from elites and are more susceptible to believing incorrect information. People band together with compatriots and hurl insults and threats on social media that they would be wary to make in person (except perhaps in a rally or crowd), contributing to disrespect for the other side. In some corners of the web, hate speech has driven out almost all other communication. Negative partisanship has become a major force in American politics, aided by a system of amplified communication that facilitates rivalries, confrontation, and dissemination of falsehood.54

Social media fuels both partisanship and disinformation, but it has done so asymmetrically. During the 2016 elections, more false information spread on the right than on the left, such as the false story that the pope had endorsed Donald Trump for president (which had 960,000 Facebook engagements). Allcott and Gentzkow’s study of fake news articles on social media during the 2016 election found about three times as many pro-Trump fake news articles as fake pro-Clinton articles; the pro-Trump articles were shared 30.3 million times on Facebook compared to 7.6 million shares of pro-Clinton fake news. Similarly, a study by Andrew Guess and his coauthors showed that “almost 6 in 10 visits to fake news websites came from the 10% of people with the most conservative online information diets.”55

An important study by Yochai Benkler, Robert Faris, and Hal Roberts revealed a mostly closed conservative media ecosystem in which Fox News, Breitbart, and many other online players feed into one another, creating an alternative universe not only of opinions but of facts. The authors found that about 30 percent of the American public were plugged into this ecosystem and were regularly rejecting scientific facts. Fox News exists primarily as a cable television station and only secondarily as a website, but cheap speech helped fuel its popularity in both places. The expansion of American viewing habits from broadcast television to cable television to social media distributed across a variety of platforms created openings for Fox News’s success that would not have been possible in an earlier era. The problems only expanded in the 2020 election, as Donald Trump and his superspreader social media supporters fanned the flames of a false story of a vast voter fraud conspiracy to explain his loss to his opponent, Joe Biden.56

Although the Benkler, Faris, and Roberts study predates the COVID-19 pandemic, beliefs about the pandemic differed within this ecosystem. Republicans and conservatives, taking their cues from Trump’s public statements, were less likely to believe the virus was a serious threat and less likely to agree to wear a mask in public despite evidence that masks could lessen their chances of contracting the disease. These divergent beliefs sometimes became a matter of life and death.57

The reasons for this asymmetry are many, but much of the problem stems from shifting American demographics and cultural values, which activated the Republican Party’s white, non-college-educated base. Unhappiness with cultural shifts and bad news drove demand for false information. During the COVID-19 pandemic, which took place under Donald Trump’s watch, there was strong demand on the right for stories affirming that the virus was not as bad as reported, that deaths were lower than reported, and that a treatment like hydroxychloroquine, which Trump repeatedly touted, would actually work despite the scientific consensus at the time that it was ineffective and dangerous. Along similar lines, the best way to explain Donald Trump’s loss in the 2020 election was to say that it was “stolen” or “rigged.”58

As Benkler, Faris, and Roberts put it, “Somewhere between 25 and 30 percent of Americans willingly and intentionally pay attention to media outlets that consistently tell that audience what it wants to hear, and what that audience wants to hear is often untrue.” False information spreads for social and psychological reasons. Cailin O’Connor and James Owen Weatherall note the strong human desire to be accepted by others in one’s social circles: “In some cases we are prepared to deny our beliefs, or the evidence of our senses, to better fit in with those around us.” This conformity bias is well documented and applies regardless of intelligence or education.59

Without irony, true negative stories about Trump were dismissed by some on the right as fake news. This is no coincidence. As Nathaniel Persily put it, “Regimes that feed on distrust in elite institutions, such as legacy media and establishment parties, have found the online environment conducive to campaigns of disinformation and polarization that both disrupt the old order and bring new tools of intimidation to cement power.”60

Political entrepreneurs with a profit motive parlay grievances into eagerly absorbed content and conspiracy theories telling people what they want to hear and providing a sensationalist supply that spurs further demand. The demand can then further radicalize the supply. Whitney Phillips and Ryan Milner argue: “Conspiracy entrepreneurs are also radicalized by their audiences, whose appetite for all that increasingly reactionary content are both whetted and sated by algorithms. Content that meets the audience’s growing need for conspiracy theories is rewarded by clicks and likes and comments and shares and subscriptions, generating revenue for the content creator.” Or, as the journalist Ezra Klein writes: “Fox News doesn’t get Facebook shares by reporting on some banal comments made by Bob Casey, the understated Democratic senator from Pennsylvania. It focuses on Minnesota Representative Ilhan Omar, a liberal, confrontational Muslim American who wears a hijab and speaks with a soft, Somalian accent. Similar dynamics hold on MSNBC and, honestly, everywhere in the media.”61

Fox News is an extremely profitable enterprise, earning Rupert Murdoch and the network’s other owners nearly $2 billion per year. In June and July 2020, it was the most-watched network in prime time on cable or broadcast television.62

The problem of a market for fake news is asymmetric, but the left is hardly immune to conspiracism. Although there were plausible reasons initially to be concerned that the Trump campaign colluded with Russian agents to help Trump beat Hillary Clinton during the 2016 presidential campaign, the Mueller Report found no evidence of such collusion—though it did find plenty of evidence of the Russians independently seeking to help Trump. Evidence that the Russian government held compromising information about Trump contained in the “Steele Dossier”—a report commissioned by Democrats for opposition research on Trump using a former British intelligence agent and later published by BuzzFeed—has similarly been discredited. Yet to this day, many on the left take claims of collusion and kompromat as conclusively proven rather than debunked. Such messages flourish on prominent liberal social media accounts and liberal media outlets like MSNBC.63

Even comically produced fake news can be profitable. During the 2016 election season, a group of young Macedonians spread a huge amount of pro-Trump fake news as a way of making money on social media advertising. A false story from one of the Macedonians saying Hillary Clinton would be indicted in 2017 got 140,000 shares and comments on Facebook, generating income of up to $2,500 per day. An American from Clearwater, Florida, started a fake news site as a joke and gained one million views in two weeks.64

The asymmetry in false information on the right has led to an unsurprising series of events. Under public pressure after the 2016 election to address the spread of false information, platforms such as Facebook and Twitter began offering fact checks, labeling certain information as false, and taking other steps to deal with the problem. Because more false speech appears on the right than on the left, more conservatives than liberals have seen their speech regulated by the companies. This in turn sparked a conservative backlash against the platforms on the ground that they were “censoring” conservative speech, when in fact the platforms were emerging as new intermediaries to help voters tell fact from fiction. This fact-checking role has led to calls from the right to require the platforms to be more evenhanded. But the more the platforms check facts and police content, the more they drive those on the right to alternative sources, which offer false information that conforms to their worldviews. When Fox News was not radical enough in supporting Trump’s false conspiracy theories about the 2020 election’s being stolen, Trump supporters, at the president’s urging, shifted to Newsmax and OANN.65

Weak Parties

One might think that with sky-high rates of political polarization, and especially with the rise of negative partisanship and the ease of reaching people on social media, political parties would draw millions of supporters and be stronger than ever in the cheap speech era. Instead, we are in an era of intense partisanship and weak political party organizations, a combination that opens the door to candidate demagoguery and a loss of accountability.

Political parties have weakened in the United States for complex reasons far afield from this book’s focus, but the rise of cheap speech has accelerated the process. Briefly put, political parties in the early part of the twentieth century relied on masses of people and organized labor, funded in many American cities through patronage jobs—giving people employment in exchange for kickbacks. Campaigns moved from being labor-intensive to capital-intensive as television became a prime means for candidates to compete for votes, and as patronage faded with the rise of civil service protections and court decisions outlawing the practice.66

With the evolution of technology and law, political parties have struggled to dictate the choice of party nominees. Television allowed candidates to communicate directly to voters, and mass appeal became key to electability as more states moved to choosing their candidates through direct party primaries that allowed voters affiliated with the party—and sometimes nonmembers—to vote for party nominees rather than relying on party bosses and smoke-filled rooms.67

Campaign-finance reforms adopted in the early 2000s, aimed at limiting corruption, made it harder for parties to raise funds as court decisions opened up the fund-raising of nonparty outside groups such as Super PACs. The result was that these outside groups, which were less accountable to the parties, had greater resources to spread their messages. Eventually, these groups became shadow campaign organizations that boosted single candidates for office, further freeing the candidates from the need for party money.68

Cheap speech has fueled candidate-centered politics and candidate demagoguery in two distinct ways. To begin with, as Donald Trump’s electoral success has shown, candidates and elected officials may now communicate directly to voters and others on social media. Not only can they reach an audience of millions at any time with no notice; the statements they make, no longer mediated by journalists, are subject to little resistance and no fact checking. Before his account was suspended, Trump could tweet a falsehood and journalists and others could fact-check it in a separate tweet, post, or article, but Trump’s tweet stood on its own, able to be shared without context. Those predisposed to believe Trump were likely to believe him and reject any fact checking.

There is no way in an earlier era that Trump could have persistently pushed his messages about voter fraud and election rigging to a huge audience. Journalists would have pushed back and would not have allowed the repetition and amplification of incendiary and sometimes false information now available to a candidate through much more diverse mass and social media. The virality of social media posts today has no earlier analogue.

Cheap speech also has facilitated a funding boom from small donors, many of whom are motivated by intense polarization. Before the rise of the Internet and social media, it was expensive to solicit small contributions to campaigns. Aside from formal fund-raisers and dinners, campaigns used direct mail, which was effective but expensive. Today it takes just a handful of clicks for a candidate to ask for a few dollars from a voter and for the voter to provide it. The ease of giving, combined with intense polarization, provides the recipe for extreme campaigns fueled by armies of intensely partisan small donors. It is no wonder that it is the Matt Gaetzes and the Alexandria Ocasio-Cortezes of the world, rather than the moderates, who are fund-raising darlings.69

By allowing campaigns to be funded through small-donor contributions, cheap speech allows candidates to bypass both political parties and the media, which no longer act as gatekeepers. It strengthens the fringes. We see more candidates whose extremist positions are counterproductive for a party’s overall goals or antithetical to the party’s values. Marjorie Taylor Greene, a one-time QAnon supporter, won a U.S. House seat in Georgia, and Laura Loomer, an Islamophobic conspiracy theorist, won the Republican nomination in Florida’s twenty-first congressional district. A Democratic-controlled Congress stripped Greene of her committee assignments in light of her apparent support of violence against Democrats. She’s since been a fund-raising juggernaut, raising over $3 million in the first three months of 2021 (compared to the impressive but much lower $728,000 that AOC raised in the first quarter of 2019).70

The Liar’s Dividend

The potential for candidate demagoguery should rise as the cheap speech era endures and as deep fakes build in technical sophistication. More candidates will rely on what Danielle Citron and Robert Chesney have called the “Liar’s Dividend”: the decreasing possibility that any image of a politician or celebrity is genuine “make[s] it easier for liars to avoid accountability for things that are in fact true.”71

Once again, Donald Trump provides a potent example. On October 7, 2016, in the heat of the 2016 election season, the Washington Post revealed the Access Hollywood tape. In the video, the Post reported: “Donald Trump bragged in vulgar terms about kissing, groping and trying to have sex with women during a 2005 conversation caught on a hot microphone, saying that ‘when you’re a star, they let you do it.’ . . . The video captures Trump talking with Billy Bush, then of ‘Access Hollywood,’ on a bus with the show’s name written across the side. They were arriving on the set of ‘Days of Our Lives’ to tape a segment about Trump’s cameo on the soap opera.”72

The video drew immediate condemnation across the political spectrum and brought predictions of the Trump campaign’s collapse. Yet the campaign did not collapse. One reason may be what came right after the tape leaked: the leak by Russian government operatives of embarrassing emails from DNC officials.73

Trump was “extremely upset” about the Access Hollywood tape, according to his former aide Hope Hicks. Yet after issuing a rare apology one day after the video’s release, Trump did something extraordinary: he suggested it was fake. The New York Times reported that Trump told a senator and an adviser a year after his apology that the tape was not authentic and that he was looking to hire someone to ascertain whether the voice on the tape was actually his.74

It is hard to know how many believed Trump’s denials: people know what they saw and heard. Even Trump’s press secretary at the time, Sarah Sanders, would not weigh in to defend him. Although there is no known polling on the question, it would not be surprising if many of Trump’s supporters now believed the Access Hollywood recording was a fake. One such supporter, interviewed by CNN a year after Trump took office, said Trump’s words were “taken out of context. . . . He talked about what was possible in the world of celebrities. . . . He’s not that kind of man.”75

There is good reason to believe that future politicians who wish to lie about what they have been caught doing or saying on tape will have more plausible deniability. The proliferation of AI-generated deep fakes gives them the full advantage of the Liar’s Dividend. As Trump has said in the context of sexual harassment allegations, the strategy is “deny, deny, deny.” Denial becomes easier as social media lemons increasingly flood the market, leading many to reject true, damaging information on the ground that its authenticity is un-provable.76

Trump further parlayed the Liar’s Dividend into political advantage by continuously labeling as “fake news” negative but truthful stories about him. He used the term fake news 940 times on Twitter from 2016 through his deplatforming in January 2021. In June 2017, to take a very typical instance, he tweeted: “The Fake News Media has never been so wrong or so dirty. Purposely incorrect stories and phony sources to meet their agenda of hate. Sad!” This strategy makes it even harder for journalists and others to communicate to voters that there is truth and falsity in the world, and that there is a fair and accurate way to identify stories that have no basis in reality.77

A Rise in Corruption

The rise of cheap speech has done more than just weaken already weak political parties and boost candidates not reliant on their parties for support who can more easily lie and engage in demagoguery. It also undermines candidates’ accountability for corrupt acts.

Candidate corruption is inhibited by an active press, and it thrives when a strong press is absent. This explains why members of Congress are much less likely than state and local officials to be found to have engaged in bribery and other forms of corruption. We should expect that the demise of local newspapers has led to an increase in the amount of state and local corruption, which is mostly covered by local professional journalists, and research suggests that this is so.78 In an insightful American Economic Review article, Felipe Campante and Quoc-Anh Do examined the hypothesis that public corruption in a state is greater when the state capital is relatively far from the state’s population centers. They found that “isolated capital cities are robustly associated with greater levels of corruption across [U.S.] states, in line with the view that this isolation reduces accountability.” “Newspapers cover state politics more when readers are closer to the capital, voters who live far from the capital are less knowledgeable and interested in state politics, and they turn out less in state elections.” Further, they find that “isolated capitals are associated with more money in state-level campaigns, and worse public good provision.” So corruption is relatively high, as measured by federal prosecutions for public corruption in states like New York, where the state capital, Albany, is relatively far from its greatest population center, New York City.79

Campante and Do’s model shows that government honesty and accountability are driven in part by media coverage. The media cover state politics less intensely when state capitals are isolated, and readers in such states consequently read less news about state politics. Voter turnout in state elections is lower in states with isolated capitals as well, perhaps because voters believe they do not have enough information to cast intelligent votes or because there is no news of scandal to give voters a reason to vote. The lack of accountability creates an opening for corruption.

The authors’ findings on campaign finance are especially interesting. Campaign contributions are higher in states with isolated capitals, and donations in those states are dominated by people who live closer to those isolated capitals. The authors speculate that “with lower media scrutiny and reduced involvement by voters, an isolated capital opens the way for a stronger role of money in shaping political outcomes.”

What Campante and Do find occurring with isolated capitals will increasingly apply across the board; as state and local news coverage diminishes and as candidate accountability and voter turnout decrease, expect corruption and the influence of money on politicians to increase. A recent study by Pengjie Gao, Chang Lee, and Dermot Murphy in the Journal of Financial Economics shows what is ahead: after a local newspaper’s closure, municipal borrowing costs went up; “our results indicate that local newspapers hold their governments accountable, keeping municipal borrowing costs low and ultimately saving local taxpayers money.” With the watchdog gone, corruption grows.80

Manipulation of and by the Platforms

We have already seen that misinformation and disinformation can crowd out good information; that technology improvements will make it ever harder for voters to separate truth from falsity; that unscrupulous politicians recorded doing something wrongful or embarrassing will be able to cash in on the Liar’s Dividend to obscure their involvement; that political parties will be weakened further and candidates more extreme and less accountable will be strengthened, raising the potential for increased demagoguery and corruption; and that foreign and domestic actors can exploit American political polarization through social media to achieve both political ends and financial profit. Many of these trends are amplified by the nature and architecture of social media platforms, which raises the risk of greater social manipulation of elections on the platforms and of bad conduct by the platforms themselves.

To begin with, social media platforms make influencing elections a profoundly different matter from what it was in past decades. Radio and television news and advertising remain important, especially when the advertising is channeled on live news or sports programming that individuals cannot skip over. But social media is growing in importance as a means of reaching voters. Two-thirds of eighteen- to twenty-four-year-olds now report that their main source of news is the Internet, whereas about one-quarter name television. Almost seven in ten American adults use Facebook; three-quarters of them use it at least once daily. Tens of millions are interacting with one another on other social media platforms, including Twitter, YouTube, Snapchat, Instagram, Reddit, and TikTok.81

The eyeballs and ears focused on social media are magnets for those looking to influence voting decisions. Much of this politicking is desirable from the standpoint of democratic elections: a candidate, party, or group posts truthful information about a candidate’s views or some facts about the world; those who agree and disagree then share and comment on the information.

But social media platforms are not simply the twenty-first-century version of the public square. Even putting aside issues of misinformation and disinformation, platform technologies allow greater manipulation of voter information. Automated bots can increase the virality and reach of content. Anonymity and pseudonymity are relatively easy to achieve, at least initially, lowering the accountability costs for spreading false information and manipulated content, and depriving voters of the means to judge the credibility of the messages that they see. As Persily puts it: “The internet’s ‘bot’ problem is a consequence of the privileging of online anonymity. Not only can it be impossible to determine who is speaking to you online, but it is becoming increasingly difficult to discern whether such speech comes from a human being at all.”82

Anonymity of ad sponsors has become a major issue. Young Mie Kim and her colleagues studied 5 million digital ads on issues such as immigration, guns, and LGBTQ rights appearing on Facebook in the 2016 election season. They found that more than half came from individuals and groups that had no legal obligation to report their activities and identities to the Federal Election Commission (FEC). “Almost half of the groups were classified in the ‘suspicious’ category, some of which (20% of the ‘suspicious’ groups) turned out to be Russian-linked groups. . . . The volume of ads run by non-FEC groups (nonprofits and astroturf/movement groups) was almost 4 times larger than that of FEC groups.”83

The companies, which gather a great deal of data on people’s backgrounds, interests, and choices, allow campaigns to microtarget advertising. Campaigns can, for instance, send one set of tailored election-related messages to white, non-college-educated males in rural Wisconsin and another set to women of color in southwestern cities. Microtargeting lets campaigns speak out of both sides of their mouths and avoid accountability. Facebook lets candidates and political groups choose their characteristics or set of people to reach, and then Facebook will use its “look-alike” feature to send the same messages to people whom Facebook’s algorithm identifies as having profiles similar to those chosen by the candidates or groups paying for advertising.84

The Young Mie Kim study showed that in the hotly contested 2016 presidential election, “the most targeted states with divisive issue campaigns—Pennsylvania and Wisconsin—overlapped with those usually considered strong for Democratic candidates, yet turned to Trump with a razor-thin margin.” As Benkler, Faris, and Roberts put it, microtargeting “threatens to undermine the very possibility of a democratic polity” by allowing those who pay for access to “highly refined data” to “get . . . its users to want, believe, or do things.” Both those authors and Facebook’s former security chief, Alex Stamos, attribute the Trump campaign’s unlikely success in 2016 to its extensive use of microtargeting on Facebook.85

As the Russian activities in 2016 demonstrated, microtargeting may also be used to depress voter turnout. A Senate Intelligence Committee report later described this phenomenon: “The use of messaging to sway voter sentiment is not a new development. However, it is now enabled by advanced data analytics and algorithmic targeting, the globally expansive reach of social media, and user-generated data and personal information that is often unwittingly provided or illicitly obtained.” Different companies aspired to provide microtargeted social media messaging for the 2016 Trump campaign. The Israeli-based cyber intelligence company Psy Group pitched the campaign on a plan to target minority communities, suburban female voters, and undecided voters with covert messaging on social media. The campaign itself did not engage that group, but a Trump ally, George Nader, later paid them over $1 million for undisclosed activities. The Trump campaign did hire Cambridge Analytica, which engaged in microtargeting for the campaign in a way that violated Facebook’s terms of service and users’ privacy. Facebook later faced a record $5 billion fine, and the leaders of Cambridge Analytica faced additional penalties, for privacy breaches related to the data mining with which they targeted voters for political messages.86

In the 2020 election season, the Trump campaign used a mobile app that did more than push microtargeted advertising to the person downloading the app. As part of its terms of service, the app requested users’ permission to download their contact lists, which allowed the campaign to target those who never signed up for campaign messaging. The company that the campaign partnered with on the app engaged in an extensive data-mining operation reminiscent of Cambridge Analytica’s tactics. When app users provide access to the phone numbers of their contacts, the campaign could then match the numbers to detailed platform data to serve up more ads.87

The microtargeting problem is twofold, as Anthony Nadler, Matthew Crain, and Joan Donovan explain: “Unlike campaigns of even a decade ago, data-driven advertising allows political actors to zero in on those believed to be the most receptive and pivotal audiences for very specific messages while also helping to minimize the risk of political blowback by limiting their visibility to those who might react negatively.”88

The platforms’ design also may encourage greater electoral extremism through the algorithms used to recommend and uprank content. Automated systems monitoring a user’s engagement with content will suggest additional content that follows similar patterns. And users can easily share content with like-minded people, pushing content further into people’s feeds. The goal may be noble—give people what they want—but studies show that this can lead platform users to more extreme content, thereby turning someone who is just curious about a conspiracy theory such as QAnon into a true believer. As the tech journalist Will Oremus puts it: “The more personalized, the more democratized, the more optimized for engagement and agnostic to truth value our mass media become, the more we can expect wild conspiracies to infiltrate mainstream politics and culture.”89

Virally spread disinformation and misleading messages can be especially problematic on encrypted messaging apps such as WhatsApp. These services allow sending the equivalent of group or individual text messages hidden from public view, making it impossible for those outside the apps to track the activity. The lack of transparency from encryption creates additional openings for undetected foreign and domestic interventions in U.S. campaigns. Though this secrecy problem has emerged in countries more dependent on WhatsApp than the United States, by 2020 it had spread to the Latin American communities in South Florida. Politico reported a “fucking crazy” explosion of disinformation aimed at this community in the run-up to the 2020 election. Among the conspiracy theories spread on WhatsApp: “George Soros directs a ‘deep state’ global conspiracy network. A Joe Biden win would put America [under the] control of ‘Jews and Blacks.’ The Democratic nominee has a pedophilia problem.”90

And then there are the platforms’ algorithms, deeply sophisticated computer programs that even platform engineers themselves do not fully understand. We cannot eliminate the possibility that rogue actors working at a platform, or even those who control the platforms themselves, could manipulate algorithms or policies to help one candidate and hurt another. Consider the example from the 2020 campaign described earlier in this book, of Instagram presenting users searching for information on Joe Biden with links to positive stories about Trump, but returning no positive Biden material for users searching for Trump. Facebook, which owns Instagram, attributed the problem to a technical “glitch,” but no law prevents platform owners from choosing to favor one candidate over another, or one set of ideas over another.

Search engines present a related problem. Google has a commanding lead in this arena, and its algorithms could be tweaked easily to favor or hide different kinds of information about candidates. Indeed, the algorithms already make choices about what to show, for example, when someone searches for “Biden voter fraud.” No law would stop a search engine from promoting or denigrating a candidate or require it to announce such manipulation.

We do not even have a good handle on how big an issue this is. A key problem with determining the extent of influence search engines and social media companies command is that most platforms limit researchers’ access to the data that could inform us about user habits and the influence of platform architecture on voter choice.91

Platforms influence elections when they make choices about whether to promote or remove content, including content that could deter people from voting. Early researchers were able to show that Facebook could boost voter turnout by letting users know that their close friends had reported voting. There are probably parallel ways to depress voting. These choices inevitably raise questions about platform policy goals, which reflect the values of those who control the platform. As Persily wrote, platform managers’ “decisions as to which communications to allow on these platforms are more important than government speech restrictions. Their rules as to disinformation, hate speech, incitement, or threats, for example, may ‘govern’ more speech than the laws on the books, especially given that their automated filters have capacity to ‘preemptively regulate’ in ways unavailable to government speech restrictions.”92

In the 2020 election season, as conservative content came to dominate public-facing Facebook pages in the United States, news leaked from within the company that Facebook had relaxed its rules on removing misinformation in order to keep conservative pages on the platform. NBC News reported that pages associated with “Breitbart, former Fox News personalities Diamond and Silk, the nonprofit media outlet PragerU and the pundit Charlie Kirk” were flagged by Facebook’s outside fact checkers as containing misinformation. Flagging of misinformation leads Facebook internally to give the pages a number of “strikes”; with enough strikes, a page can get demoted and lose the ability to collect certain advertising revenue. Despite the strikes, senior management declined to impose sanctions on these pages, perhaps from fear of adding to the charge that it was anti-conservative. BuzzFeed reported that the Facebook employee who sounded the alarm about the preferential treatment for right-leaning sites was fired. It later reported that Facebook’s CEO, Mark Zuckerberg, personally intervened to reverse Facebook’s decision to block dissemination of false and inflammatory material by Alex Jones of InfoWars. Zuckerberg said he did not see Jones as a hate figure.93

Platform decisions also can have unintended consequences. When Donald Trump falsely suggested in an August 2020 tweet that drop boxes for mail-in ballots were not “Covid sanitized,” Twitter waited five hours before placing a warning label on the content, saying that it included false health and voting information. Facebook did nothing with the post the day it appeared. The delay and controversy generated much more coverage of Trump’s tweet, spreading its content to a wider audience and adding to voter uncertainty about the fairness of the 2020 election.94

The Cheap Speech Revolution

Cheap speech is fundamentally changing how candidates campaign, how elected officials and political parties act, how voters receive political and electoral information, how foreign and domestic actors seek to influence voter choice, and how those voters make their choices. It is also affecting voter confidence in the fairness and integrity of the election process itself.
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Screenshot of a now-deleted Donald J. Trump tweet, Aug. 23, 2020, with Twitter label (archived at https://web.archive.org/web/20201201224219/https://twitter.com/realDonaldTrump/status/1297495295266357248)



Strictly in terms of volume, voters are exposed to more speech and information than ever before. It is likely that the rise of cheap speech has hurt voters more than it has helped them and that we are fast approaching a market for information lemons, but that does not mean we should—or even can—solve the resulting problems by passing laws limiting speech. Doing so would undermine some fundamental American values and a key part of our democracy: the benefits of robust and uninhibited political debate. It also raises the tricky question of who, in a society animated by distrust, would do the regulating and how they would do it.

How, then, can we address the problem of cheap speech in a way that respects the twin ideas of giving voters the tools they need to make choices that are consistent with their interests and values, and yet avoiding the danger of speech restrictions? Part of the answer lies in new laws backed by an updated understanding of the First Amendment. But changes in law and constitutional interpretation are not enough: there is much else that Americans must do to preserve both robust debate and an atmosphere that lets voters make free and informed choices.


3
What Can Law Do?

We have seen the problems cheap speech has caused and will cause for American elections and democracy, most importantly by exposing voters to massive amounts of misinformation, disinformation—including manipulated synthetic media—and microtargeted political propaganda. In this environment, honest information intermediaries face competition from disinformation upstarts, and demagogic candidates have an advantage. Platforms both can be manipulated by bad actors and can manipulate voter opinion themselves without regulation or even detection. In the worst-case scenario, as the 2020 election demonstrated, demagogic political leaders can use disinformation to rile up at least thousands of followers, interfering with the peaceful transition of power after elections and threatening democratic governance itself.

Cheap speech’s debilitating effects on intermediaries such as political parties, combined with the dismal economics of local journalism, mean that elected officeholders are more apt to get away with corruption, and voters are less likely to have the information they need for voting in ways that are consistent with their interests and preferences. False and misleading messages spread especially easily through social media platforms, allowing campaigns and political operatives to rely on highly personalized data to pay for targeted messages likely to appeal to our worst tribal instincts. And false speech specifically about the integrity of American elections can undermine one of the key requirements of a democracy: that those on the losing side of an election accept the results as legitimate.

One potential answer to these problems is that the market will correct itself, and that if voters want better information, they will demand it and the market eventually will supply it. The economist George Akerlof, in his “Market for ‘Lemons’” piece, recognized that creative marketers could correct the information asymmetry affecting the used car market. He noted that “private institutions may arise to take advantage of the potential increases in welfare which can accrue to all parties. By nature, however, these institutions are nonatomistic, and therefore concentrations of power—with ill consequences of their own—can develop.”1

The used car market illustrates the side effects of entrepreneurs stepping up to alleviate a market failure. Some people still negotiate directly with a private car owner for a sale, taking a risk that they might buy a lemon. But nowadays, firms like CarMax, which obtain superior knowledge about the quality of used cars, can act as middlemen and reduce risks, buying used cars from sellers at a deep discount and selling them at a markup along with a short-term warranty. The CarMax model lessens the risk of information asymmetry, but at a cost: middlemen dealers make extra profits that take money out of the hands of both buyers and sellers, even as information about equilibrium car pricing flows more freely online than it did before the cheap speech era. Still, risk-averse buyers and sellers see the situation as win-win: they lessen uncertainty even at some financial cost.2

No doubt, facing an electoral choice, some voters too demand reliable information and are willing to pay for it: witness the transition of national news organizations such as the New York Times into supersized online news organizations dependent much more on subscriptions than advertising. In Akerlof’s terms, this “concentration of power” has its own “ill consequences”: Ben Smith, BuzzFeed’s former editor in chief and now a New York Times media columnist, devoted his first column to arguing that the Times was becoming like Facebook and Google, a “digital behemoth crowding out the competition.”3

Further, the Times model has not worked to save local journalism, as Margaret Sullivan’s Ghosting the News argues, and its reporting does not seem to have made a dent in the thinking of those on the American right who view everything the Times produces as “fake news” unless it happens to momentarily line up with the interest of Donald Trump or other like-minded leaders. That trend is the result of a long-term project on the right to denigrate legitimate journalism as biased against conservatives, one that accelerated under Trump.

So long as people continue to demand false information, the cheap speech market will abundantly supply it. The lemons problem persists despite the Times and other reputable national journalistic outlets. Indeed, in a sense the problem is worse than the one Akerlof described. It is as if there is a segment of the automobile market that not only tolerates but actually demands lemons while rejecting reliable cars. Imagine that the sport of demolition derby were so widespread that it took up a significant share of the used car market—in which case Akerlof’s lemons problem wouldn’t exist at all. It suggests that curing the market failure will depend in part on turning voter preferences against lemons.4

The undeniably high quality of journalism at the Times and its competitors also does nothing to solve the problems of manipulation by and through platforms like Facebook and YouTube, or to curb the ability of demagogic politicians to use these platforms for their advantage. Some people who are fed up with Facebook’s failure to police disinformation have deactivated their accounts, but the platform has not seen many defectors, in part thanks to the popularity of its Groups feature, and it remains profitable at a level most news organizations can only dream of.5

Akerlof’s other proposed solution to the lemons problem was that “in some cases, governmental intervention may increase the welfare of all parties.”6 This has not worked all that well in the used car market. Many states have “lemon laws” that require manufacturers to buy back new vehicles that suffer a certain number of mechanical failures within a certain period after purchase. Whether because of the political power of used car dealers or for some other reason, only a few states, such as New York, provide lemon protection for used cars. And even New York’s protection is limited to a subset of used cars sold by dealers. It doesn’t apply to individuals who sell their own cars.7

Government intervention in the information market is much trickier than in the used car market, both because of the potential for unintended political consequences and because of the strong history of protection for political speech under the First Amendment. The relevant part of that amendment protects against government “abridg[ment]” of “the freedom of speech.” Although those words are brief, the Supreme Court has decided many cases explaining how that right is protected, leading to a number of complex and sometimes contradictory pronouncements. In practice, the Court has often had to balance free speech rights against government interests. The government can punish someone for falsely yelling “Fire!” in a crowded movie theater, to take the paradigmatic-if-tired example, because in this context the government’s interest in preventing injury is so high, and the value of false speech in this context is so low.8

In recent years, the Court has become especially protective of some kinds of speech claims, including challenges to government action to limit money in political campaigns and to police false political speech. The conservative supermajority may well reject new regulation, and some regulations already upheld, such as those requiring the disclosure of information about who has funded certain kinds of political speech, may face new judicial hostility.

Before turning to the interventions and the possible constitutional hurdles before them, it is worth pausing to ask a question: If the First Amendment were no impediment to regulation, which laws would work best to deal with cheap speech problems for voters? This thought experiment quickly reveals the dangers of overregulation, principally that the cures to the problem may end up depriving voters of important information they need to make informed voting decisions and ironically can facilitate other forms of voter manipulation. In other words, even if they did not already exist in the First Amendment, we would want to create some limitations on government intervention in order to protect robust political competition and the free exchange of ideas, especially from bad actors.

Think about a law giving the government the power to remove “misleading political speech” from social media sites, and now imagine that a Trump appointee (or an appointee of whichever president you think might not play fairly under the rules) has the power to decide what counts as “misleading speech” and to order such speech immediately removed from social media sites. That kind of system would ill serve voters even if courts could not block such a law on First Amendment grounds.

The same concern applies to a government body empowered to decide if social media companies were being “evenhanded” or “fair” in their coverage. There is no easy way for the government to define when coverage is evenhanded, and having the government police evenhandedness produces obvious dangers of viewpoint discrimination and manipulation. As we will see, there are better ways of dealing with platform bias than government mandates directed at content itself.

Again, we need look no further than Trump, who as president routinely called reporting he did not like “fake news,” even when the reporting followed ordinary journalistic standards and reasonable observers believed it to contain only truthful information. (He used the “fake news” trick even when the journalists accurately quoted his recorded comments.) Any government agency that is under the control of a Trump-like leader and that is charged with separating true from false information would promote a very skewed idea of what coverage is misleading or biased. The regulation easily could do more harm than good. The general lesson is that solutions to cheap speech problems must be carefully crafted to avoid government overreach and unintended consequences.

On the other hand, we do not want a First Amendment so absolute in its speech protection that it blocks laws that would chill little speech but ameliorate social harms. Laws should aim for the sweet spot that helps voters make decisions that are consistent with their values and interests and that preserves democratic government but does not inhibit the free expression of valuable information and ideas.

In thinking about reaching that sweet spot, we must recognize the market failure of our current approach to speech. As Professor Nathaniel Persily puts it: “Perhaps to state the obvious, there simply is no support for the strong version of the marketplace of ideas when it comes to anonymous speech in the internet age. . . . The masking of identity built into the structure of internet communication brings with it inevitable risks of misrepresentation and manipulation.” He adds: “The inability to identify the other person (if it is a person) at the other end of the computer conversation often leads that person to engage in certain types of speech that they would not engage in face-to-face. The norms of civility, the fears of retaliation and estrangement, as well as basic psychological dynamics of reciprocity that might deter some types of speech when the speaker and audience know each other—all are retarded when the speech is separated from the speaker, as it is online.”9

Courts should resist the libertarian impulse that the cure for bad speech is always more speech in the social media age. Instead, while still being on the lookout for improper censorship, they should favor narrowly crafted laws that help voters make more competent election choices, understand the integrity of voting systems, avoid improper foreign influence, and avoid manipulation of opinion by those wielding troves of personal data. As we will see, law can be an important part of the answer, though it alone cannot save American elections.

Competent Election Administration

It may seem odd to begin a look at how law can deal with some of the pathologies for American democracy caused by cheap speech by calling for competent election administration, but the two ideas are connected. Legal requirements to run fair and transparent elections can combat disinformation about election integrity without raising any of the First Amendment problems discussed in the rest of this chapter.

One of the strongest refutations of Donald Trump’s repeated false claims that hundreds of thousands of people in each state voted fraudulently in the 2020 U.S. presidential election was the evidence showing that election officials followed the rules, made their processes open for public view and inspection, and counted the ballots accurately. The Trump campaign and its allies filed sixty-two lawsuits in state and federal courts challenging aspects of the counting of ballots and certification of results, losing sixty-one and winning only one insignificant case. No case included credible evidence calling the election results in any state into serious question.10

These losses did not convince millions of Trump’s most ardent followers, but they did assuage the concerns of millions of others who took the president’s claims as serious until proven otherwise. The requirement that Trump bring his claims to official election proceedings such as recounts or to court to seek to overturn the election acted as a put-up-or-shut-up moment.

Georgia’s Secretary of State Brad Raffensperger ordered a hand counting of all the presidential ballots cast in the state when the Trump campaign without evidence alleged fraud in the state of Georgia, won by Trump’s opponent, Joe Biden; the audit revealed two counties that missed counting some votes, but otherwise affirmed the state’s results. Trump later called Raffensperger in an effort to get him to “find” more than 11,000 votes to overturn the results of the election. The secretary refused and released a recording of the event, which eventually led Georgia officials to consider indicting Trump for election interference and related crimes.11

As one federal appeals court wrote in unanimously rejecting Trump’s attempt to overturn Pennsylvania’s election results on the basis of weak legal theories and no evidence of fraud: “Free, fair elections are the lifeblood of our democracy. Charges of unfairness are serious. But calling an election unfair does not make it so. Charges require specific allegations and then proof. We have neither here.”12

A full exploration of how to run fair and transparent elections is a broad topic for another time; I have devoted two other books and many articles to these questions. Among other things, state and federal election laws should require maintenance of accurate and up-to-date lists of eligible voters; voting technology that relies on hand-marked paper ballots or at least produces a physical paper that may be subject to a full audit or recount after results are announced; regular audits of election results; reasonable procedures for verifying the identity of those submitting ballots by mail; adequate opportunity for party officials and nonpartisan watchdogs to observe every key aspect of ballot counting; and frequent communication from election officials about the status of ballot counting and recount procedures.13

The 2020 Trump campaign’s manufactured claims of widespread voter fraud and election irregularities would have been even worse with a more poorly run election system, and a good part of the reason the 2020 election did not end in a complete meltdown is that the results were not close enough in any state to prompt a serious recount or election contest. In the key states that were subject to Trump lawsuits and recounts, paper ballots proved essential in verifying vote totals. Accurate elections are a necessary but perhaps insufficient condition for the acceptance of election results by most American voters.14

Disclosure of Funders

Any discussion of how to deal with the general cheap speech problem in American elections should not neglect the low-hanging fruit: government-required disclosure of the funders of significant election-related online activity. Disclosure is no panacea, and it will not reach those who cannot be convinced by evidence; but it should be part of the overall solution. When done right, and especially when done alongside the messages themselves, mandated disclosure can aid voter competence amid a sea of disinformation and surreptitious influence campaigns. The Supreme Court has long supported the constitutionality of disclosure laws in campaign finance and related contexts, although there is ample reason to worry the Court’s new conservative supermajority could change course.

Disclosure of truthful and relevant information can at least partially counteract false and misleading information, especially messages spread on social media. It also can serve other purposes, such as limiting corruption by restraining those who would seek to curry favor with politicians by supporting them without public disclosure, and help the enforcement of other laws, such as those barring foreign governments and other entities from participating in American elections.

The 2017 Alabama disinformation campaign mentioned in chapter 2 illustrates the importance of enhanced mandatory disclosure of significant online activity. Alabama voters looking at Facebook for information about whom to support in that year’s special election to replace Jeff Sessions for the U.S. Senate may have come across the “Dry Alabama” website, which backed the Republican candidate, Roy Moore, against the Democrat Doug Jones. The New York Times explained that the page, “illustrated with stark images of car wrecks and videos of families ruined by drink, had a blunt message: Alcohol is the devil’s work, and the state should ban it entirely.” The Facebook and companion Twitter pages “appeared to be the work of Baptist teetotalers who supported the Republican, Roy S. Moore, in the 2017 Alabama Senate race. ‘Pray for Roy Moore,’ one tweet exhorted.” The teetotalers, however, were not behind the Dry Alabama page on Facebook and they did not support Moore. Instead, according to the Times, those behind the page “thought associating Mr. Moore with calls for a statewide alcohol ban would hurt him with moderate, business-oriented Republicans and assist the Democrat, Doug Jones, who won the special election by a hair-thin margin.”15

Nor were the scores of purportedly Russian bots with their Cyrillic names and symbols popping up on Twitter to support Roy Moore actually from Russia. Instead, a liberal group supporting Jones, working independently and apparently without his knowledge, engaged in a concentrated social media campaign to flip the votes of moderate Republicans, or at least get them to stay home and not vote at all in the normally deep red state. The faux Russian bots following Moore were a false flag planted by Moore’s liberal opponents. This was a Democratic voter suppression effort aimed at white Republicans in a red state.16

The operation was funded by the billionaire LinkedIn cofounder Reid Hoffman, through an outfit called American Engagement Technologies (AET). The stated goal of the operation was to sway fifty thousand votes toward Jones by experimenting “with many of the tactics now understood to have influenced the 2016 elections.” According to portions of a leaked postelection report on what was dubbed “Project Birmingham,” the group aimed to “radicalize Democrats, suppress unpersuadable Republicans (‘hard Rs’), and faction moderate Republicans by advocating for write-in candidates. . . . We aggressively targeted evangelical hard Rs with messaging meant to provoke disgust and depress turnout.”17

Some of AET’s activities disseminated disinformation, but others involved amplification of truthful information or nonfactual opinion, where the real chicanery was not in the content of the message but in lying about or obscuring the identity of the speaker. Alabama voters might well have cared that progressive Democrats, not teetotalers or Russians, were the ones trying to influence their votes.

But information about the source of the influence campaign was not available to voters. It came to light only well after the election, through leaks to the New York Times and Washington Post. Without those leaks, we still might not know of these efforts, just as we learned of some of the Russian activity aimed at sowing social discord and influencing the 2016 election only through the work of American intelligence agencies and the prosecutors who produced the Mueller Report.

Campaign finance disclosure law has long been about making sure voters have the information they need to make informed decisions. Social science demonstrates that voters use mental shortcuts to make decisions, and one piece of information they rely on is who is behind an election message aimed at them. For example, in 2010 California voters turned down a ballot proposition that would have benefited the utility Pacific Gas and Electric (PG&E). PG&E provided almost all of the $46 million spent on the “Yes on 16” campaign, compared with very little spent opposing the measure. Yet California’s disclosure laws required PG&E’s name to appear on every “Yes on 16” ad, and voters clearly considered the source. Voters defeated the measure.18

In its foundational decision in Buckley v. Valeo (1976), the Supreme Court recognized that campaign finance disclosure laws may serve this information interest, as well as interests in preventing the corruption of elected officials, by allowing voters to follow the money and look for special treatment given to campaign donors or those who spend to favor or oppose candidates, and the enforcement interest of ensuring that no other campaign finance laws are broken. For example, it is illegal for foreign governments, other foreign entities, and most noncitizens (except green card holders residing in the United States) to spend money advocating the election or defeat of candidates for office in the United States, and adequate disclosure allows regulators, the press, and the public to ensure that foreign sources are not secretly participating in our elections.19

But our current campaign finance disclosure laws are not up to the task of ferreting out the true sources of new social media campaigns aimed at influencing elections. Roughly speaking, the federal campaign finance disclosure law in effect since 1974 requires the disclosure of spending by and contributions to persons or entities who engage in express advocacy, such as an advertisement directly urging a vote for or against a candidate. The Bipartisan Campaign Reform Act of 2002, commonly known as the McCain-Feingold law, also requires disclosure of the funding behind so-called electioneering communications: advertising appearing on broadcast, cable, or satellite television or radio that mentions or features a federal candidate thirty days before primaries and sixty days before a general election. Candidates, political parties, and campaign committees must also disclose their election-related spending. Courts are split over whether political organizations that have as a major purpose the election or defeat of candidates may constitutionally be compelled to disclose their expenses as well.20

Unfortunately, these rules do not require disclosure for a great deal of important campaign activity, which makes it impossible for the law to fulfill its information, anticorruption, and enforcement purposes. Most of the paid social media advertising that Russia engaged in during the 2016 election did not contain express advocacy and was not electioneering communication because the ads were not on television or radio. It might surprise nonspecialists in the area, but placing an online ad saying, “Hillary Clinton is a Satan,” as Russian operatives did in 2016, probably would not be considered express advocacy under federal campaign finance rules. And unless Dry Alabama registered as a political action committee, it probably was not legally required to disclose who paid for its activities if it avoided express advocacy. “Pray for Roy Moore” is not express advocacy. Even regular campaign ads broadcast on streaming services like Hulu are not covered by federal campaign disclosure rules, while the same ads would be subject to disclosure if run on broadcast, cable, or satellite television. Such a distinction, based on the technology that carries an advertisement to a viewer’s television, makes no sense.21

Campaign finance disclosure laws should be updated to deal with the changing campaign and technology landscape. They especially need to grapple with the increasing use of streamed content, social media, and artificial intelligence to influence elections.

First, Congress should extend the same rules that apply to television and radio advertisements to advertising distributed online, including that on social media. This means disclosure of spending on ads placed close to the election that feature the name or likeness of candidates for office.

Back in the early 2000s, I was among those arguing that the Federal Election Commission’s (FEC’s) failure to extend the rules to the online space would leave one of the most important arenas for campaigning unregulated and without adequate disclosure. But libertarian opposition to any regulation related to campaigns and the Internet successfully beat back most efforts to extend the rules for almost two decades. Meanwhile, the use of new technologies for campaigning has exploded. Had those early efforts succeeded, those who spend significant sums seeking to support or oppose candidates for office and who mention candidates’ names or feature their likenesses in online content would have had to disclose who they are.22

Today, with so much campaigning moving online, there is no good argument against extending generally applicable disclosure rules to online activity. The world is topsy-turvy when online political activity, which needs disclosure the most, gets it the least.

Proposed federal legislation called the Honest Ads Act would close this loophole for traditional campaign ads disseminated over the Internet. But the act would simply bring disclosure rules passed in the 2002 McCain-Feingold law to online political ads. This legislative fix will not be enough to deal with cutting-edge methods of influence.23

Disclosure laws must do much more than simply cover electioneering ads shared on social media. They should also cover funding behind organized efforts to influence election-related decision making, such as efforts to microtarget political ads or use programmable bots that send direct messages to users and engage them in political conversations in an effort to influence their votes.24

It is impossible to know precisely which technological innovations will next be harvested for campaign purposes, but legislatures should write laws to allow for technological change. They should require the timely disclosure of the identity of funders behind coordinated attempts to influence elections on social media, even if the persuasion comes in the form of bot-generated private messages, including encrypted apps like WhatsApp, that lack express advocacy but refer to candidates for office. Any person or entity that spends in the aggregate over a certain generous dollar threshold, such as $10,000 (indexed for inflation), on online activity to directly or indirectly influence voters for or against a particular candidate or ballot measure should be required to disclose the amount of their spending and their ultimate source of funding. To the extent it is technologically practicable, any message communicated to voters should provide an easy basis, such as clicking a link, to determine the sender’s identity as well as how to obtain further information about funding.25

The spending threshold for mandated disclosure would count not only the funds paid to the platforms for services but also the hiring of software engineers, consultants, and others in an effort to influence elections on social media. Before they may use social media resources on the platform, those who fall within the reporting threshold would have to certify, under penalty of perjury, that they have made the required disclosures to the government. The law would not cover unpaid, nontargeted social media posts, such as those of an individual expressing support for or opposition to a candidate. It would leave unregulated great swaths of individual and group activity that does not involve substantial spending or resources. And like current campaign finance law, it would exempt from disclosure those who can credibly demonstrate that they would face a threat of harassment if their identities were disclosed and exempt media corporations when they are engaged in journalism.26

One of the stickiest points of such a disclosure law is figuring out what counts as an election-related activity subject to disclosure. For groups spending above a generous threshold with the major purpose of influencing elections—political parties, candidates, and other groups (like super PACs) organized primarily for political activity—disclosure of spending and contributions related to any content disseminated widely in the period close to the election would be mandated.

For everyone else, disclosure rules would kick in above a healthy dollar threshold only if a significant portion of the messages include the name or likeness of a candidate for federal office in the period close to the election. Individuals or groups primarily sending messages on issues such as climate change, abortion, Black Lives Matter, immigration, or gun rights would not be covered if the groups usually avoid mention of or reference to a candidate. A broader disclosure law covering all who spend significant resources sending online messages on issues without mentioning candidates would raise knottier First Amendment questions.

Even with these limitations, opponents no doubt would argue that an enhanced social media campaign disclosure law violates the First Amendment. This enhanced disclosure law would probably be constitutional under current Supreme Court doctrine, although there are signs that the Court’s jurisprudence may soon move away from broad disclosure and toward a general right of anonymity in political speech and activity.

Since the 1976 case of Buckley v. Valeo and through the 2010 case of Citizens United v. Federal Election Commission, the Supreme Court has applied a midlevel “exacting scrutiny” in upholding most disclosure laws challenged under the First Amendment, reasoning that the federal government has anticorruption, information, and enforcement interests. These laws do not prohibit any speech but allow voters to know who is paying to influence their political decisions. Compared to limits or bans on spending, they are a more narrowly tailored approach to the issue of money in politics. When they exempt those demonstrating a threat of harassment, an important safety valve for those who must engage in important speech anonymously, disclosure laws generally pass constitutional muster.27

Federal election law requires disclosure of certain expenditures, and it defines an expenditure as “any purchase, payment, distribution, loan, advance, deposit, or gift of money or anything of value, made by any person for the purpose of influencing any election for Federal office.” Current FEC regulations exempt certain Internet-based activities from regulation. The federal statute, and these regulations, should be rewritten to require disclosure above a certain dollar threshold on Internet and social media efforts undertaken for the purpose of influencing federal elections. Disclosure should no longer be limited to those who spend money on express advocacy or who engage in electioneering communications on television and radio.28

A key question is how to write a law or regulation defining what counts as spending “for the purpose of influencing federal elections” without running afoul of vagueness and chilling problems that the Court has recognized under the First Amendment. Fortunately, the Supreme Court has held that the government may require disclosure of spending on political activity that goes well beyond express advocacy for elections. In the 1954 case United States v. Harriss, the Court upheld a law mandating the disclosure of certain lobbying activities. In the 1978 case First National Bank of Boston v. Bellotti, it upheld campaign finance disclosure requirements applicable to ballot measure campaigns, where there is no involvement of candidates.29

Further, in Citizens United, the Court rejected the plaintiffs’ argument that the government could require disclosure of spending only on express advocacy and its functional equivalent. And in a portion of the 2003 McConnell v. Federal Election Commission case that was not overruled by Citizens United, the Court upheld the broad “issue request” requirement in Section 504 of the McCain-Feingold Act. It requires broadcasters to keep records of requests made by anyone to broadcast any “message” related to a “national legislative issue of public importance” or “otherwise relating to a political matter of national importance.”30

Given these precedents, a law targeted at the disclosure of spending and contributions funding large social media, web, and app activities intended to influence federal elections should pass constitutional muster even if it reaches more broadly than express advocacy—if, for example, it covers large spending on electoral issues by groups aligned with the Tea Party or Black Lives Matter. The disclosure rule should rely on clear factors for determining what counts as election-related spending, tied to both content (most importantly the inclusion of the name or likeness of the candidate) and timing. Clear rules avoid the potential for administrative and prosecutorial discretion in their application. The high dollar threshold allows small, grassroots political speech and activity to proceed anonymously, preserving the privacy of those who are not major election players.31

Although I am confident of the constitutionality of such a measure under existing Supreme Court doctrine, the Court is beginning to turn hostile to disclosure. The conservative justices Anthony Kennedy and the late Antonin Scalia were great supporters of campaign disclosure laws, but they are no longer on the Court. Nor is the late Justice Ruth Bader Ginsburg, a liberal supporter of broad campaign finance laws.

Justice Clarence Thomas has long believed in a general right to anonymity when engaging in campaign activity, a view the Court flirted with in a 1995 case, McIntyre v. Ohio Election Commission, but later all but abandoned. In the 2010 case of Doe v. Reed, Justices Thomas and Samuel Alito both expressed concern about the potential for harassment of campaign donors given the ease with which information about contributors and spenders flows on the Internet. This issue seems to have broken along ideological lines; conservatives expressed greater concern about harassment. These justices hold these views about harassment even though the evidence shows that even hot-button ballot measures like those involving gay rights cause almost no unconstitutional harassment. Some justices have also suggested that the government interest in providing relevant information to voters is insufficient to justify a burden on political activity.32

Indeed, in the most recent disclosure case before the Supreme Court, the Court’s conservative majority, including the newest justices, Neil Gorsuch, Brett Kavanaugh, and Amy Coney Barrett, signaled a more skeptical approach to the constitutionality of campaign disclosure laws, making a new majority on such issues. In the July 2021 case, Americans for Prosperity Foundation v. Bonta, the Supreme Court in an opinion written by Chief Justice Roberts, over a strong dissent by Justice Sonia Sotomayor for the Court’s liberals, struck down a law requiring disclosure of information about charitable donors not to be released publicly, but released only to California law enforcement officials. Government officials did a poor job keeping the information secret, and the groups showed they faced a danger of harassment.

But rather than hold that the law could not be applied against just these groups, the Court decided the case broadly and struck it down for those not facing harassment. The Court’s opinion signaled closer scrutiny of disclosure laws going forward, including campaign finance laws. The Court pointed to the “chilling” risk: “The petitioners here, for example, introduced evidence that they and their supporters have been subjected to bomb threats, protests, stalking, and physical violence. Such risks are heightened in the 21st century and seem to grow with each passing year, as anyone with access to a computer can compile a wealth of information about anyone else, including such sensitive details as a person’s home address or the school attended by his children.”33

On top of its concerns about harassment and donor privacy, the new Supreme Court majority could be concerned about the administrative toll such laws impose and their potential to burden those running advertising and influence campaigns about issues mentioning a candidate, even if they don’t expressly advocate the election or defeat of any candidate. This is one of the reasons for having a high dollar threshold—ensuring that the administrative burdens and disclosure requirements do not fall on those engaged in organic, small-scale speech. The conservative orientation of these justices on First Amendment issues means that they could balk at multifactor tests to determine when a political group has a “major purpose” to influence an election outcome. Even if some of the justices would not overturn the bulk of disclosure laws, the justices could easily find ways to make disclosure laws ineffective by upholding only laws that do not cover some of the core political activity intended to be covered by such laws. In short, these enhanced disclosure laws are probably constitutional under current doctrine, but things are much less certain with the recent changes in justices.

Enhanced disclosure would help voters obtain valuable information about who is trying to influence their votes. It could also help with the enforcement interest by making sure prohibited foreign sources do not illegally try to influence our elections. And it is likely to be much more effective than private efforts to require disclosure.

Mandated disclosure, as I propose it here, would still leave much activity behind a veil of anonymity. Efforts to sow discord, for example, by organizing pro- and anti-Muslim rallies on opposite street corners, as Russian government operatives did in 2016, might be revealed only if a social media platform looked closely enough, flagged the spenders as engaging in these activities in order to influence U.S. elections, and excluded them for not filing a certification. The cost to organize Facebook Groups or to run ads is much lower than the $10,000 threshold, leaving much smaller-scale but potentially important political activity not subject to disclosure. But to the extent that political actors use considerable resources for online campaign purposes, the certification requirement will create the right legal incentives for the platforms to look for such activity and improve disclosure.

Labeling of Synthetic Media (Deep Fakes)

In the cheap speech era, mandated disclosure can do more than just provide information about who is financially backing efforts to influence voters. It can also let voters know whether they should believe their eyes and ears.

Federal and state governments should mandate truth-in-labeling laws requiring social media platforms and other websites with large numbers of users to deploy the best reasonably available technology to label synthetic media containing altered video and audio images of political candidates and elected officials as exactly that—altered. According to a recent Pew poll, Americans across the political spectrum broadly favor regulating these images. The technology to detect the most sophisticated deep fakes does not exist yet, but with the investment of significant resources—which it is in the country’s national security interest to develop quickly—we could soon have adequate means to ferret out when someone has posted altered media. It will be a constant arms race between the makers of synthetic media and those who seek to detect it.34

As detection technology continues to develop, the government’s interest in preventing consumer and voter deception should support a truth-in-labeling regime as the top way to deal with the deep fake problem. This labeling is a form of government intervention against the market’s failure to solve the information lemons problem. Viewers would become more confident that the videos they see and the audio they hear are genuine when such media land in their feeds without a label indicating alteration.

Of course, regulation would have to specify what counts as an alteration of a video subject to labeling. The regulation would not require the “altered” label on those videos that used commercially ordinary cropping and color correction, for example, or that showed only portions of video. It would focus instead on digital “impersonations,” what professors Danielle Citron and Robert Chesney describe as “hyper-realistic digital falsification of images, video, and audio.” These are videos or audio clips that make people look or sound as if they are saying or doing something they are not.35

Such a truth-in-labeling requirement would be viewpoint-neutral, and it would not enmesh the government or websites in the difficult business of determining what is legitimate satire. Media altered for satirical purposes, for example, would be labeled the same way as media manipulated for malicious reasons.

A law requiring labeling of synthetic media faces a more uphill constitutional climb than one requiring disclosure of spending meant to influence voters, but it should be held constitutional by a Supreme Court that recognizes the government’s compelling interest in promoting voter competency and access to truthful information. Whether the present Court would do so is uncertain, however, because it could view the requirement as a form of compelled speech.

Courts will subject any law purporting to regulate the content of political communications to heightened First Amendment scrutiny—either strict scrutiny, in which the government would have to show that any regulation satisfied a compelling interest and that the means adopted were narrowly tailored to that interest, or some intermediate level of scrutiny, like the “exacting scrutiny” the Court has applied to campaign disclosure laws.36

The government has a compelling interest in assuring that voters have access to truthful political information and to the tools to discover its truth or falsity. The Supreme Court has long recognized the value of an “active, alert” citizenry, and democracy’s dependence on voters’ ability to evaluate arguments in order to make political decisions. As the Supreme Court stated in Citizens United, quoting Buckley: “In a republic where the people are sovereign, the ability of the citizenry to make informed choices among candidates for office is essential.”37

Requiring the labeling of deep fakes is a more narrowly tailored means of dealing with the voter competence problem than laws that would punish deep fakes or require their removal from websites and social media platforms. Compare my proposal to a recently enacted California law (in effect only until January 1, 2023) that makes it illegal for anyone “within 60 days of an election at which a candidate for elective office will appear on the ballot, [to] distribute, with actual malice, materially deceptive audio or visual media . . . of the candidate with the intent to injure the candidate’s reputation or to deceive a voter into voting for or against the candidate” unless the video or audio was labeled as “manipulated.” The law exempts news media and “satire or parody.” It allows a candidate injured by a deep fake to obtain an injunction and, in appropriate cases, damages.38

The California law was inspired by a crudely altered 2019 video (sometimes referred to as a “cheap fake”) making it appear that House Speaker Nancy Pelosi was drunk during an interview, but it presents constitutional problems because of its breadth and its pejorative la-beling.39

To begin with, the California law bans some political speech, and bans, as we will see, face a high hurdle in light of the First Amendment’s protection of robust political exchange. Further, a deep fakes ban raises vagueness and overbreadth problems by preventing the use of synthetic media when one is reckless about distributing “deceptive” video or audio about a candidate to a voter. Deceptiveness is undefined. It is not clear what counts as “parody or satire” under the law’s safe harbor, and how to tell whether someone who is intending to influence an election using manipulated media is engaged in an act of deception. In addition, the label “manipulated” is more pejorative than “altered,” and that too may raise a constitutional issue because the government would be requiring the disseminator of a video or audio file to add a negative label to political speech.40

Unlike the California law, which is probably unconstitutional, a truth-in-labeling requirement for political deep fakes is not government censorship. It stops no one from being able to create and post whatever altered video one likes, and it does not pejoratively label the material as “manipulated.” It is not vague and it raises no issues of prior restraint of speech through the availability of an injunction to stop distribution of questionable content.41

The most serious constitutional argument against a labeling law for political deep fakes is that it would run afoul of First Amendment prohibitions on certain forms of “compelled speech.” The Supreme Court’s compelled speech doctrine is complex, but it makes it difficult for the government in certain circumstances to require someone to say or write something he or she otherwise would not. The principle is far from absolute, particularly in the election context, where the Court has upheld written “disclaimer” requirements on ads saying who is paying for them. A prominent example is the McCain-Feingold’s “Stand by Your Ad” provision, which requires federal candidates to say that they “approved this message” as part of their television and radio ads. In 2003 the Supreme Court upheld that form of compelled speech with virtually no discussion.42

In the 2018 case National Institute of Family and Life Advocates v. Becerra, the Supreme Court struck down two California laws requiring certain “crisis pregnancy centers” to notify clients about the availability of publicly funded family planning services, including abortion and contraception. These centers are run by groups opposed to abortion who seek to attract women looking for an abortion provider so as to counsel them against the procedure. The Court held that such disclosures were a form of compelled speech on a controversial topic that were not justified under even intermediate scrutiny. It also held that the law was underinclusive because it provided only some information about state-sponsored services to low-income women, namely, that related to reproductive health and services. And it held that California could have provided the information to California women directly without burdening the centers.43

In holding California’s laws unconstitutional, however, the Court reaffirmed that the government could mandate “purely factual and uncontroversial disclosures about commercial products.” It pointed to its earlier decision in Zauderer v. Office of Disciplinary Counsel of Supreme Court of Ohio, upholding an Ohio law that required attorneys who advertised contingency fee arrangements for legal services to disclose that clients might have to pay certain fees and costs. The Court described Zauderer as an instance in which it applied a lower level of scrutiny in certain contexts to compelled disclosure, and it stressed the commercial and factual context of permissible disclosures. Lower courts have read Zauderer as applying to disclosures aimed at preventing consumer deception, and as allowing the government to mandate that certain individuals and entities provide other factual and uncontroversial disclosures.44

A requirement that websites and social media platforms with large numbers of users label altered videos as “altered” would mandate the disclosure of purely factual and uncontroversial information in a political context to protect voters from deception. Although the videos themselves may be quite controversial, whether they were digitally altered is not a controversial topic and requires no political judgment. Objective truth can be verified by a scientific comparison of original content with what is posted online. Websites would not be forced to make value judgments about the reasons for the alteration. In short, the proposed deep fakes law is closer to the one upheld in Zauderer than the one struck down in Becerra, even though the disclosure I propose is in a more political than commercial context.45

It is not certain how the Supreme Court would handle a deep fake labeling law under the compelled speech doctrine, and a court with a strong libertarian view of the First Amendment could well reject it even though it could serve a compelling purpose in protecting consumers from deception in a viewpoint-neutral way.

Tightening the Foreign Campaign Spending Ban

Federal law prohibits foreign individuals (aside from permanent legal residents), governments, and other entities from spending or contributing money to elect candidates to federal, state, or local office. But Russian government interference in the 2016 and 2020 U.S. elections shows that the current laws need tightening. Once again, it is not clear that the new Supreme Court will allow the necessary fix.46

In a 2010 case called Bluman v. Federal Election Commission, Judge Brett Kavanaugh (now a Supreme Court justice) explained the sound basis for federal laws limiting foreign contributions and spending in candidate campaigns: “It is fundamental to the definition of our national political community that foreign citizens do not have a constitutional right to participate in, and thus may be excluded from, activities of democratic self-government. It follows, therefore, that the United States has a compelling interest for purposes of First Amendment analysis in limiting the participation of foreign citizens in activities of American democratic self-government, and in thereby preventing foreign influence over the U.S. political process.”47

Bluman upheld a federal law barring foreign nationals—in this case, Benjamin Bluman, a foreign national working as a lawyer in New York on a temporary work visa—from spending even fifty cents to photocopy and distribute flyers advocating the reelection of President Obama in 2012. Justice Kavanaugh wrote the Bluman opinion for a unanimous three-judge federal district court, and the Supreme Court issued a “summary affirmance,” meaning that it did not see a need for a full set of arguments in the case and simply agreed that the lower court’s result was right.

Summary affirmance was all the more remarkable because Bluman’s lawyers had argued, with some force, that barring noncitizens from spending even a penny in candidate elections was in tension with the Court’s Citizens United decision. Citizens United held that the government violated the First Amendment in barring business corporations from independently spending money to support or oppose candidates because the identity of the speaker should not matter for purposes of promoting free speech. The Court’s summary affirmance in Bluman suggested that foreign identity is different, and the government’s compelling need to protect democratic self-government is stronger than the anticorruption and equality arguments it advanced, without success, in support of the corporate spending limits in Citizens United.48

Despite Bluman’s recognition that a complete ban on political speech is constitutionally permissible in some circumstances—and in some ways thanks to how Justice Kavanaugh crafted the court’s opinion—much of the troublesome Russian campaign activity in the 2016 U.S. election did not violate federal law. Recall from chapter 2 that a key form of Russian interference in 2016 involved advertising on social media in an attempt to sow discord and build support for Donald Trump’s presidential campaign. In the 2020 election, Russia sought to set up false news sites and pay U.S. journalists to write stories for those sites, again to foment discord and support Trump’s reelection. Neither of these activities appears to violate current federal law as interpreted in Bluman.49

Federal law bars foreign nationals, including foreign governments, from making certain expenditures and electioneering communications in connection with a federal, state, or local election. But it is at best uncertain whether independent online ads such as those the Russians ran in 2016, or their faux 2020 news sites that did not expressly advocate the election or defeat of candidates, are covered by the foreign expenditure ban.50

Justice Kavanaugh in Bluman interpreted the foreign spending ban only to cover express advocacy and not even issue advocacy mentioning a candidate. “This statute, as we interpret it, does not bar foreign nationals from issue advocacy—that is, speech that does not expressly advocate the election or defeat of a specific candidate.” While this interpretation is not free from doubt, the current Supreme Court seems likely to favor a narrow interpretation of laws implicating free speech rights under the First Amendment. Under this interpretation, neither online ads nor faux news sites mentioning candidates are covered by the foreign spending ban. Foreign entities violate the ban only when they expressly advocate the election or defeat of a candidate for federal office, or when they feature the candidate in television or radio advertisements broadcast close to the election (which makes them “electioneering communications” under the McCain-Feingold law).51

Suppose Congress wanted to write broader coverage to capture more foreign-funded activity by, for example, extending the definition of “electioneering communications” to online activities in the proposed Honest Ads Act. This proposed law would bar foreign individuals, governments, and entities from running online ads featuring candidates in the months before an election, just as they are now prohibited from running those ads on radio and television. Or perhaps Congress could proceed even more broadly and outlaw all the social media and Internet activity Russians engaged in to influence the 2016 and 2020 elections.

It is not clear how big an expansion of the foreign spending ban the Supreme Court would accept as consistent with the First Amendment, even if it continues to see democratic self-government as a compelling societal interest. Extending the current advertising rules from television and radio to online ads does not seem like a big leap, given how technological change has blurred the distinction between broadcast and online video. Extending the rules to online ads is something Congress should do and that the Court should uphold. The strong libertarian impulses of some justices on the Court, however, mean that their agreement on the constitutionality of such a law cannot be taken for granted. If the Court were to strike down disclosure rules related to the funding of such communications, for instance, then enforcing any foreign spending ban would be impossible.

Going further than the Honest Ads Act would almost certainly prompt Supreme Court resistance. For example, it could well strike down a law barring foreign entities from running paid ads that stir up unrest on contentious issues such as racial justice, immigration, or gay rights. The Court could rule that such a law is overbroad because it covers some speech that is not intended to influence elections, and because it unconstitutionally deprives Americans of potentially valuable information from foreign sources.52

This libertarian resistance to a broad reading of laws regulating foreign campaign activities was on display a few years ago in a controversy over whether President Trump’s son Donald Trump Jr. could constitutionally be prosecuted for allegedly soliciting Russian government sources for “dirt” on Hillary Clinton during the 2016 campaign. Eugene Volokh, the leading libertarian First Amendment scholar who coined the term cheap speech, argued against a broad reading of the statute barring Americans from soliciting contributions, including in-kind contributions, from foreign sources.

Although I and others showed that the opposition research that Trump Jr. hoped to get from Russian agents counts as a prohibited contribution under the statute (which defines these contributions capaciously to include “anything of value”) as courts and the FEC had interpreted it, Volokh argued that foreign nationals (including perhaps foreign governments) should be allowed to share “information” such as “opposition research” with American campaigns because this information might help the public decide whom to vote for. He suggested that such an interpretation of the statute could be compelled by the First Amendment and pointed to a 1965 case, Lamont v. Postmaster General, in which the Supreme Court struck down a law that required Americans wishing to receive “Communist propaganda” from outside the United States to request it in writing.53

In its Lamont ruling, the Court did not discuss society’s compelling interest in self-government specifically related to elections; it limited its consideration to the constitutionality of licensing schemes for receipt of foreign propaganda by mail. The Court has often allowed election-related speech to be more closely regulated than political speech more generally, and in Bluman it upheld the foreign campaign spending ban. Nonetheless, Volokh’s reliance on cases like Lamont suggests that a conservative majority of Supreme Court justices may be attracted to arguments against broad limits on foreign campaign-related activities. The Court could focus less on the rights of foreign individuals to share the information and more on the rights of Americans to solicit it. And striking laws barring such speech is much more consistent with the Court’s decisions about domestic speakers in the campaign finance context, such as the 2010 Citizens United case recognizing the right of domestic corporations to spend unlimited sums independently supporting or opposing candidates for office.

Limiting the reach of foreign campaign bans to express advocacy would make it child’s play for foreign governments, entities, and individuals to get around the ban by avoiding words like “vote for” and “vote against.”

As difficult as any dispute over an expanded general foreign campaign spending ban might be, any law specifically aimed at shutting down fake news sites run by foreign entities such as Russia’s Peace Data site (described in the last chapter) promises to stir up a hornet’s nest among the Court’s conservatives because of the definition of who counts as the news media.

The Court weighed in on a related issue in its 2010 Citizens United case. There, the conservative majority held that barring corporations from expressly advocating the election or defeat of candidates, but exempting media corporations involved in producing news and commentary, violates the First Amendment. The Court held that “freedom of the press” protected explicitly in the First Amendment did not justify more favorable treatment for media corporations and that such discrimination among corporations violated the Constitution. As Justice Stevens put it in his partial dissent: “Under the majority’s view, the legislature is thus damned if it does and damned if it doesn’t. If the legislature gives media corporations an exemption from electioneering regulations that apply to other corporations, it violates the newly minted First Amendment rule against identity-based distinctions. If the legislature does not give media corporations an exemption, it violates the First Amendment rights of the press. The only way out of this invented bind: no regulations whatsoever.”54

The approach of the Citizens United majority was the opposite of the one taken by the Court in a 1990 case overruled in Citizens United: Austin v. Michigan Chamber of Commerce, which held that it was constitutionally permissible to exempt media corporations engaged in producing news and commentary from a generally applicable law barring corporate campaign spending on express advocacy. The Austin Court, recognizing the important educational functions served by the media, held that the government could give special protections to news media when they are engaged in these functions.55

Current law still partially reflects the Austin sensibility. Despite Citizens United, the media exemption still applies to rules requiring disclosure of certain political spending. Corporate and individual news media are exempt from such disclosure even when their newspapers and other journalistic platforms publish editorials or other commentary expressly advocating the election or defeat of a candidate. The media exemption is consistent with other laws in which the government gives the institutional press access to trials or the benefits of a shield against revealing anonymous sources of information.

At some point, those media exemptions may be challenged as discriminatory, potentially leading the Court to strike more disclosure rules. Although that outcome seems unlikely given some justices’ continued support for at least some disclosure laws, the debate over the treatment of news media demonstrates the danger of any congressional or state attempts to further regulate foreign fake news sites and the emerging domestic fake news sites I described in the last chapter. It will be up to private actors, such as websites controlling search functionality or associations of journalists (as I discuss in the next chapter), to determine how to treat these fake news sites.

Ultimately, as I explained in my 2016 book, Plutocrats United, any attempt to preserve the media exemption in campaign finance laws will depend on having a working definition of journalism that distinguishes between entities engaged in the regular business of fact gathering and analysis that is consistent with journalistic norms, and advocacy organizations masquerading as news media. I would embrace the functional definition of journalism put forward by Professor Sonja West. She pointed to four factors that should be of the greatest importance in identifying “the press”: “(1) recognition by others as the press; (2) holding oneself out as the press; (3) training, education, or experience in journalism; and (4) regularity of publication and established audience.”56

The Court’s conservatives may find Professor West’s definitions too vague or subject to government officials’ unconstitutionally broad administrative discretion. But eliminating the press exemption could have terrible consequences for both disclosure laws and the foreign ad ban as more malicious foreign actors shift to medialike activity.

Narrow Ban on Empirically Verifiable False Election Speech

As we have seen, the government has the constitutional ability to ban some election-related speech, such as foreign government–sponsored advertising explicitly calling on Americans to vote for or against candidates for office.

Speech bans are serious matters, and they should require very strong justifications. The perjury prohibition is effectively a ban on false speech in sworn testimony, which we maintain because truth telling is essential for a fair legal process. Perjury prosecutions are hard for good reason, but people are punished for perjury when it is appropriate. The Supreme Court explained the permissibility of perjury prosecutions under the First Amendment in a 2012 case, United States v. Alvarez: “Perjury undermines the function and province of the law and threatens the integrity of judgments that are the basis of the legal system. . . . Unlike speech in other contexts, testimony under oath has the formality and gravity necessary to remind the witness that his or her statements will be the basis for official governmental action, action that often affects the rights and liberties of others.”57

The Constitution similarly allows narrow bans on obscene material because of the social harms that such material can cause. But the narrowness of the definition of obscenity limits the reach of such laws to a relatively small amount of speech.58

In elections, the government should be able to ban what I term false election speech, which is false speech about the mechanics of voting. Such a law would apply wherever the statement is made: on television, in a newspaper, or on social media, a website, or a messaging app.

One should face appropriate punishment for lying about when, where, and how people may vote. Saying, “You can now vote by text,” or “You need a photo ID to vote” in a state that does not require it, is demonstrably false speech that interferes with the franchise. So is speech that contains demonstrably false statements about an upcoming election’s being rigged, such as a false claim that election officials do not count ballots submitted by mail. Government officials acting under a false election speech law could punish someone who spreads such information with actual malice (that is, knowing that it is false or acting in reckless disregard to its truth or falsity). They also could order social media platforms and websites to remove such false speech when detected.59

The federal government is even in the midst of prosecuting a Trump-supporting Twitter user under an existing federal law barring conspiracies “to injure, oppress, threaten, or intimidate any person . . . in the free exercise or enjoyment of any right or privilege secured to him by the Constitution.” The user allegedly tricked 4,900 voters to “cast” their ballots by text during the 2016 election. The defendant may well argue both that current law does not cover the conduct and that he is protected by the First Amendment.60

There is nothing contestable in ordinary elections about the date of the election, how people may register to vote, and where they may cast their ballots. This makes a prohibition against such statements clear and easy to understand. Such a law would not cover general statements that an upcoming election will be stolen or rigged if the statement is unaccompanied by empirically falsifiable details about how this stealing purportedly would happen. This limitation means a lot of potentially damaging speech would remain legal and will require means other than this law to combat. Indeed, during the 2020 election season there was relatively little empirically verifiable false election speech and much more speech, uncovered by my proposed law, calling or suggesting the election was “stolen” or “rigged.”

Given Trump’s statements after the 2020 election, one can imagine an extension of this law to bar a candidate’s false postelection statements that an election was rigged or stolen. But such statements about how an election was conducted, while damaging to American democracy, do not directly interfere with people’s ability to exercise their franchise. Sometimes candidates’ postelection speech will be about legitimately contested elections, and a broader speech ban could deter important debate about the conduct of an election. An extension to postelection false election speech is perhaps justified to preserve the integrity of future elections.

The law also would not ban false campaign speech about the positions, actions, and views of candidates, such as a charge that a candidate’s opponent has voted to raise taxes. Such speech is often contested, and disputes over the veracity of campaign speech do not go to the core matter of exercising the franchise. We rely on counterspeech by candidates, the press, and others to ferret out the truth. That in large part is what a modern campaign is all about.61

It is likely that the Supreme Court would subject any election-related speech ban to strict scrutiny, as a content-based restriction on pure political speech. A tightly drawn ban on empirically falsifiable false speech about when, where, and how people may vote should have a good chance of being upheld by even a conservative Supreme Court applying strict scrutiny, but the matter once again is far from certain.62

The Court has become much more skeptical about banning false political speech generally. Back in 1964, New York Times Company v. Sullivan famously held that the state could punish those who engage in false, defamatory speech made with actual malice, recognizing the harm that false speech can cause. In the 1982 case Brown v. Hartlage, the Court rejected an attempt to void an election result after the winner was accused of violating a Kentucky law barring candidates from certain corrupt practices. The candidate had promised not to take a salary if elected, and Kentucky courts had previously held that promises not to take a salary violated the statute and could be grounds for voiding the election. In holding the Kentucky law unconstitutional, the Court stated that “demonstrable falsehoods are not protected by the First Amendment in the same manner as truthful statements.”63

By 2012, however, the Court appeared to have shifted its view. It strongly suggested in Alvarez, a case involving a person who lied about receiving a congressional Medal of Honor, that laws penalizing false political speech would violate the First Amendment. There was no majority opinion, but Justice Kennedy’s plurality opinion for four justices rejected the argument that the First Amendment categorically does not protect false statements, just as it categorically does not protect other types of speech, such as obscenity and fighting words. He wrote that counterspeech is normally the constitutionally acceptable response to false political speech and that the Stolen Valor Act violated the First Amendment. Separate opinions by Justice Stephen Breyer for himself and Justice Elena Kagan, and by Justice Alito, similarly express great skepticism about laws regulating the truth or falsity of political content.64

While Alvarez and other cases suggest that a broad ban on false campaign speech would be unconstitutional, a more focused ban on empirically falsifiable election speech has a much greater chance of gaining Court approval. In the 2018 case Minnesota Voters Alliance v. Mansky, the Court acknowledged that the government could ban false speech about when and how to vote. It declared: “We do not doubt that the State may prohibit messages intended to mislead voters about voting requirements and procedures.” Punishing such false speech does not raise the risk of the state’s having to make judgment calls about truth or falsity. The location of a polling place is objectively verifiable.65

A law that goes further and prohibits merely misleading campaign speech is more problematic despite Mansky’s reference to “messages intended to mislead voters.” Consider a flyer distributed some years ago in University of Wisconsin dormitories, telling voters to vote “at the polling place of your choice.” A vote cast anywhere but in the voter’s actual assigned polling place would be cast on provisional ballot, which would not have counted under state law. The statement is misleading, but arguably it does not contain a literal falsity, and it may be impossible to write a law that would prohibit misleading statements without raising a risk of arbitrary enforcement and political censorship.66

A law that went further and targeted speech aimed at suppressing the vote of certain groups of voters, but containing no empirically false information, would almost certainly be unconstitutional. Think of the Russian “Blacktivist” Facebook page in the 2016 election telling viewers that Hillary Clinton did not care enough about Black Lives Matters protesters, a message apparently intended to depress African American turnout for Clinton. Or consider messages intended to support Doug Jones in the 2017 U.S. Senate race in Alabama by suggesting that his Republican opponent, Roy Moore, would seek to ban the sale of alcohol in the state. Although there is no question these messages were aimed at suppressing votes in order to sway an election, there is no way to write a law against such messages that could be applied fairly and consistently without discretion by government officials. Even though they are a social ill, these messages can be handled legally only through adequate disclosure of the speakers’ identities.

Although Mansky did not reach the issue, the government could probably require websites and platforms with large numbers of users, such as major social media companies, to remove demonstrably false election speech from their sites. Such regulation does not raise the risk of censoring controversial political ideas. If the law mandates that voting take place on Tuesday, a false social media post saying “Republicans vote on Wednesday” is demonstrably false, requires no value judgment by a government regulator, and raises no issues of ambiguity.

The alternative to such a law is sole reliance on counterspeech, but counterspeech may not be enough to defeat a flood of bot-driven fake news that makes it harder for voters, even those with civic competence, to separate truth from fiction about when, where, and how to vote. Professor Philip Napoli has neatly summarized the reasons that counterspeech generally may prove inadequate in the cheap speech era: “Technological changes have: 1) affected the relative prominence of the production of true versus false news; 2) diminished the gatekeeping barriers that have traditionally curtailed the production and dissemination of false news; 3) increased the ability of those producing false news to target those most likely to be receptive to/affected by the false news; 4) diminished news consumers’ likelihood of being exposed to accurate news that counteracts false news; 5) diminished news consumers’ ability to distinguish between true and false news; and 6) enhanced the speed at which false news can travel.” The danger that counterspeech will be insufficient is especially great when it comes to false information about how to exercise the franchise itself, because a tricked voter may lose the opportunity to vote.67

For this reason, courts should not interpret the First Amendment to bar carefully drawn laws against false election speech. They are a form of consumer protection: outside the political arena, the government certainly has the power to protect the public by regulating against false advertising. False advertising in the political context is even more dangerous to voters.

A law requiring companies to remove false content about when, where, and how people vote would be supported by the same compelling interest the Court implicitly recognized in Mansky: protecting the integrity of the voting process. Though such a law would reach into the private property of websites, it is less intrusive than laws that prohibit other unprotected speech on private property, such as laws banning obscenity. And it is supported by a truly compelling state interest in assuring that voters have accurate information about how to participate in the voting process, one of the cornerstones of a democracy.68

Defamation Lawsuits

Defamation lawsuits also can help to promote truth telling and election integrity. False statements about elections being stolen that injure the reputation of the person or entity accused of rigging the election should create tort liability. The statements could be made in any venue, including television or radio, a newspaper, a website or social media post, or social messaging apps.

As I noted in chapter 1, voting machine manufacturers sued Sidney Powell and Rudy Giuliani as well as Fox News for making false statements about the integrity of the companies’ voting machines used in the 2020 presidential election. Such lawsuits allow judges and juries to determine whether election-related statements were false, as well as the state of mind of those who made the statements. The Supreme Court has interpreted the First Amendment to require proof of “actual malice” to bring a defamation suit for statements about public figures or matters of public concern. Actual malice means that the defendant made the statement knowing it was false or with reckless disregard about its truth or falsity.69

Defamation verdicts by lay juries who heard evidence about people who knowingly lied about election integrity would not convince everyone to reject such lies, but they probably would convince some people who were uncertain what to make of such allegations. Even the threat of such lawsuits in 2020 had the salutary effect of shutting down a part of the false talk about the 2020 election being stolen.

The biggest limitation to defamation lawsuits is that they cover only false statements about elections that injure someone’s reputation. Lots of false statements about elections being stolen or rigged would not injure anyone’s reputation in particular, which makes such suits unavailable. In many cases involving false claims about stolen elections, no plaintiff has standing to bring a lawsuit.

Consider, for example, the faux audit of 2020 presidential election ballots cast in Maricopa County ordered by Arizona’s Republican-dominated state senate in spring 2021. The state senate forced the audit despite the complete lack of evidence that election results from the county were in question, and over the protests of Republican elected and election officials from the county. The company hired to conduct the audit, Cyber Ninjas, had no experience running an election audit. The company did not follow ordinary audit guidelines, and the audit became the butt of jokes when news leaked that the organization was using ultraviolet light to hunt for bamboo strands in ballots (supposedly to show that some fraudulent ballots originated in Asia). Those running the show limited press access, giving some exclusive access to OANN, which raised undisclosed sums to pay for part of the audit. Not only did the threat of defamation suits not deter the Arizona faux audit; the conspiracy theories it spawned, and President Trump’s enthusiasm for the Arizona chicanery, prompted calls for similar “audits” in other states won by Biden in 2020, including Georgia and Wisconsin. Even the fake Arizona “audit” confirmed Biden’s victory, but did nothing to dampen false claims of a stolen 2020 election.70

It is possible that defamation lawsuits could become a more potent tool to police disinformation in the future. Two Supreme Court justices, Clarence Thomas and Neil Gorsuch, have suggested that the Supreme Court reconsider the line of cases beginning with the 1964 New York Times v. Sullivan case that established the “actual malice” standard and made bringing defamation cases quite difficult. Drawing on an important article by Professor David Logan, Justice Gorsuch tied the Supreme Court’s actual malice standard to the rise of disinformation in the cheap speech era. Dissenting from the Court’s refusal to reconsider the standard in a 2021 case, Gorsuch wrote: “No doubt, this new media world has many virtues—not least the access it affords those who seek information about and the opportunity to debate public affairs. At the same time, some reports suggest that our new media environment also facilitates the spread of disinformation. . . . All of which means that the distribution of disinformation—which costs almost nothing to generate—has become a profitable business while the economic model that supported reporters, fact-checking, and editorial oversight has deeply eroded.”71

Easing the actual malice standard will do little to counter disinformation, given that much of it does not defame anyone in particular and lawsuits are cumbersome things. And the danger of “opening up” libel laws, as former President Trump had urged, is that people will be chilled from criticizing government officials for fear of a lawsuit. The openness of these conservative justices to rethinking First Amendment law in light of the rise of cheap speech is encouraging, but lowering the bar for libel suits is a dangerous way of attacking the disinformation problem.72

Banning Data-Driven Microtargeting of Election-Related Advertising

The last chapter explained what happens when campaigns and others use intricately detailed personal demographic data to target political ads in order to manipulate public opinion. In their influential book, Network Propaganda, Yochai Benkler, Robert Faris, and Hal Roberts write that microtargeting, by getting users to “want, believe, or do things,” “threatens to undermine the very possibility of a democratic polity.”73

The concern here is that microtargeted advertising is different in kind from normal advertising measures because it relies on deeply personal information that people do not realize they are giving up, bit by bit, each time they pick up and use their smartphone or computer. A ban on the microtargeting of political advertising on websites, social media platforms, and apps would protect consumer privacy and autonomy. Such a ban would simply stop campaigns and others from relying on intimately personal data collected by the platforms to serve ads; it would not prevent campaigns or others from targeting ads to anyone using other means of identifying recipients. Nor would it prevent the use of social media data to target ads geographically at all voters who are eligible to vote in a given race.

A ban on the use of such intimate social media data to target voters would be especially protective against disinformation likely to resonate with a finely targeted recipient. Allowing normal targeting of voters but not microtargeting is similar to allowing people to use cameras to take pictures of others as a means of deciding which goods to offer them for sale but barring the use of mind-reading machines for the same purpose. As the law and technology expert Julie Cohen argues, limiting the ability to harness platform data for election-related purposes serves society’s compelling interests in limiting further factionalization of our politics, preventing manipulation of our choices through platform architecture, and deterring authoritarianism.74

Anyone wishing to use platform data to target a political ad to some voters in a congressional district who are on a social media platform, for example, would have to target all the identified voters in the district on that platform. Platforms could not use data supplied by the campaign to target more ads to “look-alike” voters (as Facebook currently allows) as identified by the platform algorithm. Campaigns would remain free to use their own means to target voters; they would simply not be able to continue piggybacking on data collected by the platforms.

Political disinformation overall should decrease when campaigns cannot use platform data to send messages to a particular demographic such as young Latinas or retired, white, blue-collar workers. Lies and misleading or incendiary statements that would resonate with one group might backfire with many others.75

Such a ban sounds paternalistic. Just as consumers can avoid the intrusive ads popping up in their Facebook feeds, voters can reject emotional and false political information meant to gain their votes or at least dissuade them from voting for an opponent. But the paternalism charge misses the key point: social media companies and others harness huge amounts of personal data as a source of profits, often without consumers fully understanding the extent to which they have made themselves vulnerable to targeting through perfectly normal online behavior. Voters formally consent to the use of their data when they sign up for these sites or apps, but they do not (and probably cannot) recognize the scale of what they have given up. A little paternalism is justified in the face of this huge informational asymmetry.

Counterspeech is not an effective tool for combating microtargeted misinformation. If candidates and campaigns do not know who has received campaign messages and what messages voters have received, they cannot target counterspeech. At the least, a law could require the opportunity for opposing candidates to know about the targeted ads and use the platforms to target counter-ads to the same group of voters.76

Like the proposed ban on empirically verifiable false election speech, a ban on using platform data for microtargeting political messages would be a content-based speech restriction subject to strict scrutiny. If one could use platform data to direct a message to someone on social media to buy a chair or take a trip somewhere but could not use data to direct a message to that same person to vote for a political candidate, then the law is discriminating on the basis of the type of message. As the Court explained in Reed v. Town of Gilbert, “A law banning the use of sound trucks for political speech—and only political speech—would be a content-based regulation, even if it imposed no limits on the political viewpoints that could be expressed.”77

It is uncertain whether a ban on election-related microtargeting could survive the strict scrutiny triggered by a content-based law. If the Supreme Court views it as aimed primarily at protecting consumer privacy, such a law would probably fail for its underinclusiveness in targeting only political speech. In the 2020 case Barr v. American Association of Political Consultants, the Court considered the constitutionality of a law that banned automated telephone calls (“robocalls”) to cell phones but that made an exception for messages about the collection of government debt. Political consultants argued that the partial ban was an unconstitutional content-based restriction on speech that favored speech about debt collection, and therefore the entire robocall ban had to be struck down under the First Amendment. The Court agreed that favoring debt collectors was an unconstitutional content-based speech restriction, but it held that the appropriate remedy was to strike the debt collector exception and leave the full robocall ban standing.78

Under Barr, it is likely that an election-only microtargeting ban would be unconstitutional if it was based on a consumer privacy rationale because it is a content-based restriction on a particular type of speech. But Congress still might enact a ban on microtargeting of all messages across the board. This broader ban would solve the content discrimination problem, but only through the kind of law that would draw existential opposition from social media and tech companies whose business models depend on the data mining that allows targeting of consumer ads. Even then, it is not clear that a blanket ban on microtargeting could survive a Supreme Court skeptical of any burden on those who wish to locate people with whom to share political or other speech. I return to this possibility later in this chapter.

Perhaps a narrower law could survive, like the proposed ban on empirically verifiable false election speech, on the basis of the unique need to protect a healthy democracy by shielding voters from political disinformation and promoting democratic legitimacy. The question is if the Court would recognize the inevitable trade-offs and allow the ban under the First Amendment even though it is driven by concerns about the content of messages themselves. Julie Cohen rightfully asked, even before the events of January 6, 2021, if “we should agree to trade reduced scope for the viral spread of grass-roots political dissent against reduced scope for the viral spread of messaging about the need for armed insurrection in response to purported racial ‘replacement’ or purportedly ‘rigged’ elections.”79

Although I find the argument for the constitutionality of a narrower microtargeting ban persuasive, the conservative Supreme Court is more likely to view it as paternalistic and content-driven and to embrace the oversimplified marketplace-of-ideas notion that counterspeech and opting out from data disclosure are effective antidotes to microtargeting.

How to Limit Platform Power

I conclude this discussion of legal remedies with perhaps the most difficult issue: how to best—and constitutionally—deal with the potential for platform bias and election-distorting data-driven platform power.

Platforms are private entities, not subject to the types of First Amendment restrictions that apply to the government. In 2019 the Supreme Court reaffirmed in Manhattan Community Access Corporation v. Halleck that even regulated private television broadcasters are private actors, not state actors bound by the First Amendment. New York law required cable operators to set up public access channels for content, and the Court held that Time Warner, which controlled access in New York City, could prohibit content critical of its coverage from being included on the channel. If TV stations and platforms can decide whom to include or exclude, Twitter and Facebook also had the right during the 2020 election to label some of Donald Trump’s election fraud tweets and later to deplatform him after the Capitol insurrection on January 6. Still, both liberals and conservatives have called for greater regulation of platform conduct.80

From the right have come charges that the platforms are biased against conservative voices and that Congress should therefore change a federal law, Section 230 of the 1996 Communications Decency Act, to allow platforms to be held liable for hosting content from users that is libelous or might otherwise subject publishers to liability. Trump vetoed a must-pass defense bill because Congress did not include a provision repealing Section 230; Congress overrode Trump’s veto.81

As we saw in the last chapter, claims of bias against conservatives are overstated. At least on Facebook, conservatives have received especially favorable treatment under the rules for suspending and removing accounts. If conservatives are sharing more false stories about election fraud, for example, they are more likely to have their content labeled as disputed or incorrect under a fair process for policing such conduct. (We will see in the next chapter that some conservative claims of bias have merit, such as an ill-conceived decision of Facebook and Twitter to limit access to a sketchy New York Post story on the contents of Hunter Biden’s laptop.)

Eliminating Section 230 immunity from libel claims would do nothing to prevent anti-conservative bias. If anything, eliminating such immunity could lead to the removal of more conservative content than before, to the extent that conservatives are more likely to raise potentially libelous claims about elections, as Trump’s lawyers Sidney Powell and Rudy Giuliani did in falsely accusing voting machine manufacturers of election fraud.82

Without Section 230 immunity for claims based on platform content, platforms would have to engage in a great deal of content moderation to avoid potential liability, and platforms might have trouble doing so at scale. The potential for lawsuits based on claims that platforms did not do enough to stop harms, such as the January 6, 2021, insurrection, could lead platforms to shut down their forums and deprive many people of opportunities for self-expression. It seems this would be a very unpopular solution.

The deplatforming of Trump on Facebook and Twitter (and the subsequent decision of Facebook’s Oversight Board to affirm Trump’s deplatforming on that platform) has led to a remarkable turn by some conservative and libertarian lawyers and commentators in favor of regulation and against the free-market view of the First Amendment that they embrace in other contexts.

Justice Thomas, for example, has famously argued that virtually all campaign finance regulation, even disclosure, is unconstitutional, and that corporations and individuals have a constitutional right to spend as much money as they would like to support or oppose candidates for office. He also argued against the constitutionality of the Federal Communications Commission’s now-defunct Fairness Doctrine, which required television and radio broadcasters to give fair coverage of opposing viewpoints on public issues, seeing it as a violation of the First Amendment rights of broadcasters. That doctrine was based on the supposed scarcity of the broadcast spectrum, which does not apply to other media.83
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Yet following Trump’s deplatforming from Twitter, Thomas wrote an unusual concurring opinion in Biden v. Knight First Amendment Institute, a case raising the question whether Trump had the right to block followers of his account on Twitter. The Court sent the case back to the lower court to dismiss it as moot because Trump was no longer president. Thomas agreed with that procedural decision but wrote a concurring opinion for himself only addressing an issue that was not presented at all in the case. In it he suggested that platforms such as Facebook and Twitter could be compelled to carry speech from politicians that they do not wish to carry, much as private telephone companies are required to carry phone calls from everyone regardless of viewpoint, or private shopping mall owners must make their areas open to petition carriers. He even suggested that the portion of Section 230 granting immunity to platforms for decisions to block content could be unconstitutional if it prevented states from enacting laws—as Florida recently did—that require platforms to grant access to all candidates for public office regardless of what they might say. On that last point, Thomas relied on a blog post raising this possibility written by Eugene Volokh, the law professor who coined the phrase cheap speech.84

That Thomas of all people suggested regulating the content that private companies can include or exclude on their own websites is breathtaking. In Justice Thomas’s world, the Koch Brothers or General Motors or George Soros could spend whatever they want, undisclosed, to support or oppose candidates to office, and Fox News or MSNBC could be as biased as they want in broadcasting political content to millions of viewers each day, excluding whomever the companies do not like from their stations. But Twitter, a private company, could not decide to exclude a candidate who had called for violence or perpetuated lies about election integrity on their branded website. Justice Thomas would uphold a law preventing Facebook, a private company, from deciding that it would rather not have its website associated with Trump’s glorification of the violence of January 6.

There are many problems with Thomas’s analysis. To begin with, as Eric Goldman has pointed out, the platforms are not neutral carriers such as telephone companies. They curate content all the time, as when they remove hate speech or pornography or when they promote certain content over others. And the platforms are hardly natural monopolies—Twitter and Facebook compete with one another or others—the usual defense of common carrier regulation.

Richard Epstein, another leading libertarian thinker, similarly raised the common carrier argument to force Twitter to carry Trump’s content but conceded that whether the platforms are monopolies is a not “an easy question.” And as Professor Genevieve Lakier noted, Thomas did not even try to reconcile his newfound love of content regulation with his earlier laissez-faire stance in some First Amendment cases or with decades of First Amendment jurisprudence to the contrary, such as the famous Tornillo case, in which the Court rejected a Florida law requiring that newspapers give a right to reply to those who disagreed with the newspaper’s editorials, or with the requirement in Reed that content-based regulation of speech be subject to strict scrutiny.

Nor did Thomas explain why such a candidate’s right of access would apply to Twitter and not to Fox News, the New York Times, or other media outlets with substantial market power. Twitter, like Fox News or the operators of the cable system in Halleck, creates a brand where people go to find certain content they want to see; that desire to create a holistic product is simply not true of telephone companies and other traditional common carriers. And while Thomas may support the idea of some private entities, such as shopping centers, being required to host speech on their properties that they do not want, he would not extend that access requirement to news organizations. The same logic should apply to the platforms: like a newspaper, a social media website is a curated space with an overall message.85

Justice Thomas’s arguments are already causing a rethinking of broad First Amendment rights in some conservative circles. The Washington Post columnist and noted conservative Henry Olsen relied on Justice Thomas’s concurrence in Knight First Amendment Institute to argue that Facebook and Twitter should not have a right to decide to remove content even from a politician who advocates violence or undermines election integrity. Olsen argued in support of Florida’s new law and believes it is constitutional for states to mandate that social media companies be allowed to remove content only if it meets the Supreme Court’s Brandenburg test, mentioned in chapter 1, for the exclusion of speech that calls for imminent lawless action that could lead to violence. “The alternative is that social media companies could bar speech regarding legal rallies and peaceful protests because the company’s employees think—or, more ominously, hide behind the claim—that the rally could lead to violence. That’s not consistent with widespread political discussion in the Internet age.” What a deep intrusion on the decisions of private companies who are cultivating their own brand about what speech to include or exclude, especially about speech that could (and did) foment violence. A federal court unsurprisingly issued a preliminary injunction against the new Florida law.86

The district court preliminarily enjoining Florida’s social media law specifically considered and rejected the common carrier argument put forward by Justice Thomas and others, and it held Florida’s law unconstitutional because of its viewpoint discrimination and compelled speech. The court held that Tornillo was on point: “The activities of social media platforms that are the focus of the statutes now at issue are not the routine posting of material without incident or the routine exclusion without incident of plainly unacceptable content. These statutes are concerned instead primarily with the ideologically sensitive cases. Those are the very cases on which the platforms are most likely to exercise editorial judgment. Indeed, the targets of the statutes at issue are the editorial judgments themselves. The State’s announced purpose of balancing the discussion—reining in the ideology of the large social-media providers—is precisely the kind of state action held unconstitutional in Tornillo” and other cases.87

It is not just those on the right who want to see more regulation of platforms to promote evenhandedness. The leading liberal constitutional scholar Erwin Chemerinsky has called for applying something akin to the Fairness Doctrine to the platforms. Writing with Prasad Krishnamurthy, Chemerinsky argues that “Congress . . . can regulate social media platforms by federal law and has the power to pass legislation that prohibits designated social media platforms from discriminating against users and content on the basis of their political views. Platforms would still be free to remove unprotected speech such as libel, slander, threats and the intentional dissemination of untruth. They would also be permitted to remove posts that do not conform to their community standards of decency and mutual respect. But platforms would not be permitted to censor speech based on its political content.”88

Chemerinsky and Krishnamurthy presumably would allow platforms to remove some of Trump’s statements that could promote violence or undermine confidence in elections on grounds that they violate “community standards of decency and mutual respect” or in some cases are provably intentional dissemination of “untruths,” but giving government officials the ability to make judgment calls about decency seems dangerous. What if a Trump flunky could remove posts criticizing Trump on grounds that they did not show sufficient “decency” or “respect”? If these decisions are to be made in real time, are courts going to get involved litigating over which tweets can and cannot be removed?

More generally, evenhandedness requirements run the risk of arbitrary government enforcement, which itself could run afoul of the First Amendment. Surely if a Donald Trump–appointed bureaucrat were in charge of determining how fairly the platforms had handled Trump’s tweets during and after the 2020 election, the bureaucrat could find bias even where none existed. And of course a left-leaning bureaucrat could determine that a platform’s treatment of comments about the Biden administration’s crime or immigration policy was not evenhanded.89

Some others on the left argue that with or without the immunity provisions for the inclusion of content in Section 230, the platforms need to remove more content, including content that is aimed at suppressing the vote or encouraging political violence. There are strong arguments that the platforms should remove some of this content voluntarily, as I discuss in the next chapter. But it is not clear that Congress or states could or should use law to mandate that they do so, at least not beyond the reforms suggested earlier in this chapter, such as the ban on empirically verifiable false speech about when, where, and how people vote.

All this criticism of evenhandedness requirements is not meant to understate the potential for platform bias. The real question is how to deal with that potential without making things worse through direct government control of content.

Recall how during the 2020 election, Instagram for some months returned links to pro-Trump messages on searches for Joe Biden but not pro-Biden messages on Donald Trump searches. Facebook, which owns Instagram, called the mistake inadvertent. But suppose one of the social media platforms, or Google—currently the dominant search firm—intentionally tweaked its algorithm to help one candidate and hurt another. That could have a big effect on election outcomes. What, if anything, could law do about it?

First, Congress could draft disclosure rules that would require the platforms to reveal deliberate algorithmic tweaking to favor one candidate over another. The platform would be said to “favor” a candidate when we see something like the Instagram glitch: prioritizing the display of positive stories about one candidate or unevenly serving negative stories about another. The question would be whether major candidates are treated symmetrically.

Congress could require platforms to provide a sworn statement about whether they were engaging in such tweaking. In the face of credible evidence (for example, that from biased search results) that the sworn statement is false, government inspectors would have the power to examine relevant coding. A government office would publicly disclose the platform’s statements as well as the results of any investigations into biased search results. The platforms would face no penalty for the bias itself, only for providing any false sworn evidence about bias.90

Second, and more severely, evidence of platform bias could give the federal government a reason to apply antitrust law to break up platforms with too much market power. Given Google’s dominance in search, a Google algorithm favoring one candidate or party over another could provide a major boost to one side of a campaign. Google would not have such power if it were no longer the dominant player in search; a more competitive search market would make bias less important. Instead, the world would look more like that of cable news, where some networks have a more liberal bias and others a more conservative bias, without a single network dominating coverage.

As Jack Balkin has put it, in some ways the United States has missed the boat because it has not already used this tool to deal with dominant speech and bias. “With stronger enforcement of antitrust and procompetition laws, innovations might have proliferated more widely, and we might have a healthier competition among social media companies and their sorting algorithms. Although we cannot be certain that this would have made it harder for foreign propaganda and fake news to proliferate and disrupt our democracy, it is generally harder to attack and compromise twelve targets than to attack and compromise one.”91

If the platforms indeed have too much market power, antitrust law seems a better solution than laws compelling private platforms to carry speech they do not like, as Justice Thomas has suggested. Unfortunately, the use of antitrust law to break up the platforms in the name of protecting democracy could have unintended negative consequences for American democracy. A spun-off Instagram, for example, might not have the resources to detect deep fakes, ferret out attempts at foreign interference, or otherwise deal with issues of election security. The question requires more study.

Finally, and no doubt more dramatically, Congress could adopt super-strong privacy protections that would ban the use of private data in targeting online messages overall and prevent targeting ads based on the content with which users engage on the platform. Such a broader microtargeting ban would apply to all aspect of platforms’ business and make political targeting much more difficult, which would potentially lower hyperpolarization and the spread of electoral misinformation. It could also put some of these companies out of business unless they drastically reworked their business models.

This recommendation may look more like one aimed at privacy law than election law, but, as Julie Cohen has argued, enhanced privacy protections also can be democracy-enhancing. Or as Shoshana Zuboff puts it: “Unequal knowledge about us produces unequal power over us, and so epistemic inequality widens to include the distance between what we can do and what can be done to us.” Limiting commercialized deep data collection can deter all sorts of manipulation, including election manipulation by political actors. If, as Zuboff says, “we thought that we search Google, but now we understand that Google searches us,” limitations on data use help preserve a sphere of democratic self-governance.92

Strict privacy regulation limiting the use of data for serving up advertising should avoid many of the knotty First Amendment problems that come with regulating content directly. Such a law stops no speech from any actor. But even a non-content-based law could raise First Amendment issues. Neil Richards argues that limiting data collection by platforms does not raise First Amendment concerns, but some others read a 2011 Supreme Court case, Sorrell v. IMS Health Inc., as recognizing the First Amendment right to collect data and use it for targeting messages to people. Certainly, the platforms would push a First Amendment argument heavily should such regulation ever pass.93

The Limits of Law

“Governmental intervention,” suggested by the economist George Akerlof as a means of combating the market-for-lemons problem, shows promise in dealing with some of the biggest problems plaguing fair elections and democracy in the United States, if Congress and states can enact these rules and if courts would uphold them.

There is good reason to doubt that Congress can soon come together to pass these proposed laws. Large numbers of Republican members of Congress still profess, despite all reliable evidence, that voter fraud swayed the 2020 election and that the problem was liberal media bias. And the Supreme Court may cling to an outmoded marketplace-of-ideas approach to the First Amendment that does not recognize the new challenges posed by technological advances and the rise of cheap speech. Given that the legal changes I have proposed here may not be adopted and, if adopted, may not be upheld by the courts, we must think about how the cheap speech problem may be addressed by private actors without reliance on law.

Law also has its limits. Even if Congress passed every proposal and the Court upheld them all, American democracy would face significant dangers absent further private action. Law alone is not going to stop millions of people from believing the election was stolen when a president popular within his party repeatedly uses social media to advance the false claim that it was. The violence of January 6, 2021, could have stopped a peaceful transition of power in the United States and threatened to end or limit democratic governance. The rise of cheap speech made it possible, and constitutionally permissible government regulation alone could not have stopped it.


4
Beyond Law

In early December 2020, about a month after the presidential election in which Joe Biden beat Donald Trump, the upstart right-wing cable television station Newsmax topped conservative stalwart Fox News in television ratings for the first time. According to CNN’s Brian Stelter, Newsmax’s anchor Greg Kelly’s 7:00 P.M. show, which averaged about 100,000 viewers per night before the election, shot up to nearly one million viewers per night after the election. Many of those new viewers probably could not have found Newsmax on their cable boxes in October.1

Newsmax’s meteoric, albeit temporary, rise was no mystery. Fox News had called the 2020 presidential race for Biden a few days after the election, once enough states had counted enough votes that Fox’s decision desk, which operated independently from its news and opinion departments, had data to confidently predict a Biden win. Fox had created controversy by calling Arizona for Biden earlier than other news networks. It recognized Biden on its website and news programs as the “president-elect.” A few days later, other networks and news agencies called Arizona and the presidency for Biden as well.2

Newsmax, however, perpetuated the false story that President Trump had actually won the election, but Biden stole it through voter fraud. Another upstart, One America News Network (OANN), followed a similar playbook. On Twitter, Trump repeatedly denounced Fox and urged viewers to watch its two small competitors, even as Fox commentators and guests repeatedly raised spurious and dangerous voter fraud claims despite Fox’s having called the race.3

Christopher Ruddy, a Trump friend and the head of Newsmax, gave an extraordinary interview in the midst of the 2020 election controversy to Ben Smith, a media columnist for the New York Times, in which Ruddy admitted Trump had lost the election but claimed Newsmax was just feeding audience demand. “In this day and age, people want something that tends to affirm their views and opinions,” he told Smith. Smith saw Ruddy as cynically motivated to keep viewers around long enough to sell the network for a hefty profit, and he remarked that he had never seen anyone in the media treat an audience with the “blithe disdain” Ruddy showed Newsmax viewers. “When I pressed Mr. Ruddy on why he was stringing along his audience with a story he can’t, really, himself believe—that Mr. Trump won the election—he didn’t really defend it,” Smith wrote. “Instead, he countered that he wasn’t the only one. ‘For two years, the liberal media pushed this Russian hoax theory, and there didn’t seem to be any substantiation at the end of the day and it was a pretty compelling, gripping story—controversial personalities, things happened, sparks were flying,’” Ruddy told Smith.4

Ruddy was not the only one to benefit financially from Trump’s disinformation campaign about voter fraud in the 2020 election. Trump himself raised over $200 million from willing donors in the weeks after the election. Although those donors thought they were funding the litigation efforts, the fine print revealed that up to 75 percent of donations went to a new postelection political committee known as a “leadership PAC,” controlled by Trump, that he could use for his personal expenses. As Facebook and Twitter labeled or removed social media messages from the president and his allies falsely claiming fraud, some ardent Trump supporters fled to Twitter’s upstart competitor Parler, where fraud claims could flourish without a fact check. Parler was a top download in Apple’s app store right after the election, showing that conservative donor Rebekah Mercer’s investment in it was beginning to pay off. (Following the January 2021 insurrection, Parler was removed from Apple’s and Google’s app stores, and it had to scrounge around for new web hosting after being dropped by Amazon.)5

Trump was benefiting politically as well as financially. Leading Republican election officials signaled allegiance to Trump by declining to recognize Biden as president-elect. Soon after Republican state legislators resisted Trump’s incessant entreaties to throw out the legitimate election results in their states and declare Trump the winner, they prepared new rollbacks of voting rights in the name of preventing phantom fraud.6

By the 2020 election, Donald Trump and his allies had weaponized cheap speech in a dangerous and destabilizing way. The anti-elitist, neopopulist rhetoric against the free press, the media, the courts, the FBI, the “deep state,” higher education, and of course the main opposition political party fueled a hyperpolarized demand for more content fitting the worldview being sold to them. Ruddy was exactly right that some people wanted affirmance, not truth. And there were ample reasons to give it to them.

If Trump in 2016 had tapped into the secret formula for a new rural, older, mostly white coalition of voters, winning again in 2020 required boosting the turnout of his supporters while suppressing the turnout of others. When Trump lost but refused to concede in the days after the 2020 election, threats of violence against election officials and elected secretaries of state from his supporters grew as the dangerous rhetoric escalated on social media platforms, which led to some in-person confrontations.7

Nothing better illustrates the craziness of the weeks after the 2020 election than the actions of former Houston Police Department Captain Mark Aguirre, who, according to a local television station, “was arrested and charged for running a man off the road and pointing a gun at his head in an attempt to prove claims of a massive voter fraud scheme in Harris County. . . . According to court documents, Aguirre told police that he was part of a group of private citizens called the ‘Liberty Center,’ who were conducting a civilian investigation into the alleged ballot scheme.” Aguirre said he had been doing surveillance for four days of a supposed “mastermind” of a giant voter fraud scheme involving hiding 750,000 fraudulent ballots. The mastermind “turned out to be an innocent air conditioner repairman.”8

Of course, as we saw in chapter 1, the craziness only escalated from there, as the January 6, 2021, insurrection at the U.S. Capitol was brought on by Trump’s relentless circulating on social media of false election fraud claims.

A hyperpolarized era in which disinformation looms asymmetrically on one side of the political aisle and sometimes spills from the online world into the real world makes solving the problems of cheap speech, already a difficult task, that much harder. Steps to bolster truth that would gain cross-ideological support in ordinary times, such as legal measures ensuring that voters know who is trying to influence their votes or calls for more fact checking, themselves became part of the culture war.

It is hard to know, in the moment right after the Trump presidency, how much Trump himself drove the sea of disinformation on the right, or whether a Trumpist disinformation environment will persist among a core group of his supporters. Russell Muirhead and Nancy Rosenblum argue that “presidential conspiracism has unique power” but recognize that “the demonstrated capacity of conspiracist claims to activate followers, and the temptation to answer fire with fire, means that this aberrant mode of politics is likely to spread.”9

Passing the Honest Ads Act and extending the definition of “electioneering communications” to online ads is hardly going to kill the conspiracy theories and restore us to the days of Walter Cronkite and trust in news. No one would want to go back to that era in any case: the information revolution of the last few decades has made life better in many ways and opened up new expanses of communication, collaboration, and consciousness.

More generally, the risks of cheap speech are deadly serious, and legal change can go only so far in taming broader cultural phenomena such as the current wave of conspiracism unmoored to any factual basis. There is much that private individuals and companies, nongovernmental organizations, and civic institutions can and should do to try to save American elections and democracy in this disruptive era, especially given the risk that the laws I proposed in the last chapter do not pass or get blocked by the Supreme Court.

Private action must include pressure aimed at social media and search companies to deal with disinformation and other cheap speech problems in ways that do not fundamentally squelch robust political debate. It also requires subsidizing local investigative media and creating means for identifying and bolstering organizations engaged in bona fide journalism. More ambitiously but even more urgently, private action must strengthen reliable political and informational intermediaries and launch education campaigns focused on digital literacy, respect for science, and the rule of law. Given the inchoate nature of these interventions, it will be hard to know if enough is being done.

Our democratic process for running fair elections depends on strengthening legitimate institutions and inculcating the value of truth. Private antidisinformation efforts will not reach everyone, but they can help limit the contagion that undermines election legitimacy, and they can encourage voters to make well-informed choices that are consistent with their interests and values.

Pressure on the Platforms

The 2020 election season demonstrated both that public pressure can get social media companies and other platforms to respond to the serious democracy problems caused by cheap speech, and that some of the voluntary measures the companies took may have done more harm than good. At the very least, 2020 showed that the platforms can be pressured, but they face a serious learning curve in dealing with the effects of cheap speech on American elections.

Russian interference in the 2016 election cast a shadow over the 2020 race, even if the foreign influence efforts we know of paled beside the work of the campaign organizations, parties, outside groups, and other domestic actors. Perhaps Russian interference was relatively minor in 2020 because one of the presidential candidates was far more effective at disinformation than Russian hackers operating out of a St. Petersburg boiler room could ever hope to be. Perhaps the Russians were so concerned with their 2020 “Solar Winds” hack into U.S. government computers that they did not want to draw more attention to themselves with a disinformation campaign.10

The platforms engaged in a great deal of self-regulation before 2020, including the removal of pornography, threats, hate speech, and more. Even with the protection of Section 230, the major companies recognized that certain steps are necessary to prevent their sites from becoming unpleasant and even dangerous.11

But 2020 brought a new level of self-regulation, as the platforms responded to criticism from the left and right. Facebook and Twitter restricted “coordinated inauthentic behavior” from foreign and domestic actors, revealing and removing accounts when they found a central actor coordinating groups of individuals or bots to create the appearance of organic grassroots activity. That summer, for example, Facebook, Twitter, and Reddit took steps to remove clusters of accounts pushing the QAnon conspiracy theory.12

The platforms dealt with political ads and disclosure differently. Facebook set up its own private disclosure rules. They proved both overinclusive, including journalists who should be exempt from disclosure, and underinclusive, allowing people to hide their true identities behind other persons or entities, such as Vice News’s successful efforts to pretend to be all one hundred U.S. senators and to post ads falsely in their names. Facebook also refused to remove even obvious lies from political ads, as Senator Elizabeth Warren, then a presidential candidate, neatly demonstrated when she bought a Facebook ad falsely claiming that Facebook’s head, Mark Zuckerberg, had endorsed Donald Trump. It is no wonder, given its failed efforts at self-regulating disclosure and its dominant market position, that Facebook has vaguely supported calls for government regulation.13

Twitter would not run Senator Warren’s ad because it was not accepting political ads, and Google did not run it because it contained an unsubstantiated claim. Twitter banned all political ads during the 2020 election season, but its ban did not apply to unpaid statements made by politicians on their own pages. This left Trump free to make false claims about election fraud and to make other political statements directly to tens of millions of his followers while depriving his opponents of the ability to counter his speech with political ads. And by including broad subjects such as “climate change” within its even more broad definition of “political” for purposes of its advertising ban, Twitter regulated much more political speech than federal law would or could ever do.14

The biggest visible change some of the platforms made during the 2020 election season was adding warning labels to false election-related social media posts coming from Trump, and in some cases requiring users who wished to share that content to click through an additional warning or direction to see links to fact checks or more information. The labeling and fact checks certainly rankled Trump, who complained about getting “Pinocchio” ratings from fact checkers. He also unsuccessfully pushed Congress to end Section 230 immunity because he did not like social media’s labeling of his posts.15
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Elizabeth Warren tweet, Oct. 12, 2019 (available at https://twitter.com/ewarren/status/1183019897804197888, archived at https://web.archive.org/web/20191026235234/https://twitter.com/ewarren/status/1183019897804197888)



Despite Trump’s protests, it is hard to call the labeling effort successful. As we saw in chapter 1, the labels had little effect in deterring the spread of false information. Some labels did not even suggest that Trump’s false posts contained misinformation. Early studies of the labels showed they were not particularly effective at convincing those inclined to believe the disinformation that it was false or stop the spread of false claims; labeling might have reinforced the false beliefs of Trump supporters, who saw the labels as a biased attack on the president. One study found that labeled posts earned more than twice the interaction of unlabeled posts (though that does not prove that the labels themselves spurred additional sharing). Another study found that blocked Trump tweets about the election were posted more often and garnered more visibility on other platforms than those labeled or left alone.16

About a month after the 2020 election, Trump posted a forty-six-minute video filled with lies about how the election was stolen through voter fraud. As CNN reported: “Within minutes of Trump’s posts going up on Facebook and Twitter, the social media platforms sprang into action. Beneath the video, Facebook reminded users that Joe Biden ‘is the projected winner’ of the election, citing Reuters and other reporting agencies. Twitter applied a warning label beneath the tweet containing the video clip, saying ‘This claim about election fraud is disputed.’ Google’s YouTube informed users in a label that the Associated Press had called the race for Biden.” Despite the labels, the video racked up 14 million Facebook views within days, and a shorter excerpt on Twitter had been viewed 3.5 million times.17

Facebook did make strides in improving its 2020 activities, when compared to those in 2016, such as new efforts to stop foreign disinformation attempts and creating an ad library to let the public see ads run on Facebook. It noted in a report on the 2020 election: “In the immediate pre- and post-Election Day periods, we took additional steps to maximize transparency and reduce opportunities for confusion and misinformation. We announced we would not allow ads that prematurely claim victory or attempt to delegitimize the election.” The platform also took such steps as verifying the identity of those who manage large Pages, and it imposed new limits on data used by third-party apps.18

But the platform could have done much more. For example, Facebook could have tweaked its news algorithm to limit the flow of false information during the 2020 election. Despite protests from within the company and from the public, Facebook continued to feature Breitbart as a “trusted” news source. As we saw in chapter 1, after the 2020 election it briefly switched its algorithm so that users received more reliable news, such as that from NPR, instead of their normal diet, which, depending on a user’s earlier choices, could have contained a great deal of misinformation. According to the New York Times, after the election “some Facebook employees asked at a company meeting whether the ‘nicer news feed’ could stay,” but they were rebuffed. Facebook could have made these changes permanent or used other promising models, such as algorithms tied to the political diversity of a website’s audience as a signal of quality. Instead, it reverted to its old, lousy algorithm.19

Facebook had the capacity to remove false and harmful content too, or at least to remove the financial incentive for posting it. We know from leaked documents that Facebook knew hate speech and disinformation were much more likely to flow on right-wing sites, but that Facebook’s Mark Zuckerberg shut down internal efforts to rein in the groups. According to a BuzzFeed report, “Using data from a Facebook tool called the ‘Hate Bait dashboard,’ which can track content from groups and pages that leads to hateful interactions, [a Facebook data scientist who quit in protest] listed the 10 US pages with the ‘largest concentrated volume of likely violating Hate Speech comments’ in the past 14 days. All were pages associated with conservative outlets or personalities, including Breitbart News, Fox News, the Daily Caller, Donald Trump’s campaign and main account, and Ben Shapiro.” “‘I can’t overemphasize that this is a completely average run-of-the-mill post for Breitbart or any of the other top Hate Bait producers,’” the data scientist wrote, according to Buzzfeed. “‘They all create dozens or hundreds of posts like this [a] day, each eliciting endless volumes of hateful vile comments—and we reward them fantastically for it.”20

In addition to voluntarily reining in false election speech and related hate speech that nourishes polarization, the platforms could do much more to help American elections and democracy. If some of the legal changes proposed in the last chapter do not make it into law or survive court challenges, the companies could adopt them voluntarily. They could, on their own, ban microtargeting of political ads, label synthetic media as “altered,” and set up improved disclosure requirements that would give voters more information about who was mounting large-scale efforts to influence them. That disclosure would help block the foreign ads that are already illegal under current law. The platforms could pledge not to favor candidates or parties secretly through their algorithms and even set up a voluntary inspection system that could protect their intellectual property. Facebook’s experience with trying to regulate political advertising shows that these voluntary measures are unlikely to succeed as well as government regulations, but if done right and fairly, they would be an important step in the right direction.

The platforms could also go further in combating disinformation coming from politicians and public figures. For example, when Trump began incessantly tweeting about voter fraud in 2020 and then, after the election, falsely claimed that the election was stolen and that he had actually won, the platforms could have removed his account or deplatformed him. Although Twitter confirmed that Trump’s tweets would have caused him to be removed under Twitter policies if he had not been president, the company gave him a pass through the 2020 election because of his office. A president has no special right of access to a private platform, and if a president’s tweets violate election-related rules (or any other rules), there is no reason to give an exemption just because of the office. One could argue that because officeholders have greater power and visibility than average citizens, they also should have greater responsibility to tell the truth, not less, and the platforms have greater responsibility to remove false content from influential leaders.21

As we saw in chapter 1, Facebook and Twitter finally decided to deplatform Trump only following the January 6, 2021, U.S. Capitol insurrection, out of fear that Trump’s actions could spur further violence. This was the right call, although it came too late.22

Removal of a political leader from the platforms should be strongly disfavored, and it should be a last resort given the great benefits of robust political debate and protection for political and election-related speech. But Trump’s actions justified the step of indefinitely deplatforming him. Over many months, Trump consistently undermined public confidence in the fairness of the election results on the basis of false and discredited theories of voter fraud, and he encouraged violent insurrection as Congress engaged in the formal process of counting the Electoral College votes and declaring Joe Biden the winner over Trump. Had the platforms granted Trump continued broad, unmediated access, he could have provoked additional violence and further undermined the peaceful transition of power that is essential to a working democracy.

As responsible corporate citizens, platforms including Facebook and Twitter should ensure that their forums allow robust, political debate. They should have general policies of nondiscrimination across candidates and political views, and those policies should be applied evenhandedly. The platforms should not be in the business of favoring one candidate or party over another and instead should allow readers and viewers access to a variety of political viewpoints and expressions of political speech. They should be especially wary of removing the speech of political candidates and leaders, whose comments are both newsworthy and probably helpful to voters as they decide which candidates and parties to support or oppose.

Thus, platform rules should begin with the strong presumption to include political speech, especially from political candidates and leaders, that can inform debate, share information, and allow voters to make decisions that are consistent with their interests and values. Allowing a platform for political speech generally promotes free speech and democratic governance and merits inclusion on the platforms.

The strong presumption in favor of inclusive political speech should be overcome only upon a clear showing that the speech actually threatens to undermine, rather than support, democratic governance. Political speech that raises a serious and imminent danger of undermining democratic governance should be removed from the platforms. Serial offenders, even political leaders, should be deplatformed, at least temporarily. Platforms should have clear rules embodying these principles, and they should not be abused given the considerable power put in the hands of corporate entities.

The easiest case justifying removal of posts and potential deplatforming is political speech that calls for or justifies political violence against a democratically elected government or against people. Such speech has no place in democratic discourse, and platforms have a moral obligation not to spread it. Such speech need not rise to the level of incitement by calling for imminent lawless action (under the First Amendment Brandenburg standard applicable to government suppression of speech) to merit removal from a private platform; instead, speech that consistently justifies or supports violence deserves no amplification over social media. Such posts should be removed whether or not they lead to eventual deplatforming. A repeated pattern of such conduct justifies more severe repercussions.

In addition, speech that consistently spreads misinformation about the democratic process—speech about when, where, and how people vote, and speech that makes demonstrably false claims about elections being “stolen,” “rigged,” or “fraudulent”—is similarly dangerous to democratic governance and justifies sanctions from the platforms. Again, repetition of such statements is more blameworthy.

Under these standards, President Trump’s statements and course of conduct culminating on January 6, 2021, justified his deplatforming from social media. As we saw in chapter 1, before January 6 the president had made hundreds of comments falsely calling the election’s integrity into question. He encouraged his supporters to come to the Capitol on January 6 for “wild” protests. He gave a speech shared on social media that encouraged his supporters to march to the Capitol and interfere with the vote counting, and in the post that led to his deplatforming, he praised those engaged in insurrection with “love” and repeated false claims of a “fraudulent” and “stolen” election as the violence in the Capitol was ongoing.

Not only did such speech lead to the deaths of four people and injuries to countless others, including police officers guarding the vice president of the United States and members of Congress; those political leaders came within moments of being kidnapped or killed but for the bravery of law enforcement. Without social media’s spreading Trump’s statements, it seems extremely unlikely these events would have occurred. The eventual deplatforming of Trump’s accounts helped defuse a dangerous and antidemocratic situation.

Facebook eventually referred its deplatforming decision to its Oversight Board that it had created to deal with issues such as content moderation. The board issued its decision in May 2021, determining that Facebook was correct in deplatforming Trump: “In maintaining an unfounded narrative of electoral fraud and persistent calls to action, Mr. Trump created an environment where a serious risk of violence was possible.” But the board also found that Facebook’s “indefinite” suspension of Trump was not supported by Facebook’s own rules. It required Facebook within six months to explain its rules for indefinite suspension and apply them to Trump. It also suggested more broadly a set of criteria rooted in international human rights principles that will both protect freedom of expression and require the platform to take action against threats of political violence by political leaders. Facebook’s subsequent decision to impose at least a two-year ban on Trump conditioned his return on whether the risk to public safety caused by Trump’s tweets had receded. Facebook’s vice president of Global Affairs, Nick Clegg, explained that the company “will evaluate external factors, including instances of violence, restrictions on peaceful assembly and other markers of civil unrest. If we determine that there is still a serious risk to public safety, we will extend the restriction for a set period of time and continue to re-evaluate until that risk has receded.”23

Deplatforming of Trump helped slow down the spread of false claims about election integrity on social media. Trump unsuccessfully tried to reclaim his social media relevance through his From the Desk of Donald J. Trump blog, shutting it down after only twenty-nine days because it gained no traction. A New York Times analysis of Trump’s messages indirectly shared on social media after deplatforming found that though many of his messages were still amplified by his followers, false election claims were not: “Before the ban, Mr. Trump’s posts [with election misinformation] garnered 22.1 million likes and shares; after the ban, his posts earned 1.3 million likes and shares across Twitter and Facebook.”24

Beyond deplatforming, the platforms could adopt much broader rules against speech that is meant to suppress voter turnout. If these rules are clearly written and fairly applied, they could improve political discourse. But steps to deal with voter suppression statements would have to be measured and rolled out slowly, and evaluated for their effects on political discourse. As someone who has long been concerned with large corporate power in elections, and who has opposed the Supreme Court’s 2010 Citizens United decision giving corporations the right to spend unlimited sums supporting or opposing candidates for office, I worry about the broad private power of large platforms to shape political speech. At the least, this constitutionally recognized vast corporate power to influence elections should be exercised responsibly.

The danger of limiting speech that may suppress votes is that the effort will not be evenhanded, and it could make things worse by removing important political speech from major sites of discussion. As Professor David Kaye, a human rights lawyer, has written more generally about platforms moderating content, “Who will decide what is bogus and garbage? Who decides what is true and what is propaganda? Do we want a company with the profit-motive of expanding users to make those kinds of decisions? Will they set up administrative tribunals for those who challenge take-downs of content? And even if we are comfortable handing over that kind of censorship—for that’s what it is—to a private company, how will this magic algorithm tell the difference between the awful garbage of Breitbart and the hilarious garbage of The Onion? Who creates the software that distinguishes purposeful lies from public interest satire?” Platform decisions to remove speech flagged as “voter suppression” is a much harder question than removing demonstrably false information about whether the 2020 election was stolen.25

Indeed, in at least one prominent instance during the 2020 election, the platforms overcompensated by blocking speech on a bona fide campaign controversy. The New York Post reported about the alleged contents of emails taken from the laptop of Hunter Biden, Joe Biden’s son, which supposedly showed the son’s connection to corruption at a Ukrainian gas company. Most reputable journalistic outfits did not extensively cover the Hunter Biden story, which remains under investigation, but the Post did. Facebook reduced the visibility of the article, and Twitter went further, removing tweets that linked to the Post story. It should not have done so.

Twitter said it blocked the content because it contained hacked and private information. But Twitter applied this rule selectively and in a politically charged context. Twitter certainly allowed tweets to link to lots of other reporting that relied on hacked and private information. Under pressure from Republicans, Twitter reversed itself, saying it would label some material based on hacked content and that, given the circulation of the Hunter Biden emails elsewhere, privacy was no longer a concern.26

Blocking tweets linking to the Post story undermined conservatives’ faith that the platforms can be fair arbiters of what should or should not be shared. Twitter probably overreacted to the Hunter Biden story in light of the view held strongly by those on the left that hacked, truthful emails from the DNC in 2016 cost Hillary Clinton the presidential election to Donald Trump. But blocking potentially truthful, damaging information, particularly in a biased way, disserves the cause of providing voters with the information they need to make informed decisions. Just as platforms were right not to block stories about the alleged contents of the DNC emails in 2016 once they determined they were genuine documents and nor forgeries, they should not have blocked stories about the alleged content of the Hunter Biden emails in 2020. If the Hunter Biden emails were proven false at the time the Post published its story, there would have been a stronger case for demoting or blocking posts linking to stories about them.

More generally, aggressive private speech regulation could lead conservative readers to flee to other platforms, like Parler, where disinformation is apparently more prevalent. Platform fragmentation could then create deeper echo chambers and reinforce alternative realities. In this way, driving users away from larger platforms could impoverish not only the potential for dialogue but also the ability of voters to find truthful information.

Fragmentation does have the benefit of sealing off some of the worst behavior. As Professors Benkler, Faris, and Roberts showed in research described in chapter 2, disinformation came to dominate discussions of American elections in 2016 not when it first appeared from fringe right-wing sources but when it was amplified by mainstream journalistic sources applying objective journalistic criteria to cover outrageous claims. Traditional journalists got sucked in and played by these efforts, and they are less likely to do so when false and damaging election-related claims are not common on popular platforms. The 2020 Hunter Biden controversy showed an overcorrection.27

The lesson of 2020 was not that the platforms successfully dealt with disinformation and other problems of cheap speech—they did not—but that even these powerful companies felt compelled to respond to pressure. To be sure, the platforms did not want to alienate customers and wanted to stave off the threat of new regulation. Perhaps surprisingly, some of the pressure came from the companies’ own employees, who pushed back—often through media leaks—against what they saw as the platforms’ (especially Facebook’s) complicity or cooperation with those spreading disinformation. The threat of losing talented engineers and others posed a competitive risk.

Pressuring a platform as big as Facebook is very tough, especially given Mark Zuckerberg’s dominance over the company and Facebook’s overwhelming presence in the social media market. Facebook refused to meaningfully respond to the Oversight Board’s recommendation in its decision deplatforming Trump that the company should examine how its own policies and algorithms helped lay the groundwork for the January 6 insurrection. Forcing sufficient change may require antitrust remedies and other legal changes described in the last chapter. Direct regulation of most corporate political speech in a post–Citizens United world, even of big corporations, appears to be off the table. But 2020 proved that public pressure can be at least partially yet meaningfully effective.28

Getting the platforms to act will not fully solve the disinformation or polarization problems. Much of the 2020 disinformation appeared in other venues, most importantly cable news networks like Fox, Newsmax, and OANN. As Benkler writes: “The fact that ‘fake news’ located online is overwhelmingly shared by conservatives older than sixty-five, who also make up the core demographic of Fox News, and that only about 8 percent of voters on both sides of the aisle identified Facebook as their primary source of political news in the 2016 election, support[s] the conclusion that something other than social media, or the Internet, is driving the ‘post-truth’ moment.”29

Bolstering Real, Especially Local, Journalism

Limiting the spread of disinformation that is relevant to voters on the platforms, on cable news, and elsewhere solves only part of the cheap speech problem. Equally worrisome is the declining supply of quality information produced by ethical journalists, and especially the loss of local investigative journalism. This kind of journalism may limit corruption and helps people make informed voting choices. The problem of producing quality journalism is compounded by the emerging phenomenon of foreign and domestic partisan actors mimicking the look of journalism to produce low-quality, biased information that can confuse voters about its authenticity and reliability.

As we saw in earlier chapters, over the last decade the shift of advertising to social media and search platforms has created a financial crisis for traditional newspapers and other news media. Quality journalism on the national level continues to find a market under a subscription-based model (think of the New York Times, Wall Street Journal, and the Atlantic) and under a donor-based model, sometimes with limited government subsidies (think of NPR and PBS). As the journalist Margaret Sullivan has shown, bona fide news production is in much worse shape on the local level, where advertising losses have been steeper and subscription models less successful.30

The market has not yet found a way to solve the local news problem, which leaves many localities without a local newspaper or with a newspaper whose coverage has been drastically curtailed by investors who are more interested in these legacy media organizations’ real estate holdings than in their journalistic missions. Economists would describe this as a classic market failure, where local journalism is a “public good,” something to which individuals do not necessarily have an incentive to contribute but which benefits the public overall. Christopher Ali argues that we should think of local journalism as a “merit good” that should be publicly available regardless of consumption habits. One typical solution to the public goods problem is funding through taxation, but public subsidies become difficult when one of journalists’ key functions is to investigate those in power. Such subsidies no doubt would also face resistance from those who are distrustful of both media and government and believe that the media show a left-wing bias. Private philanthropy and donor models may be the only realistic solutions.31

Breaking up the platforms could decrease their market power, allowing local news organizations to cut better deals on website advertising profits. Alternatively, one could tax advertising on the platforms and transfer the money to local news organizations, but taxation raises similar concerns about public funding as well as potential unequal-treatment claims.

The donor-based model is beginning to have some success on the local level. High-quality journalism from nonprofit outlets such as the Texas Tribune and the Nevada Independent, as well as partnerships with the donor-driven national nonprofit news organization ProPublica, provide some hope. Such organizations increasingly partner with legacy newspapers and other media to assure broader dissemination of their stories. In 2020 ProPublica’s Local Reporting Network included twenty newsrooms across the United States. One could even consider billionaire acquisitions of legacy newspapers in the United States as part of the donor model. Amazon’s Jeff Bezos probably did not buy the Washington Post—nor did the surgeon and inventor Patrick Soon-Shiong buy the Los Angeles Times—with the expectation of making a profit.32

But the donor model is precarious: it depends on the beneficence of billionaires and other rich donors to keep things afloat. Aside from potential conflicts of interest—think, for example, of the Washington Post investigating Amazon—funding can always dry up, and a lack of ready resources to take their place can be a constant financial stress.33

Further, the donor model may not be easily replicated. Poorer urban and rural areas, which most need investigative, muckraking journalism to expose public corruption and other issues relevant to these voters, appear least likely to get quality journalistic coverage through the donor-based or any other model. Rural areas containing more Trumpist voters and fewer sources of reputable news for this reason may become even more susceptible to disinformation campaigns.

The rise of fraudulent websites masquerading as local news presents additional challenges. Voters can easily mistake cheap competitors created to spread disinformation, political propaganda, or slanted news for bona fide news sources. Private action can help solve this real “fake news” problem by providing reliability signals to voters. For example, bona fide news organizations can form (or use existing) voluntary journalism associations to certify quality among members who agree to abide by certain principles of journalistic fairness and integrity, such as not taking payment for running particular stories or promoting certain views. Legitimate news organizations should set up mechanisms to police complaints that members have violated the principles and to require corrective action. Social media companies and search platforms can promote those media organizations with a seal of approval and demote or block access to the content of news organizations that lack it.

The matter will be tricky: with the return of the partisan press, there will be fights over whether provocative sites such as Breitbart, which mix real stories with disinformation, qualify as bona fide news sources. But these debates themselves can make viewers aware of the journalistic values news organizations must embrace if they are to fulfill their important role in promoting democracy and ameliorating the dangers of cheap speech.

Strengthening and Building Reliable Intermediaries and Institutions

The first two sets of recommendations in this chapter, for platform self-regulation and for bolstering (especially local) journalism, include actionable, discrete steps to militate against the democracy-reducing effects of cheap speech and the rise of disinformation. A platform can ban microtargeting, for example, or philanthropists can endow funds to support enhanced investigative journalism in underserved rural areas. The next two sets of recommendations, for building and strengthening institutions and for inculcating truth and other values, present longer-term, less definable goals. It will be hard to point to specific changes in these areas and measure if and how they have helped. But they are among the most important private steps we can take to restore the health of American democracy.

In their introduction to a recently edited volume titled The Disinformation Age, W. Lance Bennett and Steven Livingston conclude that “stemming the flood of contemporary disinformation is unlikely to be aided by regulating social media, fact-checking, or improving media literacy. Our analysis suggests that solutions lie in repairing the basic functioning of democratic institutions themselves.” Yochai Benkler repeatedly cautions against assuming that social media reform will cure problems with disinformation, especially given the asymmetry in power and resources between those producing disinformation and those consuming it. He nonetheless notes that social media exacerbates the problem: “There is no question that by shifting the power to produce information, knowledge, and culture, the Internet and social media have allowed marginal groups and loosely connected individuals to get together, to share ideas that are very far from the mainstream, and try to shape debates in the general media ecosystem or organize for action in ways that were extremely difficult, if not impossible, even in the multichannel environment of cable and talk radio.”34

It is important not to overstate claims about the utility of social media reform or see the cheap speech problem as only about social media. The bile and election disinformation that spread on messaging apps such as WhatsApp or on cable networks such as Fox News, Newsmax, or OANN are not driven by social media algorithms (though cable networks amplify their messages on social media). Given that the problem of disinformation and polarization extends well beyond social media, Bennett and Livingston’s key point is even more urgent: strong democratic institutions and intermediaries matter for controlling the spread of disinformation and assuring that citizens are well-equipped to vote in elections.

Take, for example, the importance of respect for courts and the truth-telling function that courts serve in society. As we have seen, in the wake of the 2020 election results, Donald Trump, the Republican Party, and their allies filed sixty-two lawsuits in different states in an attempt to overturn his loss to Joe Biden that were based primarily on false claims of voter fraud. Only one of the lawsuits succeeded, on a minor issue in Pennsylvania. Twice in the same week, the U.S. Supreme Court, dominated by conservative justices, refused to take up Trump’s cases.35

Although the main message that Trump and his leading spokespersons, Rudy Giuliani and Jenna Ellis, sent in press conferences and social media posts about these lawsuits was the false claim that the election was rife with fraud or “rigged,” Trump’s lawyers were more circumspect in their court filings and appearances. The courts utterly rejected the few claims of fraud the lawyers brought. Eighty-six judges across the country, Republican-appointed, Democratic-appointed, and elected alike, found no merit in the legal claims, whether based in fraud or raising other issues.36

Rules of evidence and codes of conduct that prevent lawyers from lying in court and filing frivolous actions, along with judicial power to punish lies under oath and other misconduct, helped discipline Trump’s lawyers. Although conservative and liberal judges often divide in cases on contentious issues, they were united against turning vague and unsupported allegations into successful legal claims that could have overturned election results.

The courts’ public function as truth-telling bodies can go a long way toward combatting disinformation about stolen elections. Anyone who paid attention to the lawsuits and trusted in the courts would be assured that forums were available in which Trump and his allies could fully air their claims of fraud or other irregularities and receive a fair hearing.

The scores of virtually unanimous court rulings, however, did not stop a sizable core of Trump’s supporters from continuing to believe Trump’s false claims of a rigged election. Media fact checkers were not alone in failing to siphon away Trump’s flood of disinformation. Nor did the courts’ emphatic and unequivocal rejection of his claims disabuse the Trumpists of their belief, sustained until his very last moments in office, that the election would be overturned.

Bolstering the courts and making sure they continue to serve their truth-telling function fairly and honestly is a key to preventing the uncontrolled spread of disinformation and other bad effects of cheap speech. And the point applies more broadly. We want the FBI, local law enforcement, state and local election officials, elected officials involved in certifying vote totals, and the press to be committed to both truth telling and accuracy. We want the public to then accept these institutions as acting competently and in good faith (and to call them out when they do not do so). The more these institutions can be trusted to do the right thing, the fewer people are likely to have their views of American elections swayed by disinformation and misinformation.

To put a finer point on it: in the cheap speech era, credible institutions serve as bulwarks against the spread of viral disinformation. Without courts and other authorities swatting down unsupported claims of fraud, such claims only grow in stature and gain more adherents. Ensuring these institutions’ credibility requires that their members continue to abide by social and professional norms and that they have professional and psychic incentives to do so. That means not only self-policing, such as when courts write opinions calling out bad conduct even among other courts or their colleagues, but also mutual reinforcement of norms, as when the press writes stories about how judicial norms of truth telling held against political pressure. Nongovernmental civic institutions, including law schools, legal organizations such as bar associations (that have begun investigating Trump lawyers lying about fraud), and private foundations also can play a key role in bolstering institutions that promote the values of truth and a free society.

An example of the breakdown of institutional norms toward responsible conduct came in one of the Trump-related 2020 election lawsuits. Texas Attorney General Ken Paxton, who was under indictment by state authorities for securities fraud and under federal investigation for separate potential bribery charges related to a campaign donor and perhaps angling for a presidential pardon, filed a highly unusual lawsuit on behalf of Texas directly in the U.S. Supreme Court. The suit sought to throw out the presidential Electoral College votes of Georgia, Michigan, Pennsylvania, and Wisconsin—all of which went to Biden—on the basis of false and debunked claims of voter fraud.37

The lawsuit was frivolous. Texas lacked standing to bring the case: the Constitution does not give one state the ability to complain about how another state chooses its presidential electors. Texas’s factual allegations were based on a ludicrous statistical analysis showing supposed voting anomalies in select states voting for Biden. The bill of complaint audaciously moved for the Supreme Court to nullify the votes of millions of voters in these states and to allow Republican legislatures to choose electors directly, a remedy not allowed by any of these states’ election rules. The Supreme Court rejected Texas’s lawsuit without even giving it a hearing.38

None of the leading Supreme Court advocates who usually argue cases on behalf of the Republican Party filed briefs supporting Texas in the Supreme Court, which shows the continued value of institutional norms among elite lawyers. Leading legal academics and bar associations condemned the attempt to convince the Court to overturn the election on the flimsiest possible basis. But 17 Republican state attorneys general signed a brief supporting Paxton’s petition, as did 126 Republican members of Congress. Even some members of Congress and legislators from states that Texas sued signed onto briefs or expressed support for the argument that their own voters should be disenfranchised, leaving the choice of the states’ electors to the state legislatures.39

In this instance, neither professional norms nor oaths to uphold the Constitution deterred these Republican elected officials from joining the effort to overturn the results of an election on the basis of false and debunked fraud claims. It was uncertain whether the signers feared a Trumpist primary opponent in a future election, supported the false claims in order to delegitimize a Biden presidency, or actually believed the claims. But no matter the reason, by joining in the Texas lawsuit these officials signaled a dangerous failure of institutions and intermediaries to resist election-related disinformation.

It was difficult to shame these officials, given the polarized atmosphere in which appeals to truthful information were viewed as yet more partisan warfare. Never mind that former President George W. Bush and the 2012 Republican presidential nominee (and current U.S. senator from Utah), Mitt Romney, quickly recognized Biden’s victory. Republican leaders such as Senate Majority Leader Mitch McConnell and House Minority Leader Kevin McCarthy, who did not embrace the fraud claims but still refused to recognize Biden as president-elect for weeks after the election, created the opening for other elected officials to spread election lies. As Trumpists held sway over primary voters, any hope for the emergence of a more responsible Republican leadership appeared to dim.40

This split between Bush and Romney on the one hand and McConnell on the other suggests a potential focus on election reform efforts that could produce more moderate candidates. These candidates could help bolster institutions that promote truth telling and resist the spread of election disinformation. It is far from certain that reforms such as top-two primaries or campaign finance measures to strengthen political parties could produce more moderate candidates in the polarized cheap speech era—topics well beyond the scope of this book. Indeed, empowering the parties seems like a dangerous strategy when the parties themselves could be subject to a hostile takeover by a Trumpist actor. But efforts to bolster moderates who accept truth and the rule of law seem indispensable.41

The early responses by Republican leaders to the January 6, 2021, insurrection have not been encouraging. They blocked legislation to create an independent bipartisan congressional commission to investigate the causes of the insurrection. Responsible Republican election officials, such as Georgia’s Secretary of State Brad Raffensperger, have been censured for affirming Biden’s victory and have faced primary challenges from others parroting the Big Lie about the 2020 election being stolen from Trump. Some of these officials will be running the 2024 elections or certifying or counting Electoral College votes in 2024. Republicans in state legislatures began passing legislation that would make it easier to subvert the will of the voters in counting ballots in future elections. In short, the failures of the Republican Party to contain false election information have put incredible stress on other institutions of American society to pick up the slack and to help preserve American democracy.42

Inculcating Values of Truth, Respect for Science, and the Rule of Law

The essential need to bolster institutions that serve a truth-telling function and help voters make informed decisions depends even more fundamentally on inculcating respect for truth, science, and the rule of law. Without a general respect for these values among the public, these institutions can go only so far in battling disinformation.

The problem is how to inculcate these values when the Big Lie and disinformation run rampant online and in corners of cable news, and hyperpolarization threatens to swamp even what should seem like apolitical information, such as the benefits of wearing a mask to limit the spread of COVID-19. Socialization and education are needed to instill respect for truth and science, although they may be insufficient.

Digital literacy efforts to help voters identify and reject false information surely can help voters avoid some deception, but the 2020 election showed that such efforts face an uphill battle amid a torrent of deliberate disinformation. There was no shortage of truthful information about the election coming from reliable sources, and yet most of Trump’s supporters embraced false notions about a stolen election.

Moreover, younger Americans are the ones most likely to get instruction in digital literacy, but older ones seem more likely to fall prey to online disinformation. As we saw in the first chapter, younger voters face a different information problem: they are more likely to reject even truthful information as false as the lemon problem grows on social media and they become conditioned to reject even truthful information as dubious. For both younger and older voters, education efforts may be swamped by political effects and motivated reasoning; politically aware and knowledgeable voters tend to be swayed more by disinformation that comports with their ideological views than less-aware voters. Emotion, rather than lack of knowledge, is sometimes the best predictor of susceptibility to disinformation.43

Overemphasis on formal fact checking and efforts to quickly reject controversial information as false also can backfire and deter the search for truth. Social science evidence shows that the repetition of false statements, even in the context of fact checks, can reinforce rather than undermine belief in the false statements. Social science can help point the way toward methods to better combat disinformation rather than amplify it and polarize society further through debunking efforts.

We must acknowledge that science is an iterative process and not every scientific study definitively resolves empirical questions. Indeed, belief that scientific findings themselves are immune from further examination and correction is itself dangerous. As Cailin O’Connor and James Weatherall remind us, “Temporary diversity of beliefs is crucial for a scientific community. If everyone starts out believing the same thing, they can fail to try out better options.” Respect should be for the scientific method rather than for some incorrect belief in the infallibility of scientists themselves.44

Further, no silver bullet exists to slay election disinformation through education. The battle against such false information cannot be won or lost decisively at one moment. Instead, fighting disinformation demands constant work from civic institutions that reject falsehoods by offering specific evidence and explaining how and why it is reliable. The need to promote the truth is not new, but it is more challenging as new technology allows disinformation to spread more quickly and deeply than in earlier eras and as technological change overlaps with a particular American period of hyperpolarization. The unfortunate con-fluence of the two phenomena vastly complicates truth-telling efforts.

The Way Forward

The survival of American democracy depends on the success of free and fair periodic elections in which voters have access to reliable information to make ballot decisions that are consistent with their preferences and interests, and where the losers accept the results as legitimate and agree to fight another day. In our time of rapid, disruptive technological change, this democratic model can no longer be taken for granted. The ability of malicious actors to spread disinformation is the biggest threat to democracy’s survival, but it is hardly the only threat from cheap speech. Demagoguery, corruption, and our increasing inability to rely on the veracity of what we see, read, and hear present new challenges for voter competence and therefore successful elections.

George Akerlof describes two paths to overcoming market failure in a lemons market: governmental intervention and private action. When it comes to the challenges of the information market in the era of cheap speech, both legal and private paths are urgently needed. One alone will not be enough.

Hyperpartisanship makes many of the laws proposed in chapter 3, such as improved disclosure rules and bans on false election speech, unlikely to be passed soon. And even if the laws pass, many will need Supreme Court approval. If the Court blocks the necessary legal changes, civil society will have to work even harder to strengthen institutions that promote truth telling.

The Supreme Court should recognize that First Amendment balancing must be recalibrated. Of course, the risk of censorship and of stifling robust debate still must figure heavily in constitutional analysis. But at least as serious as the risk of censorship is the risk of citizens’ exposure to disinformation that undermines not only their ability to act as competent voters but their faith in the mechanics of democracy itself.

Perhaps the conservative justices will resist their impulses against election regulation because they understand that we are experiencing a flood of disinformation harming American democracy. It is more likely, however, that they will believe, despite the evidence, that the problem of potential harassment and the advantages of unfettered and even false speech in a political context are so great as to swamp the democracy benefits of new regulation to combat the political ills of cheap speech. They may continue to embrace the false construct of a working marketplace of ideas in which counterspeech is enough to combat the social ills from election disinformation. And, despite their otherwise libertarian impulses, they could even uphold state laws that force social media companies to share election disinformation and posts glorifying violence from Trump-like politicians.

In an ideal world, sound new laws would be coupled with private action by platforms, philanthropists, nongovernmental organizations, bona fide media organizations, government actors, and educators to strengthen American democracy against disinformation and other threats to vibrant elections decided by competent voters. But private actors may have to go it alone.

In the cheap speech era, it is wrong to assume that the marketplace of ideas is self-correcting. We cannot make lemonade from lemons amid a disinformation crisis. As the 2020 election, marked by relentless presidential disinformation about voter fraud, demonstrated, the dangers our democracy faces are deep, perhaps existential. Next time, the norms may not hold, and disinformation easily could provide a path to stealing an election under the guise of election integrity. It almost did on January 6, 2021.

American democracy faces its most difficult period since the Civil War of the 1860s. It is uncertain whether the Supreme Court will accept as consistent with the First Amendment my proposed cures for the disinformation poisoning our politics, but now is not the time to surrender. The urgency of the democracy crisis precipitated by the rise of cheap speech demands immediate, decisive, and courageous action from all of us.
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So now the Democrats are using Mail Drop Boxes, which
are a voter security disaster. Among other things, they
make it possible for a person to vote multiple times. Also,
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Biden can only enter the White House as President if he
can prove that his ridiculous 80,000,000 votes” were
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Photo taken in Wisconsin. This is happening right before
our eyes. They are sabotaging USPS to sabotage vote by
mail. This is massive voter suppression and part of their
plan to steal the election.
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Donald J. Trump & @realDonaldTrump - Dec 1 000
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We intentionally made a Facebook ad with false
claims and submitted it to Facebook’s ad platform to
see if it'd be approved. It got approved quickly and
the ad is now running on Facebook. Take a look:

Elizabeth Warren
& Sponsored « Pald for by Warren for President

Breaking news: Mark Zuckerberg and Facebook just endorsed
Donald Trump for re-election.

You're probably shocked, and you might be thinking, "how
could this possibly be true?"

Well, it's not. (Sorry.) But what Zuckerberg *has* done is given
Donald Trump free rein to lie on his platform -- and then to
pay Facebook gobs of money to push out their lies to
American voters.

If Trump tries to lie in a TV ad, most networks will refuse to air
it. But Facebook just cashes Trump's checks.

Facebook already helped elect Donald Trump once. Now,
they're deliberately allowing a candidate to intentionally lie to
the American people. It's time to hold Mark Zuckerberg
accountable—add your name if you agree.

Mark Zuckerberg just endorsed Donald Trump
It's time to break up our biggest tech companies like Amazon,
Google, and Facebook.
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