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PREFACE

I GOT INTO STUDYING DATA ANALYTICS companies by accident. I’m a law professor, and for over a decade, I was also a law librarian who worked at law schools and law firms. That means I’ve spent a lot of time using Lexis (RELX’s legal information platform) and Thomson Reuters’s Westlaw, the “gold standard” research products for the legal profession. In my role as a librarian, I spent so much time training students, and my colleagues, about how to use these products that some days I felt like little more than a glorified product rep for their parent companies, RELX and Thomson Reuters.

In 2017, someone sent me a news article reporting that another division within RELX called LexisNexis, and Thomson Reuters were vying to help the U.S. Immigration and Customs Enforcement (ICE) build its “extreme vetting” surveillance program.1 By 2017, ICE had solidified its reputation as the cruel immigration police ruthlessly separating families and deporting people who’d lived in the United States for their whole lives. This news story about LexisNexis and Thomson Reuters came out amidst other reports of ICE agents raiding workplaces and holding children in cages. So I was stunned to see the signatures of LexisNexis and Thomson Reuters employees who attended ICE events meant for companies trying to do surveillance work for the nation’s cruelest cops. Suddenly, the stacks of Lexis and Thomson Reuters books, records, and the Westlaw and Lexis printouts cluttering my office seemed unsavory.

Not only was the possible Westlaw-Lexis-ICE connection unsavory, using legal research products linked to ICE surveillance could run counter to ethical convictions held by both librarians and lawyers. Both professions prize confidentiality, and they protect people from unwarranted government intrusion. If Lexis and Thomson Reuters were working for ICE, it would raise uncomfortable questions: Was I training immigration lawyers to use products that help ICE arrest their clients? Were people who used my library giving their data to ICE?2

My concerns intensified when I tried to discuss the issue with the companies. I wondered how, as a profession, we’d failed to notice that Westlaw and Lexis’s companies were also building surveillance products for police and ICE agents, so I asked my school’s Lexis and Westlaw representatives about what their companies were doing with ICE. The companies’ product reps were usually helpful and eager to assist, so I expected prompt, reassuring responses. I was accustomed to the companies lavishing us with gifts and attention. When I was in law school, I got points for using Westlaw, which I eventually turned in for a designer handbag and silver watch. The companies even hired attorneys who were available 24/7 to answer our research questions by phone or online chat. I knew them as benevolent, generous entities that wanted to please their customers.

“Surely this is a misunderstanding,” I thought, hoping the people who worked at Westlaw and Lexis could clear up the issue with an easy explanation. I wanted to find peace of mind with companies that I’d trusted, and that I relied on for so much of my job. But when I brought my concerns up directly with vendors, they didn’t do anything to assure me that our data was safe from being sold to ICE or law enforcement. They weren’t even willing to issue a promise to my law school that our personal data wouldn’t end up in ICE’s data systems.

RELX, especially, exerted its power. A Lexis representative started camping out at my law school, calling my work phone, and my boss, demanding that I speak to her manager. She also started monitoring me through my students, asking them to report back to her if I talked about LexisNexis’s ICE contracts.3 A blog post that a librarian and I wrote about the issue for the American Association of Law Libraries was erased moments after it was posted, and the organization replaced it with a single sentence: “This post has been removed on the advice of General Counsel.”4 The takedown was an aberration: librarians are not the type to censor. They’re usually the ones fighting censorship. Spurred by this baffling takedown, I started digging for answers to my questions about the companies’ data businesses in earnest.

Ever since, I’ve been trying to connect the hidden informational world of data analytics companies like RELX and Thomson Reuters. I wasn’t trying to find proof that these companies were harming the public—I was actually trying to do the opposite. Learning that Westlaw and Lexis’s corporate overlords were helping ICE track people and feeding problematic predictive policing systems with flows of personal data shattered my career. I couldn’t, in good conscience, train hundreds of new lawyers to rely on companies that were selling their future clients’ data to police and ICE officers. Law enforcement data brokering conflicted with the confidentiality obligations and zealous advocacy responsibilities inherent in the immigration law and criminal defense work that most of my students go on to do. I kept hoping that I’d find something that would prove the ICE story wrong.

But the more desperately I searched for information that would prove that I was mistaken, the more my research surpassed my worst suspicions. I uncovered a web of information and data analytics products that hurt people in multiple information markets. These companies were building policing products. They were also making “risk” products that help our landlords, bosses, insurers, and healthcare systems decide whether to give us care and services that we need. They were selling “academic metrics,” data analytics products that determine whether scholars will get tenure or grant funding using outdated, elitist, and discriminatory ratings systems. They were paywalling critical information, including law and science, so people who aren’t wealthy, or affiliated with wealthy institutions, can’t get access.

With every information market I investigated, I found a different group of people uniquely oppressed by data analytics companies. Immigrants’ rights groups are fighting to get data analytics companies’ invasive personal data dossiers removed from ICE’s digital surveillance programs. People of color are disproportionately made targets by predictive policing algorithms. Academic scholars’ research is trapped behind the companies’ paywalls, and their funding and tenure depend on the companies’ metrics. Pro se litigants, including prisoners, can’t see the legal information that’s relevant to their cases because it’s only available on the companies’ platforms. The best financial data is only accessible to people who can afford pricey data analytics products. Data analytics companies have even paywalled news resources from the public, making it so that people can’t get critical updates on local and national emergencies.

The companies hadn’t always been quite as ethically fraught as they’ve become in recent years. When I was introduced to these companies as a new librarian in the early 2000s, they called themselves academic, legal, news, and financial “publishers.” Their various publishing brands seemed like separate, standalone platforms: Elsevier, LexisNexis, Thomson Financial, Reuters news, and Westlaw had different purposes and unique customers. But over the past decade, the companies switched their business models from publishing to data analytics, winding down their publishing businesses while spending billions of dollars to hire thousands of technologists and build data analytics development labs.

Today, the companies are no longer publishers that sell journals or casebooks, they’re data analytics firms that sell “risk solutions” and “business insights.” They sell informational content, a slurry of structured information and unstructured data points. They sell published content, and they also sell predictions and prescriptions they make with their algorithms, machine learning, “AI,” and other data-crunching technologies. They make “academic insights,” “legal insights,” “financial insights,” “law enforcement insights,” and any other “insights” their technologists can formulate.

As data analytics companies, these gigantic corporations dominate multiple information markets with some of the biggest troves of personal data and academic, legal, financial, news, and other information on the planet. They can use these raw informational ingredients to cook up even more information products in their technology labs. They can sell raw data, structured information, and analytics-driven “answers” to a broad range of consumers across major industries and institutions.

It might be fine to have information markets run by a few data analytics companies if the companies were operating with good ethics and public interest goals in mind, working towards providing better access to essential information and protecting intellectual freedom.5 But my research has led me to believe that the dominant data analytics firms are not operating with the public interest in mind. Instead, they’re impeding information access and privacy, privatizing and paywalling information that should be public, and exploiting people’s personal data. Just before this book went to press, two different public interest organizations filed separate reports to the Federal Trade Commission (FTC) complaining about how the companies’ strongholds in the legal information market and the academic information market were harming consumers.6 One complained that Westlaw and Lexis were blocking consumers’ access to “the laws of the land” even though access to the law is guaranteed by law. The other warned that Elsevier’s stronghold on the academic journal market puts government-funded scientific research on platforms that subject their visitors to personal data collection without an opt-out.

Perhaps the most shocking aspect of the FTC reports is that most people, and possibly even people working at the FTC, don’t know that Lexis and Elsevier are parts of the same company. The companies have hidden the full spectrum of their business models. They keep their products in the various information markets relatively siloed so consumers can’t see the full span of their data analytics business. Few people know how much information these companies control. They don’t know that Lexis is also ICE’s biggest data broker, or that Elsevier’s academic journals and BePress’s journal preprint sharing system are under the same corporate umbrella, giving RELX primary control of both published and unpublished scholarship systems.

Data technologies are simultaneously miraculous tools for sharing knowledge and dangerous tools for controlling information flows. Like most people, I was in awe of the first data technologies that companies, including data analytics firms, provided. Databases were life-changing inventions. It was thrilling to be able to pull up news articles by the dozens instead of rummaging around in dusty old stacks or squinting through the viewfinder of a microfilm machine. When Westlaw’s KeyCite replaced paper Shepard’s legal citator volumes, it felt fantastical that a tiny icon could indicate whether the law was still good, like some magic informational thermometer popping out of a judicial turkey.

But as information technologies and platforms have proliferated, I’ve grown more wary of the seemingly miraculous computers and data systems, and the private companies that are building our new information infrastructure. A lot of the “bells and whistles” on our digital products take power away from the humans making choices, replacing our wishes with automated selections that benefit the data companies by forcing certain content in front of readers and making other content prohibitively expensive or harder to find. Our informational services also seem to be collecting more and more personal information about us, forcing us to trade our privacy in order to access information. In addition, they’re taking over markets by squashing competitors with lawsuits and hostile takeovers, pushing out startups that have more public interest-oriented offerings. A few companies are cutthroat, dominating information markets by crushing innovative new information enterprises.

The chapters of this book share what I’ve discovered as I’ve peeled back the lid on this can of worms I opened by accident back in 2017. Along the way, I’ve met activists and workers in every informational market I discuss. Their stories show that data analytics companies don’t just hurt libraries or financial markets, they have an impact on real people who rely on information, which is all of us.
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THE DATA CARTELS

An Overview

Information, knowledge, is power. If you can control information, you can control people.

Sarah Schafer, “Vonnegut and Clancy on Technology,” December 15, 1995

THE INTERNET IS A VAST circulatory system of fiber-optic cables connecting data servers; a web of cords, tubes, and wireless radio waves laced over cities and under oceans. Information is the lifeblood of the internet, the substance that flows through those cables, cords, and tubes—the arteries of our digital world. Without informational content flowing through it, the internet would be an empty, hollow network, a virtual ghost town. People expect to find a wealth of information online. We depend on the internet’s information flows to get what we need, from the mundane, such as finding the best local pizza place, to the more weighty, such as finding the best health care options for a chronic illness. An information-free internet would have little worth.

For the internet to work, we need information to flow continuously and consistently, routed in the right directions. Like human circulation, the internet’s circulation can be finicky: digital apps, search-bars, and platforms work best when they have optimal amounts, and types, of information. If information isn’t flowing well, critical public information won’t reach those who need it. Conversely, bad information flows can also put private information in places it wasn’t intended to go.

This book is about how a few companies are messing with the internet’s circulatory system. They’re jamming up the arteries, stopping some information from getting where it needs to go and diverting other information to places it shouldn’t be. When you need to know whether plumes of smoke from a nearby fire are toxic, you don’t want the answer to be trapped behind a paywall. When you post something on social media or fill out a dating profile, you’d probably prefer those records not be routed to employers, landlords, and police without your consent.

Data analytics companies like RELX and Thomson Reuters are erecting those information-blocking paywalls and selling our personal data. They privatize critical news and legal, medical, and financial information that should be public. They also restrict access to the resources we use to make informed decisions about our health, our finances, and our legal rights. They even route our private information to law enforcement, insurance companies, employers, and other entities that make big decisions about our lives. These entities use data analytics companies’ informational products to assess our personal “risk” levels and decide whether to track us, arrest us, or deny us services we need. Data analytics companies aren’t just selling raw data and information, they’re also selling predictive and prescriptive products they make with their information and data stockpiles.

The data analytics companies are acting like cartels, taking over markets for different categories of information and exploiting their stronghold on multiple information sectors to amass more power and profit. Their behaviors have vast and pervasive consequences for everyone—and the behaviors are perfectly legal. How can something legal so fundamentally disrupt values, like government transparency and personal privacy, that are supposedly integral to our democracy? To answer this question, we need to first understand who these companies are.


All about Data Dealers

RELX and Thomson Reuters call themselves many things—publishers, business services solutions, research platform providers—but at the end of the day they’re information dealers. They’ve amassed abundant informational troves: thousands of academic publications and business profiles, millions of data dossiers containing our personal information, and the entire corpus of U.S. law. The companies are the culmination of information market consolidation that’s happening across media industries, from music and newspapers to book publishing. Reed Elsevier LexisNexis (RELX) is a Frankenstein-ian amalgamation of publishers and data brokers, stitched together into one big informational giant. Thomson Reuters is also an amalgamation of hundreds of smaller publishers and data services. Dozens of companies that started as specialized publishers of news,1 scientific reports,2 case law,3 or stock prices4 have melded into mountains of informational content under just a few corporate umbrellas.



RELX and Thomson Reuters aren’t the only information companies around, but they are uniquely large and sprawling. There are plenty of data brokers out there, and there are other academic journal companies. There are also a plethora of financial data companies. But there aren’t any other information providers who are all of these things at once. RELX and Thomson Reuters dominate many informational markets simultaneously. Most information companies specialize in a particular type of information. Oracle and Equifax are major data brokers, but they don’t also run legal information platforms. Bloomberg L.P. is a powerful financial information provider, but it doesn’t also control access to thousands of academic journals. CNN is a major news source, but it doesn’t sell personal data dossiers on the side. In contrast to these specialized information providers, RELX and Thomson Reuters don’t focus on one information sector. Rather, they lead legal information, financial information, academic research, and personal data markets all at once. Thomson Reuters even runs one of the world’s main news services and RELX has a leading news archive. Each market the companies dominate is massive on its own.5 Combined, the markets comprise much of the information that people need to make critical legal, financial, and science-based decisions.

RELX and Thomson Reuters are conglomerates, multi-industry behemoths that control broad swaths of resources. They’re the informational equivalent of Nestlé, the giant food company that owns everything from Cheerios to Hot Pockets and Perrier. Nestlé’s products are so varied and ubiquitous that they’re practically unavoidable. People continue to buy Nestlé’s food, beverages, and baby formula even though the company is “one of the most hated companies in the world” for convincing parents to starve their children with watered-down formula and draining towns’ reservoirs to make bottled water.6 Consumers buy Nestlé products not because they prefer Nestlé, but because they have little choice.

Similarly, RELX and Thomson Reuters sell so much informational content that it’s hard to avoid them even though we hate them. Librarians and researchers revile the data analytics companies for charging outrageous prices and stealing academics’ labor. Yet they have little choice but to comply with the companies’ terms because there aren’t alternative sources for the information they need. As one writer explains, “If a candy-maker decided to charge $5,000 for an organic chocolate bar, consumers wouldn’t respond by stealing the pricey bar; they’d simply buy another brand of chocolate, and the initial company would either adjust its price or go bankrupt,” but “When a publisher of academic journals decides to charge $5,000 for a yearly subscription . . . subscribers might grumble about the price but they will often still pay it” because they have no other option.7 Like Nestlé, Thomson Reuters and RELX are too big to fail, even when they do things consumers don’t like. In the digital ecosystems where we spend more and more of our lives, we can’t opt out of information. It is as critical a part of our digital internet infrastructure as roadways and water systems are to our physical infrastructure. While few of us adore our cable companies or electricity providers, we have little choice but to pay their bills each month, even when they leave us in the dark or raise their prices.

Companies like RELX that sell things millions of people rely on choose whether to run their businesses in ways that benefit consumers or in ways that decrease our quality of life. We’ve seen this play out with other digital market monopolists such as Amazon, the internet’s major shopping platform. At the start of the Covid-19 pandemic, the cost of hand sanitizer and protective masks doubled on Amazon as the platform’s vendors gouged prices. The platform is such a pervasive retailer that people had little choice but to buy the ridiculously overpriced products or go without the important pandemic protections.8 Luckily for consumers, Amazon decided to be a benevolent shopping dictator, opting to remove price-gouged items from its website.9 If Amazon hadn’t made that choice, people would have been left either paying hundreds of dollars for a box of face masks or waiting to see whether the government would intervene to ensure reasonable prices.10

RELX made a similar choice to play the role of benevolent informational dictator during Covid. Its academic content product, Elsevier, temporarily expanded access to Covid-19 research, taking down some of its pricey paywalls.11 But the company’s benevolence is for a limited time only: Elsevier only promises free access “for as long as the COVID-19 resource center remains active.”12 RELX will eventually snap the paywalls shut, closing its Covid resources from the public once again.

When the paywalls return, librarians and scholars, who bear the brunt of data analytics companies’ unfriendly consumer practices, won’t be surprised. Libraries, as the main gatekeepers of informational content (and the only institutions with sufficient budgets to afford RELX’s and Thomson Reuters’s platform and product fees), are used to the companies’ anti-consumer practices. Among librarians and scholars, RELX and Thomson Reuters aren’t known as benevolent—they’re known as bullies. The companies exploit scholars’ free labor and then steal the fruits of their research, paywalling their work so that only subscribers can see it. The companies also crush competition, including cool new library vendors. Librarians have watched the companies acquire innovative startup competitors or sue them out of business. Longtime librarians know better than to get too excited about or grow too attached to fledgling information companies, because they’ll eventually either be swallowed or strangled by a company like Thomson Reuters or RELX. The companies also force libraries, and their institutions, to accept tyrannical contract provisions. The companies make libraries agree to product-tying “big deals” and compel them to sign nondisclosure agreements that prohibit them from discussing their contract terms with others.13 RELX’s Covid generosity was a deviation from the company’s normal consumer practices. Just as Amazon usually is known as a corporate miscreant that destroys small businesses and implements abusive labor practices, RELX and Thomson Reuters are generally seen as villains, not saviors.

Consumer protection laws and antitrust regulations were meant to prevent companies like Amazon and RELX from using their market power in ways that hurt consumers. Government officials recognize the immense power market-dominating companies have over consumers’ lives. They know that when companies dominate markets, consumers have little choice but to buy from them, even if their services are subpar and even when their practices are exploitative.

Exploitation is more likely the more enmeshed a company is in our social fabric. It’s easy to take advantage of people when you control resources that play central roles in their lives. Some resources are so intimately bound to humanity that they aren’t just things we buy, they are essential to who we are. Information companies sell those kinds of essential resources. The goods and services data analytics companies provide aren’t merely products we buy and sell, they are products derived from us. Data analytics companies capitalize on the invisible, ethereal products of our minds. Industrialists profited from mining, logging, and other trades that strip value from our land, but unlike historical extractive ventures, data isn’t cut from trees or extracted from earth, it’s harvested from humans. Companies like RELX and Thomson Reuters appropriate our informational labor.14 They siphon intellectual and social output, co-opting our artistic and scholarly work and vacuuming up the digital exhaust we release through our wearable devices and online activities.15 They take things that we make, turning our output into something they can own and store like wheat in silos.

They also privatize public informational resources that we, collectively, pay for. Information is a communal creation, a by-product of social connection. We fund most of the world’s legal and scientific information, paying taxes that support public schools and national grant programs in order to promote progress in science and the humanities. Our taxes also pay legislators, regulators, and judges to make public law. Besides being something we fund and create, information is also a social necessity—we must see and share information to participate in human life.

The companies ramp up prices for things that should be free, charging more than fair market value because they know that information is unique and nonfungible—each journal article and court opinion contains findings that can’t be duplicated by another source. If they need particular information, consumers will have to pay whatever the companies charge. In the last decade, companies have been especially ruthless in raising prices on critical information. In the academic information market, publishers like RELX’s Elsevier increased journal prices by 300 percent from 1986 through 2006,16 even as the transition from paper to digital format has decreased the costs of producing journals by eliminating printing, handling, and shipping expenses.17

The companies also exploit the people who produce information. They’ve figured out how to get new content for free from academics who must publish to get hired and tenured, and by scooping up public records and putting them behind paywalls. It’s easy to make tons of money when you are reselling the free labor of law school’s student-run law review editorial boards, and when you aren’t paying the scientists and researchers that make your informational content. Both RELX and Thomson Reuters also capitalize on the troves of materials that they get through taking over competitors. By buying out publishers, the data analytics companies have accumulated centuries’ worth of science, financial, news, and U.S. law records. RELX and Thomson Reuters own among the most complete digital sets of those resources in the world.


What Makes These Companies Data Cartels?

Market leaders and exerting market power aren’t necessarily bad—market leaders can exert their power for good, making life more convenient, efficient, and affordable for consumers. It’s certainly not illegal to compete for a larger market share by building better products, and successful competitors shouldn’t be punished for winning over consumers.18 Problems only arise when enterprises use their market control to exclude competition and exploit consumers. The line between fair market power and unfair monopoly power is hard to draw. When does a company cross the boundary that separates competitive market participants who happen to have the best, most popular products from anticompetitive monopolists who maintain their power with unfair practices? According to the law, monopoly power is problematic when companies dominate markets and use their power to bar competitors from entering the market, and when they use their power to exploit consumers.19 Market share alone doesn’t make a company harmful, it’s how the company wields that power that matters.



One potentially harmful way that companies wield their power is by partnering with other dominant companies, working together to corner and keep market control. Those partnerships are called cartels, “alliances of rivals” that collude to increase their profits and dominate markets.20 The word “cartel” is often used to describe illicit markets like drugs or organized crime, but in fact, there are cartels in all sorts of markets. Canada’s maple syrup cartel controls syrup prices all over the world.21 In the early 1900s, cartels controlled markets for goods including lightbulbs and cheese.22 In the late 1990s the U.S. Department of Justice labeled a cluster of pharmaceutical companies as cartels when they collectively inflated prices for the vitamins that food companies use to fortify their cereals and beverages.23

As with monopolies, what counts as a cartel is malleable—an illegal cartel in one jurisdiction could be a permissible market collaboration in another. Just as not all market leaders are monopolists, not all cartel-like behavior is prohibited. For example, OPEC (the Organization of Petroleum Exporting Countries) acts like a cartel, setting the world’s oil prices and oil production quotas to prevent oil prices from fluctuating in ways that would harm both oil producers and purchasers. OPEC’s collaborative control of the oil market is distinctly anticompetitive, but it’s accepted as legal.24 Similarly, in the United States we let public utilities operate like monopolies and cartels, collectively controlling electricity, water, and other infrastructure, so long as they provide equal, affordable services to consumers.

One common characteristic among most illegal cartels is collusion. But collusion is hard to prove. By definition, collusion is a secret agreement. Plans to fix prices or intimidate consumers aren’t usually broadcast to the public, nor are they recorded in board meeting agendas. Collusion is usually tacit. As 1700s-era economist Adam Smith put it, “People of the same trade seldom meet together, even for merriment and diversion, but the conversation ends in a conspiracy against the public, or in some contrivance to raise prices.”25 Although it’s rumored that RELX and Thomson Reuters cooperatively decide which competitors to wipe out and which to let stay, and gossipers say they work together to distribute various content affiliates, none of these suspected agreements are substantiated on any record.

Evidence of collusion or not, it’s clear that RELX and Thomson Reuters share a vision for the future of informational markets. Together, they are twisting traditional content publishing into data analytics businesses. In comparing news information cartels to traditional oil cartels, journalist and media professor Ben Bagdikian explained that even though OPEC members sometimes disagree and compete, making such enemies of each other that they have brutal shooting wars between themselves, “when it comes to the purpose of their cartel—oil—they speak with one voice.”26 RELX and Thomson Reuters also speak with one voice when it comes to information markets, advancing unified agendas and goals. Together, the companies are moving lockstep away from publishing and towards data analytics. They’re dragging their customers with them, even as their research products turn into data products, and they’re crushing competitors along the way. Their lockstep moves thwart competition and consumer choice: consumers can expect similar services, products, and treatment from their brands. Sharing information markets between themselves has solidified their market power and kept antitrust regulators at bay.27

Even if data analytics companies are acting like cartels, it’s up to regulators and courts to decide whether they’re violating U.S. antitrust laws. RELX and Thomson Reuters dwell in the liminal space between fair market power and unfair monopoly. They are market superpowers that seem to leverage their power in various markets to take over others. They also seem to work in tandem, deciding when to take down competitors or whether to allow a lesser competitive threat to coexist in their shared marketplace. They’ve been subject to antitrust investigations on more than one occasion, but the government has largely allowed them to dominate major information flows in our digital ecosystem.

Companies like RELX and Thomson Reuters have been depicted as octopus-like monopolies with tentacles wrapped around multiple industries. The tentacles also wrap around government regulators that they’ve captured with their lobbying influence, revolving doors, and government clientele.28 They restrict competition by using their tremendous size to take over markets, and by leveraging their power across multiple markets. In the past, octopus monopolists like the Standard Oil Company, an industrial-era oil enterprise, and telecom giant AT&T were broken up by the government for violating antitrust laws.29 But today the companies that constitute our digital infrastructure engage in Standard Oil–style behavior, and antitrust law has not reined them in.30

Without antitrust safeguards, a few digital companies have been able to take over a largely unsettled digital frontier. Big-tech companies treat our relatively new digital infrastructure like children with fresh, pristine snow, building their forts across the entire expanse. A few companies have colonized broad stretches of the internet ecosystem, becoming digital company towns that run everything online.31 For instance, Amazon runs almost our entire digital mercantile, acting as a shopping mall with storefronts for every vendor, transporting goods across the world, giving customer reviews, and even selling more cloud storage space than any other company. Facebook is our main public square, serving as our central meeting center, news aggregator, and classified ad system. Microsoft and Google are our primary personal assistants, helping us map and organize the internet’s content, providing our mailing system, and helping us plan our online lives with calendars, meeting spaces, and other virtual tools. Data analytics companies like RELX and Thomson Reuters run the libraries and reams of knowledge that the infrastructure depends on, from grand digital archives to the mundane filing systems at the foundations of our businesses and bureaucracy.

Even though these companies are far-reaching corporate octopuses, the government hasn’t intervened to stop their expansion. The main reason we aren’t breaking up digital octopus enterprises has little to do with companies’ market power and a lot to do with government choices about how to enforce antitrust laws. Over the years, antitrust enforcement has slid from its original, robust Standard Oil strength to become a weaker legal tool. In the 1970s, “Chicago School” economists including Milton Friedman and their legal disciples such as Robert Bork convinced lawmakers that too much government intervention in market affairs would crush our economy. Lawmakers and antitrust regulators absorbed those warnings, and today they only enforce antitrust laws in limited cases, when they’re convinced that a firm’s activities are economically harming consumers. While European antitrust enforcement focuses broadly on fairness, shepherding companies with too much market dominance away from monopolistic behaviors, today’s U.S. antitrust enforcement declines to intervene absent economic consumer harm, even if companies are harming competitors, or even democracy.32

The government’s failure to intervene is seeming, more and more, like a tactical mistake. After decades of letting tech companies enjoy unfettered growth, companies such as Google, Amazon, and Facebook have taken over hundreds of competitors to become unstoppable internet giants.33 With their market power, the companies have implemented a slew of troubling practices. They pilfer people’s personal data and offer people unsafe products and bad financial advice that consumer protection laws are supposed to prevent. Their products and platforms sow misinformation that fosters fascist movements and even genocide. Now, regulators, lawmakers, and even the White House agree that we need to rein in big tech.34 But experts fear that it’s too late to curb the tech companies’ power.35 Google, Amazon, and other companies that make up our internet’s infrastructure have developed into powerful “net states” that act like governments. Their tentacles are so deeply entrenched in our online ecosystems that they’ve become impossible to pull back without destroying our digital world.

The big-tech companies are a cautionary tale about how powerful tech enterprises can become in our digital ecosystem. The U.S. government is trying to untangle the big-tech mess, hiring antitrust lawyers to investigate companies such as Facebook and Amazon and bringing the companies’ CEOs to testify before Congress. But acting post hoc, after the damage is done, is far more complex than preventing the companies from multimarket domination. It’s not too late to loosen data analytics companies’ tentacles before they dig in too deep. If big tech shows us anything, it’s that it’s unwise to ignore ever-sprawling tech enterprises.

But the government isn’t paying enough attention to the data companies. Even though data analytics firms are sowing digital harms similar to those of the other big-tech companies, their CEOs aren’t sitting in front of Congress, explaining their anticompetitive practices. RELX and Thomson Reuters are billion-dollar enterprises with larger profit margins than big-tech companies, but they don’t receive the same attention that big-tech companies get from reporters or regulators. Despite their immense sizes and profits, they are generally ignored in tech investigations and studies. The data industry “operates in the shadows.”36 Most consumers don’t even know that these information companies exist, let alone what their names are. One New York Times exposé about GPS-tracking tech companies brushed aside companies like RELX and Thomson Reuters, dismissing them as nameless entities you’ve probably never heard of.37

Without attention, the information companies are becoming larger and more embedded in our digital infrastructure. Today, RELX is so large that it’s considered Europe’s biggest media company by market capitalization.38 Thomson Reuters similarly strives to be the primary platform monopolist for professionals—Google but “without the garbage.”39 The data analytics companies may not catch the eye of antitrust enforcement, but their “bigness” causes problems for consumers.


The Problem of Bigness

The main way that data analytics companies are exploiting their cross-market bigness is by using their massive information collections to make even more products. The companies build on their informational domination by multiplying their existing information troves through data analytics software to make more information, creating “entirely new data asset[s].”40 The companies can “double-dip” with their data assets, selling raw data, and also selling structured information made from that raw data. Not many information companies are equipped to build the type of billion-dollar data analytics business RELX and Thomson Reuters built because a company needs stockpiles of information to run through its data analytics systems. RELX and Thomson Reuters are among the few companies that have enough informational and analytical power to mix and match their collections to make new information to sell.



RELX and Thomson Reuters were well positioned to become data analytics giants because they have been stockpiling raw data and information for decades. When data analytics became a thing, RELX and Thomson Reuters were in the best position to capitalize on it. Commercial data analytics services are fairly new, made possible by mass digitization and mass data collection. Information was clunky and varied in its physical form—papers, books, cassette tapes, records, photographs, paintings, newspapers, blueprints, and pamphlets had different modes of transmission and storage. Now, information can flow in one form: binary code beaming through fiber-optic cables. Digital information is far easier to transport, store, and share. A TikTok dance video can sit on the same USB drive as an image of a Monet painting and the Lord of the Rings trilogy, and all three types of media can be sold in a single informational bundle. Digital information is also easier to transport. Publishers used to send crates of books and CDs to libraries and stores, but digital information can be disseminated without postage or brick-and-mortar warehouses.

Not only is information easier to transport than ever, there is also far more of it. The world produces more data than ever because we’ve infused our world with data collectors. The internet of things embeds data collection into the items we use every day: traversing the streets, using home appliances, and even wearing clothes creates billions of data points for data analytics companies to use. RELX and Thomson Reuters are collecting it all, from corporate and government pamphlets to your license-plate-tracking data.

People use the words “data” and “information” interchangeably, but they are two different things. Data is the binary, raw material of information, and information is structured, processed data. Datasets contain unorganized facts, quantities, characters, and symbols that have not been processed. Data’s disorderly particles of information can seem arbitrary. Consider the randomness of the following dataset: “UT, 1234, Joe, Circle, SLC, 8015553211, 84084, Smith.” When this string of data is interpreted, organized, and formatted, it becomes information: Joe Smith, 1234 Circle, Salt Lake City, UT 84084, (801) 555–3211.41 Information is designed to be informative, to tell you something, while data is merely a collection of recorded, but unsorted, values. Data analytics companies control warehouses of data and they build analytics software that transforms data into information, selling that data analytics output as well. Instead of “big data,” data analytics companies deal in “big information,” structured informational products extrapolated from data.

RELX and Thomson Reuters are capitalizing on the glut of information they’ve amassed by hiring thousands of technologists to build AI and machine-learning software to churn the information from their troves into new informational by-products.42 Their analytics software works like those Play-Doh fun-factory extruders that blend disparate chunks of colored clay into singular products—spaghetti-noodle hair or thick tubes, depending on the filter. Instead of clay, data companies extrude raw data into new information. The companies’ analytical tools add value to datasets by quickly answering questions that once took intensive research to solve. For instance, data analytics software can chart the major themes in a musician’s songs.43 Historically, researching the themes in Taylor Swift’s records would have taken hundreds of hours of careful listening, writing, and mathematical work. An algorithm does all of that work in seconds.

Analytical products transform companies like RELX and Thomson Reuters from mere content providers into oracles that guide decision making in governments and corporations. The companies have so much data and information that they can use their informational power to forecast future outcomes. Data analytics companies don’t just sell information, they sell predictions (Who will commit a crime? What is the most profitable choice?) and prescriptions (Deny insurance due to likelihood of fraud. Fund that science project.) for governments and companies to follow.44

The more data firms collect, the more power they have. Larger datasets can generate more useful, high-value information.45 From a data analytics perspective, data becomes more valuable as its volume increases. Consider the name of your favorite type of candy. Alone, that tidbit of information isn’t very valuable. But when you combine that data with other data points, like your age, income, and other shopping preferences, your candy preference becomes more useful. On an even larger scale, if you can link your candy preferences with the preferences of your friends, with financial data about the candy industry, with legal information about recent candy patent filings, or with news archives about the candy business, you’ve created actionable market data.

Data analytics companies blend academic research with financial reports to help grant funders game academic funding by predicting what projects will make the biggest profits. They blend collections of court opinions with lawyers’ and judges’ personal data to help lawyers game the legal system by suggesting which judges are most likely to agree with their arguments.46 Some data analytics projects benefit the public, but the companies’ projects benefit their biggest customers: insurance companies; big law firms that represent major banks and corporations; and government agencies that decide things like who gets surveilled, who gets social security benefits, and who gets custody of their children. Their products meld critical public information with our personal data to judge us and sort us by how “risky” we are. By infusing personal data with other types of information, RELX and Thomson Reuters products can be used to sort people, and their assets, into risk categories and to make predictions about future events. The companies can sell traditional informational content, personal data dossiers, and software-driven guesses at whether banks, landlords, insurers, employers, public institutions, and police can trust us.

Until the last decade or so, both companies considered themselves publishers, not data services. They printed out stacks of scholarly journals and volumes of case law reporters, chronological compilations of U.S. court opinions. But, as it did with other physical media, from Blockbuster videos to Empire records, digitization has toppled traditional publishing. Thomson Reuters may call itself a news company, but Reuters news has been reduced to around 10 percent of the company’s revenue as it makes the transition to data analytics software services.47 Similarly, RELX is “winding down” its publishing services to focus on data analytics.48

By collecting both structured information products (legal codes, published articles, financial reports, and so on) and also raw data from tens of thousands of sources, RELX and Thomson Reuters aggregate ever more grist for their informational mills. With their stores of information and data-analytics products, companies like RELX and Thomson Reuters aren’t taking over the information commons, they’re creating new, private, walled-garden information ecosystems in multiple informational markets. Just as Facebook and Amazon make password-protected, closely controlled online platforms, RELX and Thomson Reuters make virtual, subscription-access and pay-per-view libraries and files.49 Historically, information was envisioned as a common resource.50 The centuries-old concept of a “marketplace of ideas” was not meant to be a for-profit business. But RELX and Thomson Reuters run closed information universes where they curate informational resources and decide who can access them. Like Facebook and Amazon, RELX and Thomson Reuters have privatized, and now control, social spaces that used to be public. They are the informational landlords that decide who can swim in the ocean of knowledge.51


Who Gets Hurt?

The inability to access critical knowledge is more than a mere inconvenience—in some cases, it can lead to more serious, life-and-death problems. In Tanzania, scientists and doctors can’t see up-to-date malaria research even though Tanzania is teeming with malaria-carrying mosquitoes. Tanzanians are at risk of a deadly but preventable disease because malaria research is too expensive for researchers to access.52 Paywalls can also keep people from being able to represent themselves in legal matters. Incarcerated people with limited access to legal information can’t properly prepare to appear before parole boards and court judges because RELX and Thomson Reuters law products for correctional facilities often offer the bare minimum legal resources, which are insufficient to help inmates make their case.53



Data analytics companies’ walled gardens also increase misinformation, propaganda, and fake news. In a walled-garden informational ecosystem, “[t]he truth is paywalled but the lies are free.”54 Well-curated digital archives and content streams ensure that people are well informed. The major data analytics companies are among the main providers of accurate financial, legal, and scientific information that shapes our understanding of the world.55 When paywalls keep people from accessing and sharing accurate resources, low-quality content fills the informational voids beyond the garden walls. Information access prevents the public from falling prey to political high jinks. When the public can’t see information, officials can alter facts. In the last few years, India’s government lied about the dangers of Covid-19 and the U.S. president used a Sharpie marker to rewrite the path of a hurricane.56 These falsehoods can dominate news feeds when factual stories are paywalled.

Even inside the companies’ walled gardens, information quality is declining. In striving for bigness, the companies are sacrificing quality for quantity. The data analytics companies have become so focused on building the biggest information warehouses that their own content stockpiles are becoming diluted with information of varying quality. In the past, Thomson Reuters and RELX companies were specialized information providers, deliberate about quality control, carefully editing out bad information from their products. They didn’t just provide content, they also vetted it. But as data analytics companies, RELX and Thomson Reuters aren’t as careful about curating information or selecting the best, most useful information for consumers. Instead, the companies provide tons of mediocre information. They behave less like information specialists and more like digital wholesale clubs, selling informational content in bulk. RELX even depicts its company as a giant funnel that ingests thousands of datasets from numerous sources and “cranks through” its databases with “Big Data technology.”57 The system that “cranks through” the data is a black box system, which means we can only see data going in and data products coming out—the actual data analytics process is a mystery. Even the companies’ data analytics specialists aren’t sure how, exactly, its products are made because there is so much data and so many data-sorting moves happen so fast. The companies are informational Costcos or Sam’s Clubs, selling economy-sized information by the bucket.58 But unlike Costco, which carefully selects high-quality products for its Kirkland label, the data analytics companies aren’t so careful about quality control.

RELX alone boasts about having over sixty-five billion “science records,” 3 petabytes of legal data, and more than sixty-five billion pieces of personal data collected from more than ten thousand sources.59 But it doesn’t promise that all of this content is accurate. Companies like RELX have high profit margins but they don’t allocate their profits towards vetting the data and information they sell. Instead, they use their profits to buy and create more and more data and informational products, growing the size of their offerings rather than improving the quality of the products they offer.

The lack of quality control hurts consumers. The companies’ citators (reports that tell lawyers whether cases and statutes are still good law) are inaccurate, leading lawyers, and even judges, astray.60 RELX’s Elsevier puts out reports that are later retracted.61 Thomson Reuters’s and RELX’s personal data dossiers come with disclaimers warning consumers that their data suppliers may provide erroneous information. Instead of vetting the billions of personal data points they sell, the data analytics companies urge consumers to seek redress from their downstream data providers.62 These mistakes can have serious consequences, especially for Black, brown, and overly surveilled people, who are likely to have more erroneous data in their RELX and Thomson Reuters dossiers. People, especially Black men, have been mistakenly arrested by police on the basis of data dossiers provided by private corporations. When erroneous data dossiers are algorithmically paired with photos, police get facial recognition products that are wrong 96 percent of the time, and more likely to be wrong when they are identifying people with Black or brown skin.63 Incorrect information is especially problematic when RELX and Thomson Reuters sell their data dossiers and data analytics products to law enforcement agencies and other institutions that make big decisions about our lives.

And these companies can sell more data than the tech companies we hear about in the news. Both RELX and Thomson Reuters collect billions of personal data points from thousands of sources. RELX’s files are more revealing than our Social Security numbers. There are few, if any, personal data collections more robust than the companies’ dossiers. In some respects, RELX and Thomson Reuters know more about us than we even know about ourselves. News reports focus on how invasive Facebook and Google’s data is, but those companies’ personal data caches are merely a sliver of RELX’s and Thomson Reuters’s dossiers. Thomson Reuters personal data products include information from social media, blogs, chat rooms, and other platforms plus data from thousands of public records sources including DMVs and courthouses, as well as news, academic, and financial databases.64 RELX sells data from big-tech platforms such as Twitter and YouTube and Accurint’s deep-dive credit and background check reports.65

RELX and Thomson Reuters sell this personal data to the government,66 insurance companies, health care providers,67 landlords, and police. The data companies call their personal data products risk solutions because they assess how “risky” we are on the basis of hundreds of personal data points, including data reflecting our criminal and financial histories, as well as data identifying whom we associate with. Basing decisions about whether to insure people, whether to hire people, and whether to incarcerate people on bad data is as dystopian as a Ray Bradbury book. People can’t get basic housing when RELX-data-fueled tenant screening software falsely labels potential tenants as high risk.68 Immigration and Customs Enforcement (ICE) used predictive policing systems stocked with Thomson Reuters data to track down immigrant parents and separate them from their families.69 ICE also pays LexisNexis almost $17 million for its personal data dossiers.70 Both Thomson Reuters and RELX are Palantir data partners, supplying the data that fuels Palantir’s predictive policing software. The government’s invasive surveillance tech relies on RELX’s and Thomson Reuters’s data.

In addition to fueling predictive policing software, data analytics companies partner with “designer data” firms that specialize in specific data types of biometric and geospatial data. We worry about biometric data products like Clearview AI’s facial recognition databases, but like information about our favorite candy, biometric data must be paired with other data to be useful. Biometric and geolocation surveillance products need supplemental data supplies to work. Like the name of your favorite candy, the location of someone’s phone or car isn’t very useful unless you know who the person is, who they associate with, and what they’re up to. RELX and Thomson Reuters provide the data dossiers that match faces and cell phones to names, addresses, and associates. The companies give law enforcement agencies the informational links that connect someone’s DNA to their address, their address to their workplace, their workplace to their work associates, et cetera.

The companies’ personal data brokering businesses make their expansion across multiple information markets especially fraught—when companies like RELX and Thomson Reuters take over too many disparate information markets, they can combine information services that should be separate. Lawyers’ research data shouldn’t be in the same product suite as government surveillance data, and lawyers shouldn’t have to rely on research services run by the same company that the police use to track their clients.71 The findings of researchers doing nonprofit, public interest research shouldn’t belong to the same companies whose products determine what research gets funded and which researchers get tenure.


Inadequate Legal Solutions

Even though data analytics companies are exploiting our informational needs and outputs, lawmakers and regulators are not intervening to clip the companies’ far-reaching tentacles. There are no simple explanations for why the United States has failed to pass comprehensive data privacy laws or build public access systems for our digital infrastructure. The federal government is only beginning to scrutinize big tech, but it’s leaving data companies out of its inquiries. Without attention, data analytics companies flourish while their big-tech counterparts face increasing regulatory and social scrutiny. Big-tech CEOs run a gauntlet of congressional questioning and antitrust litigation, but big information companies don’t, even though they’re the result of aggressive informational takeovers and anticompetitive practices worthy of the kind of antitrust scrutiny that Facebook and Amazon receive.72



A big reason data companies get away with turning our public information into their private property is plain old American capitalism. In the United States, private, for-profit ownership is more than a financial model, it’s a core belief. Both public information access and private, unsellable personal data are anathema to the free market because they don’t leave companies with anything to buy or sell. In the U.S. iteration of free market capitalism, virtually anything can be commercialized, even our personal information, laws, and public research.

Since the 1970s, we’ve stripped down business laws, antitrust protections, commercial codes, and securities regulations to threadbare, minimal protections to help U.S. businesses to make as much money as possible.73 Legal safeguards protecting our information infrastructure have only grown weaker as our digital ecosystem has grown. The same antitrust laws that successfully prevented Microsoft from dominating the web browser market in the 1990s failed to rein in Facebook’s social media domination less than twenty years later.

This lack of regulation is especially pronounced in digital markets. Around the time of Microsoft’s rise, President Clinton removed regulatory safety rails that guaranteed public access to informational services to make way for digital media companies like satellite radio and national news corporations.74 Clinton-era policies replaced the promise of information services such as guaranteed phone lines and local news with “access,” the promise that there would be free market choices for those who sought them.75 Clinton hailed digital deregulation, saying it would “promote competition as the key to opening new markets and new opportunities.” Instead of competition, without regulation, telecommunications mega-giants like AT&T and Clear Channel digital radio took over telecommunications markets, eliminating competition. We similarly saw our information commons privatized by publishers that are now the legacy companies of our data analytics giants.

Despite the overwhelming evidence that digital monopolists are destroying competition, politicians are living in the past, imagining informational capitalism as the startup boom they saw in the 1990s, when a bevy of innovative new enterprises disrupted markets every day. This vision of “big tech” is mistaken and outdated. The dot.com boom burst long ago, and today’s data markets aren’t brimming with healthy competition. In the real world, several huge data companies dominate, and new companies can’t compete, leaving consumers stuck, relying on unregulated informational dynasties that have no competitive incentive to treat them well.

Without new laws, regulators and courts are left retrofitting old, outdated legal concepts to today’s data problems. Many of the laws used to regulate today’s data practices were passed in the 1990s or before. The pre-internet, paper-era laws are ill-equipped to regulate today’s informational infrastructure. The government shoehorns new data problems into old laws like a wayward crab trying to fashion its shell from washed-up litter. Courts use intellectual property rules meant to protect individuals’ “creations of the mind” to protect corporations’ data portfolios. Financial regulators apply the same laissez-faire approach to data ventures as they did to industrial-era ventures even as modern data practices threaten civil rights and liberties in unprecedented ways.76 In our current legal schemes, data companies can squeeze as many advantages as possible from the markets in which they participate, without government safeguards and oversight.

Even antitrust law, which is especially designed to protect consumers from too-big companies, isn’t in the right shape to protect people from data analytics companies’ harm. Regulators cannot enforce Chicago School–era antitrust doctrine to break up data monopolies, so the news, trade publishing, and academic publishing markets are each dominated by five companies. Music has its own the “big three” oligopoly of companies.77 Legal professionals only have two legal information products to choose from. Different types of media fold into one another—TV companies buy publishers, news companies buy music labels, and data analytics firms buy journal platforms as the government watches from the sidelines.

Another reason the government doesn’t intervene to regulate the data analytics industry is that federal, state, and local agencies themselves rely on the data companies’ products. Without Thomson Reuters and RELX databases, the legal information that lawmakers, courts, and agencies rely on would stop flowing. Government surveillance programs wouldn’t work. Child welfare agencies and other social services wouldn’t be able to predict future interventions or generate lists telling them which benefit recipients might commit fraud or default on paying their debts. State DMVs would lose valuable revenue they get from selling our data.

Data analytics companies have become ingrained in government systems, and the two are codependent. Thomson Reuters has at least 512 federal government contracts, and RELX has at least 527 contracts with various government agencies. The companies supply everything from identity verification data for the Department of Treasury, to legal information platforms for Department of Justice lawyers, to financial data services for the Securities and Exchange Commission, to Elsevier’s e-learning system for nurses in VA hospitals.78 This codependence is also demonstrated by the revolving doors between the government and the data companies. Government agencies are hungry for tech talent in their ranks,79 and data companies want an insiders’ scoop on which products their government clients want. It’s no surprise that James Dinkins, the general manager of Thomson Reuters’s surveillance products, was the executive associate director of Homeland Security Investigations under President Obama, and that LexisNexis’s current head of federal strategy led the Office of Personnel Management before coming to the data company.80 Former police commissioners sit on data companies’ boards of directors.81 The government is a data company partner, not a data company regulator. On top of the human connections between the government and data companies, there’s also the financial one: data companies spend millions of dollars supporting tech-friendly candidates and legislation. RELX alone spent $2.38 million on lobbying and $903,563 on political campaign contributions in 2020.82

Without government intervention, people have tried to solve data problems on their own. Activists have tried to curb data companies’ bad practices. Several libraries walked away from RELX’s exorbitant Elsevier contracts.83 Groups have marched in front of Thomson Reuters’s and RELX’s headquarters to protest the companies’ ICE contracts. These types of individual actions raise public awareness, but they don’t stop data exploitation: only government intervention can stop it. Anything short of government action merely puts the government’s responsibility to ensure safe, equitable infrastructure onto individuals, and it lets the data companies make the rules.

Like social media and other media industries, the data industry won’t effectively govern itself. When left to their own devices, industries push consumer protection duties onto consumers with ad campaigns, community advisory boards, and other public relations glosses. Like plastics companies convincing us that it is our job to recycle and keep the earth clean, data companies convince us that digital “hygiene” is our cleanliness problem instead of their exploitation problem. When data companies tell us to clear our cookies if we don’t want them to get our data, or when they tell us to affiliate with a university if we want to see science, they are shifting their social obligations on to consumers instead of fixing their harmful practices.


A New Outlook on Data Regulation

Instead of leaving data analytics companies to their own devices, we could intervene to make sure they stop harming consumers. History gives us a roadmap for how to regulate data companies and infrastructure. The United States regulates critical, communal resources, including industries that provide public goods and services such as water companies and power plants. The companies enjoy some monopoly power in exchange for government oversight. The U.S. also regulates critical environmental resources like air and water to prevent industries from destroying them.



But the government tends to avoid intervening in market affairs until catastrophe forces its hand. Lawmaking is often a post hoc affair. We aren’t willing to interrupt the free market unless the dangers of continuing are too great to bear. Environmental law only coalesced when deadly toxic smog threatened entire towns and Ohio’s Cuyahoga River literally caught fire. The Consumer Finance Protection Bureau was created only after the economy collapsed under the weight of abusive investment banking practices. We like to let the free market hum along until something so bad happens that it grinds the market to a halt, making it impossible to move forward without addressing the problem.

In the case of data infrastructure, we have the opportunity to act sooner, before the data problems get out of control. Right now, we are courting digital catastrophe. Unbreachable paywalls, big-data policing, and the data-fueled spread of misinformation are destroying lives. We are seeing information run astray, giving way to conspiracy theories and even government insurrection. These informational problems are warning signs that we need government intervention. Today’s information crises are a digital river on fire.

To fix the information problems that data companies cause, we’d need some new laws. The legal schemes that scholars and judges have applied to digital problems don’t fit. We don’t have sufficient data privacy or information access laws to govern nongovernmental, third-party data companies like RELX and Thomson Reuters. Property, contract, constitutional, and other legal doctrines are blunt, imprecise tools for dealing with data analytics companies. The data laws we do have only address specific data types (health data, financial data, and so on) instead of the broad data analytics schemes we have today. Old information laws are ill-equipped to fix new data problems. The people who wrote the laws did not envision an internet-based society, nor did they predict the ways we use and share data and information today.

The ideal information laws would treat information policies as a spectrum. On one side of the spectrum, laws would guarantee open access to critical, public information, and on the other side of the spectrum, laws would safeguard personal, private information. But until the federal government creates comprehensive information access and data privacy laws, lawyers will have to keep pulling all the arrows from the quiver of American law, hoping that they will strike down various data problems as they rise. The chapters of this book demonstrate how our current laws (or lack thereof) have been used to try to solve data problems, and how they have fallen short. Each chapter explores a different market that the data analytics companies control, either by monopoly, duopoly, or oligopoly. While not every market is divided between RELX and Thomson Reuters, you’ll see how they play power roles in all of them. Each market raises unique information access and privacy issues, so they are worth examining one by one. The chapters examine both the data companies’ roles, and the laws that govern them, as they serve as the government’s major data brokers, as they dominate the academic research market,84 as they disseminate legal information and services to the entire legal profession,85 as they sell the corporate financial information needed to make sound investment decisions, and, finally, as they report and archive the news.

The final chapter offers advice on how to improve our information and data infrastructure. The solutions in this book undoubtedly omit some legal experts’ pet prescriptions for regulating data and information flows. The sprawling, inconclusive field of tech and data law is ever-changing and too vast to summarize in this book. Information capitalism, like industrial capitalism of the past, can’t be easily reduced to a single cause, effect, or solution. Like other systemic injustices, systemic informational inequality is the result of a convergence of many policies and laws, a perfect storm that promotes and sustains data cartels. We must revive the idea that information is a public good.

One thing to keep in mind as we pick through the various laws: laws are decisions made by people. They’re human constructs, not godly decrees. Interpreting legal rights and doctrines is an art form similar to translating tarot cards or tea leaves. Legal interpretations are part alchemy, part political will, and part emotional reaction. Justice Souter describes law as an “ipse dixit” (Latin for dogmatic and unproven statement) effort to balance “liberty” and “security” interests.86 Others compare law to Calvinball, the game that cartoon character Calvin played with his stuffed animal tiger, in which rules were made up on the spot. We pretend that lawyers and Supreme Court justices know something we don’t, when really, interpreting the Constitution is not so different from interpreting a literary passage or poem. I tell you this not to turn you into a legal nihilist, but to empower you to participate in law and policy making. The experts sitting in law firms’ corner offices or in justices’ chambers are well versed in the law as we know it, but you can help design legal solutions they haven’t even thought of.

Participate in information law and policy not just because you can, but also because it’s important. Information is power. Information can make people wiser, and it can be a tool of oppression. Communities of color, and poor communities, are more likely to endure overpolicing and oversurveillance. Data will be used to track and arrest nonwhite, nonwealthy people, to deny people services and privileges. Protecting people’s informational rights will improve digital equality. The UN’s Universal Declaration of Human Rights includes “receiving and imparting information” as a right. But merely saying that something is a right doesn’t do anything to protect it. If receiving and imparting information is a human right, then it requires legal protection. We have to create laws and policies to protect and enforce rights, or else rights are no more than platitudes.

This book is meant to introduce a broad informational problem and invite creative, new legal solutions instead of recycling old legal ideas. Most of all, I hope this book sparks ideas for information science and information law scholars and activists by stringing together a bunch of previously disparate problems (academic paywalls! access to law! surveillance!) under one umbrella, where they belong. Because so many of our informational problems, especially in libraries and academic institutions, are caused by the same few companies.
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DATA BROKERING

DATA BROKERS—entities aggregating and selling personal data—have become a hot topic among privacy activists.1 Tech journalists are calling out companies such as Facebook for bartering user data, and condemning Clearview AI for selling facial recognition information to the government. But RELX and Thomson Reuters are vintage, original data brokers. They’ve been selling personal data since the 1990s, almost a decade before Facebook even existed.2

Of all of the informational markets RELX and Thomson Reuters participate in, data brokering markets are the creepiest—companies are turning your data into a product. Data analytics businesses like RELX and Thomson Reuters sell personal data and information to government agencies, including law enforcement, and to private firms including insurance companies and health care providers. While RELX and Thomson Reuters are far from the only data brokers out there, they’re among the few that specialize in government and “risk” data products that predict whether we’ll repay our loans or commit crimes. The companies also use their personal data dossiers to create data products in the other informational markets they occupy. The companies’ “academic metrics,” “legal insights,” and financial data products are created by running a slurry of our personal data through data analytics software with other datasets the companies own.3

There are two types of data brokering: commercial data brokering, in which companies crunch our data to sell us things, and institutional data brokering, in which companies sell our data to the government and other institutions that determine our rights and privileges.4 RELX and Thomson Reuters specialize in the latter type of personal data services, selling your data to the people who decide whom to criminalize and whom to deprive of services and benefits. RELX and Thomson Reuters are among the companies that sell the data products that power government surveillance programs and other operations assessing how likely we are to be criminals, “fraudsters,”5 or bad employees. Child welfare agencies, landlords, banks, and even hospitals depend on the companies’ “encyclopedic dossiers” with their billions of data points from thousands of sources.6 Public institutions and private firms make decisions based on streams of our medical, religious, and political information, and other intimate data.7

Commercial data brokering is bad for privacy, but government data brokering is worse. It’s not merely meddlesome and invasive—the government’s data programs can strip you of your liberty. Your data dossier can get you arrested or deported, altering the course of your life.8 Companies like RELX and Thomson Reuters participate in peoples’ surveillance, arrest, and deportation. It’s no coincidence that they’ve earned the Orwellian nickname big brother’s little helper.9 They help the government, your employer, your landlords, your insurance companies, and all sorts of other big decision makers spy on you. In her book Weapons of Math Destruction, mathematician Cathy O’Neil calls these types of data products “translators of moral choices,” reducing our rights to algorithms.10

Companies like LexisNexis and Thomson Reuters dove into data brokering long before it turned into a multibillion-dollar industry.11 They built their data brokering businesses on policing software made by people like Hank Asher. Asher is known as “the father of data fusion.”12 A reformed drug smuggler, he dedicated the latter half of his life to fighting crimes with data. He developed some of the first government data broker products, including Accurint and ChoicePoint. Today, Asher’s products constitute the core of RELX’s and Thomson Reuters’s risk products. Asher started building data analytics products in the 1990s, when he figured out that he could buy government and company databases stocked with personal information.13 Government agencies were game to capitalize on their personal data collections. In the pre-internet days, government data was like “underappreciated real estate”: cheap and largely overlooked bundles of information.14 As a Washington State employee put it, the DMV isn’t just a public-safety agency, it’s “very much a data-sharing agency.”15 Asher collected all sorts of public records, including arrest records, land sale recordings, and data rolls from DMVs.16

Asher also figured out how to link personal computers and build algorithms to organize and sort his data troves. By the early 2000s, nobody could match Asher’s data collections and mining software. Even the government couldn’t compete—its own data systems were siloed and slow compared to Asher’s nimble data tools. Hundreds of police departments started using Asher’s AutoTrack, a product that could instantaneously find peoples’ driver’s license records with no more than a name. In the wake of 9/11, Asher formulated a “high terrorist risk factor” algorithm and sold it to the White House for $8 million. A few years later, RELX bought Asher’s entire company.17

By the time RELX bought Asher’s business, RELX and Thomson Reuters were already well-positioned to offer new data products to their already-established government customers. The companies were selling legal products to prosecutors—it wasn’t a stretch to also sell data products to the law enforcement officers. Companies like RELX and Thomson Reuters were already embedded in government offices and contract procurement systems, so expanding into data analytics was more like selling a new product to existing users than starting out in an entirely new marketplace.

In 1997, RELX rolled out its first “risk management” tool: a product that helped child support officers find and punish parents who fell behind on payments.18 Soon the company was building all sorts of personal data fusion and analytics tools for the government, going to agency investor days to help the government build more data-analytics-based programs.19 By 2009, RELX was on the verge of monopolizing the electronic public records market for law enforcement.20 The Federal Trade Commission (FTC) intervened, forcing RELX to divest some of its personal data analytics products to Thomson Reuters. RELX gave its competitor Choice-Point’s Consolidated Lead Evaluation and Reporting (CLEAR) research platform, which is now Thomson Reuters’s main “risk” product.21

“Risk product” is a vague term. The companies describe their science and legal information products with specificity, listing all of the database features and search functions, but they don’t say much about what is in their risk products or what they do. They just vaguely claim that the products will make communities safer.22 Like other tech companies building creepy tech, they describe their data brokering businesses with fuzzy terms. There are plenty of “business solutions” and “data integration” firms, but there are few tech companies that out themselves as spyware and surveillance businesses. Similarly, nobody calls themselves a government data broker. It’s bad PR to say you’re selling people’s data to the police.

Instead of explaining what its products do, the LexisNexis “Special Services”23 landing page shows rows of American flags waving in the breeze alongside the quote “Integrity. Honor. Trust.” Thomson Reuters Special Services (TRSS) promises to “help professionals achieve mission objectives,” but the company doesn’t clarify that the “professionals” are law enforcement agents and the “mission” is filling arrest, detention, and deportation quotas.24 It’s not unusual for policing programs to be advertised with vague, fluffy rhetoric. In the 1980s the government used a cartoon canine to convince kids to report people to the police. While McGruff the Crime Dog seemed earnest about safety, the underlying campaign was less about safe neighborhoods and more about convincing kids to pass information to cops.25 TRSS and LexisNexis Special Services, Inc. (LNSSI) are fighting the same “War on Crime” McGruff was taking a bite out of back in the 1980s, but they’ve replaced human intelligence with more powerful data dossiers.

Just as a cartoon dog probably won’t stop crime, even policing with the most powerful data analytics is unlikely to make the world any safer. Using data to police people has become common practice, but it hasn’t decreased crime. Instead, the government’s partnerships with third-party data providers have embedded the discriminatory policing problems of the McGruff era into digital policing infrastructure. While data surveillance long predates the internet,26 in the United States, digital surveillance and policing programs ramped up after 9/11. The attacks happened in the same span of time that people started shedding more digital exhaust as the internet, cell phones, and other digital tools became more prevalent. The USA PATRIOT Act eased the way for government agencies to procure records from data companies,27 and the NSA started sifting through tons of phone, email, and other personal data records to track Muslim people and their communities.28

Despite backlash over its invasive post-9/11 data-based surveillance programs, the government hasn’t rethought its use of data dossiers. Instead, it’s gone hard in the other direction, supporting datafied decision making in child welfare decisions, financial crimes enforcement, and decisions about whose taxes get audited.29 The U.S. Postal Service even tracks our social media posts to “assess threats to Postal Service employees and its infrastructure.”30

Today, the government is one of the biggest consumers of personal information dossiers. RELX sells data brokering products to more than 7,500 federal, state, and local government agencies. Seventy percent of local governments and 80 percent of federal agencies use RELX data products, including 2,100 police departments and 955 sheriff departments.31 TRSS supplies data brokering services to federal and local law enforcement agencies, the Department of Defense, the Department of Justice, and intelligence agencies. TRSS also had over $39 million in data brokering contracts with Immigrations and Customs Enforcement (ICE) in 2020.32 In the private sector, RELX provides data analytics products to 95 percent of the top one hundred personal insurance companies, 76 percent of Fortune 500 businesses, and seven of the world’s top ten banks.33

Data analytics companies play a big role in many agencies’ decision-making processes, but it’s hard to figure out exactly how the government uses data analytics products. It’s nearly impossible to parse the thousands of local, state, and federal government data contracts and memoranda to figure out who is accessing the data services and what they’re using them for. This obscurity seems intentional. The contracts and descriptions are “purposefully dense and dull.” The companies and institutions involved make “the most interesting stuff . . . the most impenetrable” to prevent the public from discovering just how our personal information is being used by powerful decision-making entities.34

We may not know exactly how the data products are being used, but we do know they digitize historically prejudiced policies and programs. Spying on citizens with help from private companies isn’t new. AT&T fed people’s information to the government during the Prohibition era, the NYPD had wiretapping agreements with phone companies in the early 1900s,35 and the FBI intercepted activists’ cables during the civil rights movement.36 Historical surveillance programs were often racially motivated and racially focused, from informants who spied on Black people in the 1800s to the FBI’s COINTELPRO surveillance program that tracked civil rights activists including Rev. Dr. Martin Luther King Jr., Malcolm X, and the Black Panther Party.37 Data analytics partnerships merely datafy these types of surveillance programs, including their tendency to disproportionately target Black people and marginalized groups.38

Ruha Benjamin correctly calls data-based government programs “the datafication of injustice.” Data analytics companies’ services amplify that injustice. Data-based programs could be built anew, to erase or correct injustice. But instead, they are built upon the foundations of historically racist criminal and social services programs.39 Adding data analytics to historically discriminatory criminal justice, child welfare, insurance, and healthcare systems doesn’t decrease injustice. Instead, it infuses discriminatory systems with biased data and information.40

Like other digital innovations, data analytics embeds the inequities, marginalization, and biases of our analog world into technological systems.41 Data profiling, like all profiling, is based on assumptions, and those assumptions aren’t neutral. Just as algorithms are biased by the assumptions of their architects,42 data collections themselves are also biased. Overpoliced people, especially Black people, are overrepresented in police records. Because Black people are more likely to be subject to police interactions, they have disproportionately more legal writeups than the others. They’re also more likely to have rap sheets and be named in gang databases. Over a century of systemic racism also makes it more likely that Black people will have more interactions with social services and child welfare agencies than white people. All of these government records end up in data dossiers. If you’re looking at the data dossier of a Black man living in the United States who’s been at the receiving end of generations of racism and criminal injustice, it’s statistically likely that their profile will contain more information than a white person’s data dossier, and that a Black person’s profile will be associated with more friends and family members ensnared in the same overpolicing system.

Redlining, workplace discrimination, and racist financial treatment may also inaccurately make people appear more financially risky. White and wealthy families are less likely to have records in government welfare systems, and they’re less likely to utilize government services such as food stamps or public medical assistance. The disproportionately large data dossiers end up harming Black people. For instance, the disparate data dossiers make Black children the focus of child welfare algorithms, which makes Black children more likely to be tracked and their families disparately subjected to state intervention.43

When data is removed from its context, it is easier to draw discriminatory conclusions from it. For instance, if you lack a credit history because redlining prevented you from getting a mortgage, the racist origins of the related data won’t be explained in a data dossier. A story from data specialist Steven Rich demonstrates how technically accurate data can, without context, paint an inaccurate picture.44 One day, Rich was driving his truck, when he suddenly slammed on the brakes. His GPS map flashed a warning: “Hard Braking: Sudden hard braking increases the odds of losing control of your car.” If braking data is relayed to his car insurance company to determine whether Rich should get discounts for good driving, this warning would likely hurt his chances. But on the day Rich hit the brakes, the GPS didn’t tell the full story: the reason Rich pumped the brakes is because a car suddenly swerved into his lane, right in front of him. If he hadn’t hit the brakes, he would have been in a wreck. Without context, data can be not just incorrect, but harmful.

Data products don’t just perpetuate systemic racism, sometimes they amplify it. In certain situations, data companies and the government purposely gather more data about some marginalized groups than about others. Data brokers and the U.S. military have been known to buy Muslim dating app data without users’ consent.45 The government also demands more data from people who seek its services. People who are poor, sick, or disabled are also forced to trade personal data in exchange for basic resources. When services are provided through online platforms, data becomes a cost of entry. Filling out online Supplemental Nutrition Assistance Program (SNAP) registration forms, going to a health clinic, scheduling paratransit program rides, participating in stores’ rewards programs and opting into store credit cards, and completing online surveys for coupons are all activities that involve swapping data for necessary benefits.46 All of this data can become fodder for risk analysis and surveillance.

Discriminatory data collection is cyclical—people with more robust data dossiers are more likely to be listed on data-driven hot lists and found in search results, which makes them more likely to be subject to police trackers and agency interventions. Those additional run-ins with the government result in more records being added to their data dossiers. For example, the Chicago Police Department’s failed “Strategic Subjects List” program, which used a computerized algorithm to rank people’s likelihood of committing a crime, didn’t reduce gun violence, but it did result in disproportionate police contact with people who appeared more on the lists. People with more data in the system showed up more prominently in the system, and they subsequently had more police interactions that created even more data in their files.47

Similarly, undocumented immigrants are more likely to be tracked by immigration enforcement the more they comply with U.S. laws. They generate digital “paper trails” by getting licenses and insurance, paying bills, sending kids to school, filing taxes, working, and participating in society. Social participation makes people more “findable.” The U.S. government encourages immigrants to assimilate, applauding people who perform “model citizenship,” but it builds systems in which people who follow government rules and live model “American lives” are most likely to be snared by ICE.48

Data analytics also makes already unjust programs worse by replacing smaller data collections with huge data dossiers. Human intelligence is limited—people can only collect so much information on their fellow humans. But personal data dossiers like the ones RELX and Thomson Reuters sell contain more information than humans could ever gather on their own. RELX and Thomson Reuters are at the top of the personal data food chain. Big-tech companies like Amazon and Google are first-party data collectors—they gather data directly from you. You consensually trade information with those companies in exchange for the products and services they offer, whether it’s one-click shopping or free email. Beyond those “first-party” data brokers, there are also smaller “second-party” data brokers that collect specific types of data (like financial or criminal data) or share data in smaller consortia. But data brokers like RELX and Thomson Reuters acquire billions of data points from a vast array of data sources, including the first-and second-party data collectors. They’ve been called “shopping malls for information,” offering an array of data types for a broad spectrum of customers.49

There are only a few of these giant, third-party data brokers.50 Their massive personal data collections are stuffed with billions of public and proprietary records from thousands of different places, updated in real time.51 They have dossiers on millions of people, including over two-thirds of U.S. residents, which probably includes you.52 Data brokers like RELX and Thomson Reuters have so much data that they know more about you than your family and friends do.53 With that much data, their customers can capitalize on the “dossier effect”—a single query can compile “huge dossiers containing extensive information about you from many diverse sources.”54

RELX calls its millions of unique personal datasets LexIDs. The company uses the LexIDs in their “risk” analytics products.55 Our LexIDs, and our Thomson Reuters CLEAR profiles, are like social security numbers, identifiers associated with our identities. RELX and Thomson Reuters associate these identifiers with everything from our consumer data, social media activity, warranty registrations, magazine subscriptions, religious and political affiliations, and other details about our daily lives.56 When database technologies started taking off in the 1970s, people worried that universal identifiers such as social security numbers would be used to create invasive “master files” detailing our personal lives. Computer science experts urged Congress to limit the use of universal identifiers, including social security numbers, to prevent the government from building systems of digital personal dossiers.57 Fifty years later, the government buys those invasive dossiers through companies like RELX and Thomson Reuters, and uses them in the types of invasive ways that 1970s-era data experts feared.

Unlike the government, private data companies don’t have to limit their data use to certain purposes, nor do they expunge their data as part of their records management practices. Thomson Reuters and RELX save our data indefinitely without deleting it, layering new data on top of old. They combine different datasets to create mosaics of our lives: where we go, who we know, and what we do each day.58 Even if you try to opt out of data collection by avoiding social media, the companies create “shadow profiles” about you based on the data your friends, family, and associates trail behind them when they go online.59 If you try to remove your online data, companies like Thomson Reuters can make you reappear, from “invisible to stark visibility.”60

Institutions from insurers to law enforcement use data brokers because dossiers of data are far more useful than singular sources of data. GPS data alone doesn’t do much more than tell someone where you’ve been, but when you combine GPS data with someone’s social media posts, home address, and marriage and criminal records, it’s far more revealing.61 That’s why DNA companies,62 license-plate-reader companies,63 and predictive policing software companies like Palantir and CopLink64 partner with data brokers like RELX and Thomson Reuters. Without more data, their DNA and license-plate recordings and their predictive policing algorithms aren’t as useful.

Government institutions also use data brokers to get around the Fourth Amendment’s warrant requirements. The Fourth Amendment protects people from warrantless searches of their persons, houses, papers, and effects.65 But over the years, the Supreme Court has made so many exceptions to the warrant requirement that the Fourth Amendment has been compared to Swiss cheese—full of holes.66 The Court decided that law enforcement doesn’t need a warrant to search open fields67 or things in “plain view.”68 Law enforcement also doesn’t need warrants to search information gathered by nongovernmental third parties. In the 1970s, the Court said that people don’t have legitimate expectations of privacy in information they voluntarily give away to banks and other entities.69 This “third-party doctrine” was conceived before data brokers existed, in an era when people handed over information knowingly and consensually, like a businessperson giving their records to an accountant or someone describing a crime to an informant.

The third-party doctrine makes less sense in the 2000s, when we give information to third parties all the time, unintentionally and involuntarily. Voluntarily telling someone something is much different than digital information sharing, which is often involuntary and totally beyond our control. But even though our data constantly flows to third parties without our knowledge and consent, courts have, so far, maintained the third-party doctrine for data companies’ dossiers. The Supreme Court may eventually curtail the third-party exception to the Fourth Amendment. In 2012, Supreme Court Justice Sonia Sotomayor suggested that the third-party doctrine is outmoded, calling the warrant exception “ill suited to the digital age.”70 In 2018, the Court exempted cell phone location data from the third-party doctrine.71 But the Court is still a long way off from getting rid of the third-party doctrine for our data.72

Because the government doesn’t need warrants to use data brokers’ products, RELX and Thomson Reuters can help police “buy their way around” warrant requirements.73 Without constitutional safeguards, the data analytics companies don’t merely help police conduct warrantless searches in individual criminal cases. They also replicate portions of the government’s surveillance infrastructure beyond the scope of government oversight. For instance, after 9/11, federal and state officials joined forces to create a network of government-run fusion centers to share information. Civil rights experts decried the massive data-sharing networks, saying that they posed serious risks to our civil liberties.74 Today, RELX runs its own private, third-party data center where thousands of law enforcement agencies consolidate and share their data. The company’s Public Safety Data Exchange compiles federal, state, and local law enforcement data, links it to our LexIDs, and makes it available to RELX customers in products with names like “Accurint Virtual Crime Center.”75 This private fusion-center-like product is advised by former FBI, secret service, and metropolitan police department employees. LexisNexis’s Data Exchange may not be a government surveillance program, but it sure feels like one with its government customers and ex-law enforcement leadership. Unlike government’s fusion centers, which are subject to government oversight and public scrutiny, RELX’s private data center operates without transparency or government supervision. Safeguards that protect people’s civil liberties against government surveillance don’t apply to RELX’s private data centers.

Civil rights concerns about data brokers are compounded by the fact that, unlike government data collections, people can’t correct erroneous data in the private companies’ dossiers.76 The data brokers are selling imperfect data to law enforcement, employers, health care providers, and other institutions making our life-altering decisions, and the subjects of that data have no way to fix it. Even when consumers’ insurance rates double because of faulty LexisNexis data, or when people’s credit scores sink because LexisNexis switches their names with someone else’s, there is no easy way to correct a data profile.77

The inability to correct erroneous personal data is especially problematic because third-party data brokers’ data is the lowest-quality data. It’s hard to effectively vet data when it’s constantly pouring in from thousands of sources. So instead of fact-checking its data troves, the companies send its customers disclaimers about the veracity of their data collections. When librarian Shea Swauger requested his personal data file from Thomson Reuters, the file arrived with a cover letter saying that the company doesn’t “warrant the comprehensiveness, completeness, accuracy, or adequacy” of Shea’s information.78 So when Shea saw errors in his forty-one-page Thomson Reuters dossier, including the wrong marital status, age, and addresses, he had little power to correct the information, even though it’s being sold to institutions that make decisions that effect his life. The disclaimer attached to its data dossiers makes it clear that the company isn’t interested in fact-checking its personal data products. Thomson Reuters brushes aside its responsibility to sell accurate information with a note saying, “The nature of the information and the collections processes self-limit the ability of any aggregator to independently verify and/or validate any of the database contents.”79

With this warning, the companies put the onus on consumers to contact the original data providers and ask them to correct their files. It would take a huge amount of time to figure out where the bad data came from. The companies don’t list any of their ten-thousand-plus data sources, and each source has its own unique system to navigate and people to talk to. That’s why repairing your data dossier’s errors has been described as a task that “few people would have the time or patience to embark upon.”80

Using erroneous data to make decisions can violate people’s civil rights. LexisNexis had to disable one of their data analytics products in Aurora, Colorado, over fears that people would be falsely arrested on the basis of bad or outdated information. Lumen is a facial recognition tool that instantly matches photos from dating profiles, security cameras, and even phones to jail-booking photos.81 It turns out that the jail-booking photo database included people who were wrongly arrested, were acquitted of crimes, or had already served their sentences.

Despite their biases and errors, companies are building more and more data products to make decisions for agencies. If all you have is a hammer, everything looks like a nail, and if all you have is data, every problem looks like one that can be solved with data analytics, even when the problems are very human, sensitive ones involving life, liberty, and property. In Automating Inequality, Virginia Eubanks says that the government is using digital decision making to create efficiencies and ease administrative burdens.82 Data-powered tools like Lumen make policing less burdensome by giving cops plenty of leads and fast answers. That’s why, even knowing about the potential for mistaken identification, police in Aurora, Colorado, want their Lumen access back. As one officer explained, they’re “just biding . . . time until LexisNexis allows us to have access again.”83

Datafied decision making may be fast and convenient, but it contravenes government’s obligations to solve social problems and improve municipal life. By dehumanizing choices that have an impact on human life, the government avoids difficult political conversations about social justice and about who deserves rights and privileges in our communities.84 In many cases, datafied decisions make social problems worse for people already facing the brunt of social injustices. Dehumanizing innovations are often tried on oppressed people.85 Landlords test facial recognition surveillance systems in primarily Black apartment complexes.86 The government deploys large-scale data surveillance programs against immigrants. The Department of Homeland Security (DHS), including ICE and Customs and Border Patrol (CBP), is casting a thick web of data-powered surveillance systems across the U.S. border and in the nation’s interior, and it’s using RELX’s and Thomson Reuters’s data services.87 DHS is testing out data-powered technology on immigrants, including predictive policing software, automated license-plate-recognition surveillance, automated facial and DNA identification, and phone-hacking technology.88 They’re also testing out digital tools of incarceration including ankle monitors and other devices that create “digital jails” and “virtual borders” that track immigrants and limit their freedom to move.89 These experimental surveillance technologies are fueled by data analytics’ companies’ dossiers.

DHS’s surveillance tools are deployed cruelly. They help ICE catch people off guard, finding and detaining targets by surprise as they are going about their daily lives. They catch people in moments of weakness, without warning. ICE agents tracked down and detained a ten-year-old girl as she was being transported in an ambulance right after she had surgery. Agents detained a high schooler hours before his senior prom. They also arrested parents visiting their U.S. Army sergeant son-in-law at his base on the Fourth of July. ICE’s raids and arrests are swift and surprising. As one teacher whose students’ parents were taken by ICE agents described it: “One moment they’re living life . . . and then they’re gone, their car just sitting on the side of the road. It feels like a death.”90

While data analytics companies don’t make all of the surveillance technology that leads to these arrests, their data helps agents piece together mosaics of immigrants’ lives. The most common questions among immigrants at the receiving end of ICE arrests and raids are “How did they pick me as a target?” and “How did they find me?”91 The answers to these questions can often be found in subjects’ data dossiers. Data analytics companies’ products “form an ever-evolving, 360-degree view” of people’s lives by supplying up-to-the-minute information about workplaces, locations, associates, affiliations, and so on.92 The companies also use their dossier power to help ICE agents sort through billions of data points in a single keyword search, making instantaneous hot lists and maps listing targets and showing where to find them.

Newfangled surveillance technologies aren’t just used on immigrants. Police use data-fueled surveillance tools to track protesters and activists. This type of activist surveillance has been compared to civil-rights-era spying: “COINTELPRO for the tech age.”93 Thomson Reuters and RELX sell data for these types of surveillance programs as well. Thomson Reuters sold its CLEAR services to Minneapolis police to track protesters after police killed George Floyd in 2020.94 In Aurora, Colorado, the police who used LexisNexis’s Lumen (the problematic facial recognition product) deployed the tool to identify protesters as well.

Other government agencies and private companies beyond law enforcement also use data to determine whether we can access health care, education, housing, and employment.95 These data analytics programs don’t involve police, but they still disparately harm oppressed people—in this case, poor people and people of color who are more likely to interact with social services or be denied insurance, housing, health care, employment, and other services often provided by private institutions.

Child welfare agencies replace human decisions with data products that decide when a child is at risk of abuse or neglect.96 Child welfare data is as biased and erroneous as policing data. The Illinois Department of Children and Family Services stopped using child welfare data analytics products after the product they were using mistakenly flagged thousands of kids as being at imminent risk of death.97 Los Angeles County ended a similar deal after the data led to thousands of false positives for child abuse there, as well.98 The federal government has run into comparable problems when it datafied decision making in its social service programs. When the Social Security Administration started using LexisNexis’s Accurint to determine whether people getting government assistance had unreported assets that could disqualify them, bad data falsely listed people as owning real property. Across the nation, extremely low-income elderly people and people with disabilities had their benefits suspended on the basis of the erroneous information Accurint provided.99

Private lenders, landlords, banks, and employers also use data analytics products. These decision makers hope that data analytics products will make their work more efficient, but they ultimately embed errors into their decision-making processes. A bank using LexisNexis data locked a customer out of her bank account when Lexis mixed up her data with a sibling’s data.100 A Michigan man was denied a job after his LexisNexis-data-powered background check matched him with a criminal record belonging to a different man with the same name.101 In Texas, tenant screening services using LexisNexis Risk Solutions data ended up making erroneous housing “blacklists” because data mistakenly marked people as having been evicted. Tenants had little recourse to clear their rental histories, leaving them unable to secure housing.102

Data companies’ products don’t just contain data they’re not supposed to contain, they’re also used in ways they aren’t supposed to be used. Improper use and mission creep are especially likely when it comes to personal data collections. In 1976, U.S. senators warned that a glut of government information “creates a temptation to use it for improper purposes.”103 This warning has proven true in cities like San Diego, where data from smart streetlight cameras installed to solve violent attacks is instead used to arrest people for minor crimes such as illegal dumping and vandalism.104 It has also proven true in New York City, where video recorded by digital kiosks was purposely kept separate from the NYPD’s camera system until someone started smashing the kiosks.105 Then, civil liberties concerns fell by the wayside and the kiosk footage was sent to police for use in law enforcement.106

Our current data privacy laws don’t prevent police and other people from using data products beyond the purposes of their contract. We put safeguards on other tools used by law enforcement and government agencies. While we give police high-powered tools to do their jobs, such as guns and warrants to search peoples’ homes, we also give strict rules limiting when the tools can be used. When police are in the field, they wear cameras so we can review the film and hold them accountable. There are repercussions when police misuse their weapons, including disciplinary action, dismissal, and lawsuits.107 There are no similar consequences when police abuse their data broker subscriptions, and in most cases, nobody monitors or audits how data companies’ products are used once they’re purchased.108 Police must show probable cause before a judge will give them a warrant, but they can search our data whenever they want with the data companies’ products.109 And they do. The FBI’s National Crime and Information Center database gets used around fourteen million times every day.110 Even in the 1990s, agencies such as the U.S. Marshals ran around twenty thousand data broker dossier searches a month. And we don’t know how employees are using these products.

Nobody monitors how data brokers’ products are used to ensure they’re being used for their assigned purpose. When the FBI subscribed to ChoicePoint in the 1990s, the agency’s general counsel encouraged employees to “use ChoicePoint to your heart’s content.”111 Without safeguards, people with access to data analytics products will use them to their heart’s content, far beyond their intended function. When LexisNexis provided limited Accurint to law schools, my law students called the product their personal stalking service, and they used it to spy on exes and high school enemies. Without oversight, it’s no surprise that today police are also using their departments’ data analytics services to stalk exes and satisfy voyeuristic curiosity.112 In 2013, the Minnesota Police Department discovered that over half of its eleven-thousand-person police force made “questionable” searches on their databases.

Regulators and legislators have pushed for more oversight on data brokers, but their efforts have not succeeded. In 2014, the FTC urged Congress to pursue privacy legislation to curb data brokers’ collection tactics,113 but when Senators John Rockefeller IV and Ed Markey introduced the Data Broker Accountability and Transparency Act, it didn’t go anywhere.114

In fact, Congress hasn’t passed much data legislation lately. The federal government has essentially stalled out on comprehensive data privacy plans. Even as other countries move forward and pass laws and regulations limiting data brokering and making data programs more transparent, we haven’t followed suit.115 Other countries make data companies conduct privacy audits, allow people to erase and amend their personal data dossiers, and bake privacy measures into data-processing technology. But in the United States, we haven’t done anything to reign in data brokers.

Our existing data laws are outdated and piecemeal. We have a patchwork of data privacy provisions sprinkled across different statutes. The Family Educational Rights and Privacy Act of 1974 (FERPA) protects students’ educational records; the Health Insurance Portability and Accountability Act of 1996 (HIPAA) protects electronic medical records; and the Children’s Online Privacy Protection Act of 1998 (COPPA) protects children’s data online. A constellation of laws protect our financial information, including the 1978 Right to Financial Privacy Act (RFPA), the Gramm-Leach-Bliley Act of 1999, and the Fair Credit Reporting Act of 1970 (FCRA).116 The Freedom of Information Act (FOIA) blocks the release of personal information from government files.117 In some situations, data brokers actually help skirt these laws. For instance, the companies’ data products bypass FCRA requirements, even though their products are used just like credit reports. FCRA is supposed to ensure that the records that lenders, employers, housing providers, and government agencies use to make decisions are accurate and fair. The law gives consumers the right to access their credit reports and limits the sale of reports to a list of “permissible purposes.” FCRA also requires companies to correct inaccurate information. But LexisNexis and Thomson Reuters put disclaimers on their products saying they aren’t consumer reports, even though companies use their reports the same way they use credit reports from Equifax, Experian, and TransUnion—the big three credit bureaus that are subject to FCRA.118

A few other federal laws are supposed to prevent the government from collecting and using our data without getting a warrant first. The Privacy Act of 1974 requires agencies to notify the public when they plan to create new systems of records, and it gives the public rights to access and correct those records.119 But the Privacy Act was written before data brokers existed, so it assumes that the government is making and maintaining its own records systems, not that it’s streaming third-party data collections. The law doesn’t apply when data brokers create their own datasets, even if those datasets will eventually be used by the government. For instance, if the U.S. Marshals Service (USMS) creates its own database containing fugitive’s data, it must follow the Privacy Act’s requirements.120 But if the USMS uses a data broker instead, the Privacy Act doesn’t apply.121

Another law, the Electronic Communications Privacy Act (ECPA), prevents the government from getting computer transmissions and other electronic communications without a warrant.122 But ECPA doesn’t cover data brokers’ dossiers. It was passed in 1986 to update the federal Wiretap Act of 1968, so it’s based on wiretapping logic—it focuses on situations in which the government is spying on conversations, not on neutral information repositories. Like the Privacy Act, ECPA predates cloud computing and other nonconsensual data storage. Its scope is limited to communications stored on a third-party server for fewer than a hundred-and-eighty days. ECPA doesn’t account for the ways data brokers collect and supply data, so data brokers provide warrantless-search-accommodating loopholes to the law. While it prohibits the government from getting your text messages from Verizon without a warrant, if Verizon sells your data to Thomson Reuters, ECPA’s warrant requirements don’t apply. Companies subject to ECPA’s warrant requirements can simply sell their data to data brokers who roll that data into their dossier products and sell them to the government.123

Without up-to-date federal laws, states and localities are dealing with data brokers on their own. States including California, Vermont, and Illinois have passed laws that create data broker registries and force data companies to give people access to their dossiers.124 On the other end of the spectrum, some states, such as Florida, sell and share people’s data—marriage records, beverage licenses, concealed weapons permits, worker compensation data, and more.125 Inconsistent legislation means that people’s protection from data brokers varies according to where they live. Californians have more control over their data dossiers than Floridians do.

People have also looked to the Fourth Amendment, trying to find legal grounds for reining in data brokers. Not surprisingly, the U.S. Constitution doesn’t talk about data brokers. In fact, it doesn’t directly address privacy at all. Around the time that Kodak introduced its first box camera, opening the gates for amateur photographers to snap candid pictures of people, legal scholars Louis Brandeis and Samuel Warren tried to fashion a privacy law. In their law review article (the most famous law review article of all time!), the lawyers described a “right to be let alone” and suggested a common law cause of action against public disclosures of private facts.126 Their conception of privacy law was provocative, but hard to implement in practice.127

The Supreme Court is still struggling to articulate workable legal privacy norms without positive law prescriptions.128 The Court has extrapolated privacy protections from the First Amendment’s freedom of association; the Fourth Amendment’s prohibition against unwarranted searches and seizures; the Third Amendment’s prohibition against quartering soldiers in people’s homes without consent; and the Fifth Amendment’s protection against self-incrimination.129 As we’ve seen, the Fourth Amendment seems especially applicable to data analytics companies that supply information to the government. When the government uses data analytics products that sort through millions’ of peoples’ personal data without a warrant, it could be considered a violation of the Fourth Amendment. But, in addition to the third-party exception, there is another loophole that helps the government skirt constitutional provisions when they use data brokers: the state action requirement.

Hoping to prevent excessive government intervention in our private lives, the Supreme Court limited constitutional requirements to “state actors,” but there’s no clear rule for who is, and who isn’t, a state actor.130 In cases when people and companies work closely with the government, it’s hard to draw the line between who is a state actor subject to Fourth Amendment requirements and who is a private actor whose products can be used without a warrant.

Courts have used various tests to try to differentiate between state and private actors, with relational names like the entwinement test,131 the sufficient nexus test,132 and the symbiotic relationship test.133 All of these tests have been used to decide whether overlapping relationships confer constitutional requirements on companies working with the government, and, like relationships themselves, all of them are mushy and variable. In 2014, a law student wrote an entire article mulling over whether Batman is a state actor when he helps police fight crimes.134 It’s just as complicated to figure out whether a data company is a state actor when it helps police fight crimes. So far, the Supreme Court has declined to say one way or another. But the Court has refused to call other companies that run online services state actors even when they perform government roles, such as running financial markets and serving as people’s primary information conduits and forums.135 Twitter wasn’t even given state actor status when the president himself used it as his main megaphone, so it’s unlikely that data analytics companies would get state actor treatment.136

Some legislators have tried to close the constitutional law loopholes for data brokers, but so far they haven’t succeeded. Ron Wyden, an Oregon senator especially concerned with data surveillance, has tried to pass laws with names like The Fourth Amendment Is Not For Sale Act that would restrict the government’s use of data brokers, but none of the proposed legislation has been adopted.137

Even as Senator Wyden tries to pass bills to make data brokers more accountable to consumers, data analytics companies are using other parts of the Constitution to limit their own accountability. In some situations, they’re invoking the First Amendment to escape liability when they share incorrect information or use our data in harmful ways, asserting that our data dossiers are their constitutionally protected speech. When states sued Standard & Poor’s for sharing the bad data that spurred the 2008 financial meltdown, the company’s legal counsel compared Standard & Poor’s’ data to newspaper op-eds, arguing that the company’s data deserves the same constitutional protections as people’s opinions.138 Lawyers have also invoked the First Amendment to convince courts that forcing platforms like Google, Yahoo!, and YouTube to take down personal online content would violate the companies’ free speech.139 Claiming free speech protections for data collections has been called “the most convenient defense” for data companies trying to sidestep privacy regulations or tangled in litigation because their bad information has harmed people.140

As an antidote to data companies’ claiming information about us as their speech, some legislators have suggested that we pass laws designating our personal data as our personal property. They figure that, if we own our intellectual property, perhaps we should have the same rights to our data output. Although imbuing our data exhaust with personal property rights may sound like a simple fix in theory, assigning personal property rights to our data would raise a slew of practical problems. There are good reasons that judges don’t confer property rights to the information collected in phone books, databases, or our DNA.141 Granting people property rights over the products of our human intellect—poems, plans, and ideas—is different from giving people the right to own plain facts.

Propertizing personal facts would make reporting them much more time-consuming and less efficient.142 Reporting and receiving news and other nonfiction would involve a volley of permissions and purchasing. Imagine having to pay Viola Davis each time you use her name in a movie review or having to get permission to reprint Michael Phelps’ arm measurements in a book about Olympic swimmers. When the 9th Circuit Court of Appeals considered whether people’s personal video performances in films were their copyrighted materials, it opined that treating each person’s video performance as their property would “be a logistical and financial nightmare,” turning a “cast of thousands into a . . . copyright of thousands.”143

Restricting personal data flows would also stifle productive data projects. Data can be used for social good: we can trace pandemics, smooth out traffic, and plan better cities with open data collections. Big-data collections are uniquely able to quickly identify correlations and patterns, allowing us to do fast analyses that are otherwise impossible, like matching illnesses to genetic traits or predicting health outcomes on the basis of geography.144

Propertizing personal data would also make our lives less convenient. Our weather apps and traffic maps rely on our personal data to tell us how to get places and whether to take an umbrella when we go. If you owned your data, companies would have to bargain with you for your information, interrupting the smooth flow of personal information that greases the wheels of our online platforms.

Making our data into personal property could also perpetuate inequality. Poorer people may be pushed to sell their data even when it’s not in their best interest. Data could become the new plasma—a billion-dollar industry that “depends on the blood of the very poor.”145 Just as plasma centers underpay people, giving them $30 for $300 worth of plasma, an exploitative data industry could induce cash-strapped people to sell their data for less than it’s worth. Despite the practical issues, data ownership is a popular idea—according to one survey, 79 percent of consumers believe they should be compensated when their data is shared.146 Members of Congress sponsor legislation like the Own Your Own Data Act, promising to give people exclusive rights to their online information.147

If the government doesn’t intervene to regulate data brokers and personal data analytics’ risk products, these companies will keep building more and more data analytics inventions for a data-hungry risk sector. Data analytics is a fast-growing industry, and companies like RELX and Thomson Reuters are ready to rake in profits in the data marketplace. Back in 2004, Chris Hoofnagle foreshadowed a datafied future powered by companies like ChoicePoint. He warned, “If we are ever unfortunate enough to have George Orwell’s Big Brother in the United States, it will be made possible by the private sector.”148

Data brokering is a sprawling business, but it’s just one slice of the data analytics companies’ products. In their data brokering business, companies like RELX and Thomson Reuters mine and use our personal data without consent, but in other sectors, like academic and legal information, the companies hoard information and wall it off, restricting public access. This leads to a range of different consequences and inequities that will be explored in the next few chapters.
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ACADEMIC RESEARCH

ACADEMIC RESEARCHERS SOLVE some of the world’s toughest problems. When a social or scientific dilemma looms large, we gather experts and dispatch them to address it. We collectively fund the experts with government grants, giving them the financial support they need to do the work, whether it’s curing cancer or curbing climate change.1 Academic researchers take on humanity’s biggest economic, political, and social questions for the greater good. When researchers solve the world’s mysteries, they publish their findings in academic journals.

As taxpayers, we fund researchers so their expertise can improve our lives.2 Research drives technical innovation, contributes to economic growth, and improves our health and environment.3 Access to scientific information is so important for humanity that the United Nations calls it a human right.4 Academic research plays such an integral part in protecting us from diseases and disasters, and helping us invent new technologies, that it seems like something people should be able to access if they need it. But, like most digital informational content, a few companies turn academic research into their products to sell. A small oligopoly of publishers own most of our academic journals, even though we paid for much of the work printed on the journals’ pages.5

RELX’s Elsevier dominates the cadre of companies that control the academic research market. Elsevier used to be an academic publisher, but today the company calls itself an “information analytics business.”6 The company has shifted its focus from providing access to journals to providing data analytics products (“academic metrics”). Elsevier is reducing publicly funded science into fodder for RELX’s data analytics software. Instead of focusing on selling critical scientific information at an affordable price, the company is concentrating on developing software that sifts through the company’s “vast corpus” of academic data to draw “insights” from—and monetize—the entire research process.7

Elsevier treats academic research not like a publicly funded resource, but like its own private portfolio of copyright assets. Even though it doesn’t curate, author, or edit any of the research, Elsevier profits off of every step of the research process. Elsevier sells both raw academic content and data analyses about the people and institutions that create and use that content.

Companies like Thomson Reuters and RELX can dominate informational markets because they have huge collections of raw materials that have been gathered over centuries. In information markets, the companies with the biggest information troves win. Scrappy upstarts can’t reproduce the deep wells of information that these other companies have collected. This is especially true for Elsevier in the academic information market. Elsevier has been publishing scientific research for over five hundred years. During the Renaissance, Elsevier’s namesake, Louis Elzevier, published foundational scholarly works by Desiderius Erasmus and Galileo.8 When academia became a “publish or perish” profession in which people who want professorial jobs churn out dozens of articles and monographs, Elsevier was best positioned to publish those works.

Elsevier was also the first major academic publisher to occupy the digital research marketplace. In 1971, Elsevier acquired the only company that was using a database to produce scholarly journals, becoming the first to digitize its collection. When the internet became a new venue for sharing knowledge, Elsevier was the first company to provide copyrighted journal materials online. These early entries into digital academic publishing set Elsevier up to be a leading academic content provider. Now Elsevier is part of RELX, and it publishes more than five hundred thousand scholarly articles annually in twenty-five hundred journals. Its extensive scholarly archives contain over seventeen million documents and forty thousand ebooks.9

Elsevier’s gigantic stockpile of academic content didn’t just make it an unbeatable academic research provider, it also primed the company to become a leading academic data analytics firm.10 The companies’ millions of academic research materials are ideal data vectors—data analytics companies can put their research databases online and collect tons of personal data about both the people who write the materials and the people who access them.

Elsevier and Thomson Reuters both jumped on the data analytics bandwagon in the early 2000s, just as the world was figuring out ways to collect and use people’s digital data. The companies launched competing “academic metrics” products called Scopus and Thomson Science (now known as Clarivate).11 The companies don’t call Scopus and Clarivate data analytics products. They are referred to instead as an “abstract and citation database” and an “index of journal articles”; however, both products collect and sell author and user data, not access to academic research. The companies harvest data from their abstracts and indexes and make the data into products that could predict which researchers, and which research projects, will be the most lucrative investments for funders. Academic metrics don’t help researchers do their work, they help grant funders divvy out money and institutions decide which hires will make them appear the most prestigious according to the predictions generated by the slurry of academic data run through RELX and Clarivate analytics systems.12

Even though Elsevier is the largest publisher of academic research, it’s not obligated to focus on publishing the best science for the public good. So it doesn’t. Instead, Elsevier focuses on crunching academic researchers’ data in new ways to make money off the research process. It slices and dices its academic databases to make article-level “impact” metrics,13 journal-level metrics that rank journals’ prestige and predict citation trends,14 and author metrics that assess the people who do the research.15 This barrage of analytics turns universities and grant funders into rich data sources for the analytics companies, and it also turns them into academic bean counters that depend on metrics to make choices about who to fund and support.

Clarivate and Elsevier’s data analytics products don’t just analyze the impact of academic research articles and their authors, they also analyze data collected before and after journals are published. The companies have expanded their analytics to encompass both the prepublication research cycle and the postpublication research evaluation process.16 They have figured out how to extract profits from every part of the research process. Their analytics products monetize the entire “knowledge production cycle.”17 Elsevier has acquired and extracted data from platforms where researchers share their preprint drafts, such as BePress, Mendeley, and SSRN.18 Elsevier also sells analytics products that evaluate research impact, connect researchers for networking and job hunting, and facilitate research collaboration after papers are published.

Even though Elsevier rakes in profits from data analytics, it doesn’t use that financial fortune to discount its journal collection or make it more accessible to the public. Instead of easing access to academic information, Elsevier shuts off its informational assets to anyone who can’t pay the company’s high prices. Online access was supposed to erase barriers to knowledge by routing the “information highway” through our home computers, phones, and watches. Online information access could revolutionize access to knowledge by sending academic research to anyone who needs it, anywhere in the world. But when you’re a for-profit analytics company that sees academic content as a stockpile of raw materials instead of as individual human insights, you’ll try to squeeze as much profit as possible from your digital collections. Instead of making information access better, Elsevier sets up artificial barriers to entry around its materials, fencing them behind digital “walled gardens.”

Elsevier should be paid market value for its services, but it shouldn’t be allowed to wall off critical public knowledge by charging exorbitant access fees. Yet Elsevier’s prices are so high that many institutions cannot afford to access scientific research. Seventy-five percent of academic research is paywalled, and it usually costs around $30 to look at a single journal article. The paywalls and high prices make it so that many people can’t access crucially important information when they need it. Doctors battling malaria outbreaks in Africa can’t read reports about life-saving medications and measures. They can’t afford to read past the articles’ abstracts.19 Researchers are limited to using whatever materials they can access.20

Prohibitively expensive academic research prices can hamper public health and innovation. A researcher asked scientists all over the world to try to access state-of-the-art research on eye diseases and found that almost half of the world’s researchers could only access around half of the articles.21 While the U.S. institutions could access most of the paywalled articles, researchers in Ecuador and Pakistan couldn’t access any paywalled articles at their institutions. The access disparities stratify wealthy countries’ libraries from developing companies’ libraries, deepening the chasm of inequality. In 2008, Harvard researchers could peruse almost 99,000 academic journals but the best-funded research library in India subscribed to 10,600. Some sub-Saharan African university libraries subscribed to no journals at all.22 A 2019 piece in the Guardian said it succinctly: “paywalls block scientific progress.”23

Even as some research institutions struggle to get academic research, Elsevier is raking in some of the highest profit margins of any industry in the world.24 It costs around $600 to publish a scholarly article, but with the prices Elsevier charges, each article makes the company thousands of dollars.25 Elsevier’s profit margin for streaming academic journals is around 19 percent, which is more than double Netflix’s profit margin for streaming movies and TV shows.26 The entire academic research industry’s profit margins hover around 30 percent, compared to Walmart’s 3 percent profit margins and Toyota’s 12 percent profit margin.27

Profit margins this high don’t happen without exploitation. Elsevier’s high-priced fees for publicly funded research are digital versions of classic, exploitative rent-seeking behaviors. Rent seeking happens when companies manipulate existing public resources to extract wealth instead of creating new innovations and products to build wealth. Monopolists like Elsevier can seek rents on already-existing resources because consumers lack alternatives. In one classic example of rent seeking, a feudal lord hangs a rope across a river on his land and hires a toll collector to charge passing boats to lower the rope so they can cross. The lord hasn’t improved his land or added any value to it, he’s just found a way to make money from something that used to be free. In the digital world, Elsevier can rope off its academic materials and take tolls because people who need the materials have no choice but to pay whatever Elsevier demands.

Publishers profiting from information flows isn’t new. It’s also not problematic—publishers, like other merchants, deserve to be paid for the goods and services they provide. But historically, we were better able to manage our relationships with publishers. When the companies sold paper journals, publishers’ power ended at the point of purchase. Once people bought a journal or book, their own property rights took over. The publisher’s copyright still had weight, but not quite as much. Purchasers couldn’t make their own copies of the item to sell, but they could share, sell, and give away the copy they’d bought. Even if a publisher like Elsevier preferred if purchasers didn’t share their journal with classmates or lab partners, it didn’t have much control over what happened to the publication once a purchaser had the paper copy in their hands. But on Elsevier’s digital platforms the company never cedes that power to its customers. For one, nobody actually buys any journals or books from Elsevier’s digital platforms. Elsevier doesn’t run its digital academic information services like a bookstore. Rather, its content platforms are run the way Netflix runs its video streaming company. Instead of selling journals outright, Elsevier invites customers to subscribe to their content services. Customers can stream Elsevier’s journals, but they can’t buy full ownership of them.

You also never get a physical copy of the material you stream. When academic journal publishing made the transition from paper copies to digital copies on disks and CD-roms, customers could still borrow, share, and reuse the materials they purchased. But when the publishers moved towards “cloud-based” software-as-a-service (SaaS), the publishers replaced physical ownership with platforms on which their materials stay, for the most part, in the companies’ servers. The difference between owning and renting information may feel minor in the moment when you’ve got an article on your computer screen, but it has major implications for access. Buying confers more rights to purchasers than renting. By maintaining full control of the content they sell, the companies can make books and articles come and go from libraries’ virtual shelves, “vaporizing” titles whenever they choose.28 The companies can also embargo new articles and books, even after libraries pay for them, so that subscribers either have to pay extra fees or wait, sometimes over a year, to access the resources.29 Purchasers have far less control over the materials they pay for. They don’t get full ownership, they merely lease streams of information that they may not even be able to download.30

Elsevier’s digital barricades are felt most in libraries. Libraries have, historically, been the gatekeepers of academic knowledge, and the only institutions with deep enough pockets to afford shelves full of academic journals and books. Like research itself, many libraries are publicly funded to ensure that everyone has access to information. Libraries were always a place where no matter how much money you had, you could stop in and grab a book or journal and copy its pages or take it home with you. While we may still envision academic research on shelves in regal stone libraries on a college campus, the reality is that while research libraries’ dapper exteriors are still the same, inside, the materials they provide are, more and more, digital instead of paper. There are a few exceptions, such as Linda Hall Library in Kansas City, Missouri. That library, a brick building smack dab in the middle of the nation, is one of the only free, publicly accessible places to access hard copies of science research articles. But if you don’t live nearby, it’s a tough place to visit.

You’d think that with all of the technological tools at our disposal, we’d be able to replicate research centers like the Linda Hall library online, making an array of scholarly resources available to the public in digital form, but Elsevier and the rest of the academic research oligopoly hold tight to their copyright assets. They don’t seem eager to replace the role of the research library with digital borrowing arrangements such as controlled digital lending. Publishers prevent digital lending with prohibitive licensing agreement terms and lack of funding and infrastructure for digital lending projects.31 They even sue online lending repositories like the Internet Archive32 and people who try to “free knowledge” by sharing articles online.

People have suffered severe consequences for infringing on Elsevier’s copyrights. In one case, Aaron Swartz, an MIT student, was charged with a list of felonies for downloading content from the paywalled digital library JSTOR.33 Even though Swartz didn’t hurt anyone physically, or even financially (he returned the downloaded materials without incident), prosecutors threatened Swartz with $1 million dollars in fines and up to thirty-five years in prison.34 In another case, Elsevier sued Alexandra Elbakyan, the researcher who built the paywall-circumventing website Sci-Hub.35 A New York court awarded Elsevier $15 million in damages in the case.36 Copyright infringement violates the law, but prison sentences and multimillion-dollar fines are disproportionate penalties for student activists trying to improve access to science.

Without digital libraries that lend access to the academic research oligopoly’s content, the only way to access academic materials without worrying about legal retribution by the likes of Elsevier is by accessing the content through the oligopoly’s approved digital ecosystems. When we use those systems, our activities are tracked and policed in ways that were impossible offline. When we do research online, every click, mouse move, and search we enter can be recorded and traced. This digital tracking benefits the data companies in two ways: they can closely guard their copyright assets by policing the traffic and downloads on their platforms, and they can also fold the personal data they collect from tracking subjects into their academic metrics data analysis.

The tracking on these platforms means that there’s no place online where we can privately peruse a digital collection. There are also strict limits on what we can do with digital collections. If you pay to access an article on Elsevier’s ScienceDirect research platform, you’ll be able to view the article on a screen, but you probably can’t share copies of the articles with friends or look at them on a different device. In some cases, you may not be able to download them or print physical copies. In addition, when you use ScienceDirect, you’ll also be tracked by ThreatMetrix, one of RELX’s surveillance products.37

Since they are the only sources for the majority of the world’s published academic research, the research oligopoly can insert restrictive contract provisions into contracts. Even if their contract clauses are terrible, libraries, especially, have little choice but to sign them if they want access to academic journals. Elsevier’s library contracts contain anticompetitive provisions, such as product bundling and nondisclosure agreements. Without alternative sources for the journals their patrons need, libraries are forced into more expensive deals that give them less control over what they’re licensing.38

Instead of letting libraries buy journals à la carte, the companies force them to buy thousands of journals bundled together, all at once. Librarians have named these multimillion-dollar, multiyear contracts “big deals.” These bundling contracts are like all-you-can-eat buffets of content.39 Having more journals may seem better, but, as your librarian—or anyone with messy bookshelves—knows, cluttered collections aren’t ideal.40 Sifting through tons of material can muddle the research process. This is especially true when many of the items in the collection aren’t useful, which is usually the case. When the University of Virginia tracked the use of one of its big deal bundles, Springer Nature, it found that of the four thousand journals in the deal, almost a third of the journals were never accessed. The library’s information policy director compared the bundle to a cable TV package: “[T]hey tell you you’re getting 250 channels, but if you look inside your heart, you know all you want is ESPN and AMC.”41

The contracts also last for years. They can’t be cut short or reduced, so libraries have to keep paying them even if their budgets change from year to year.42 Most libraries have limited budgets, and they’re not impervious to economic changes caused by external factors such as recessions and pandemics. The big deals assume that libraries’ budgets continually increase, but in reality, libraries’ fortunes fluctuate. When hardship hits, big deal obligations leave libraries cutting corners and scrimping on other materials because the oligopoly’s contracts eat up the lions’ share of library budgets.43 In some cases, libraries have to cancel journals published by smaller companies to afford the big deals.44

Bundling contracts like the ones academic research companies use raises antitrust concerns. Bundling deals aren’t inherently bad. Sometimes it’s more efficient and cost-effective to group things together, like selling shoes with laces already wound through their eyelets or selling a ten-pack of train tickets to regular commuters. But other times, bundling harms consumers by forcing them to blow their budgets on things they don’t want. For example, the Supreme Court said movie distributors run afoul of antitrust law when they force television stations to buy packages that include films they don’t want.45 Antitrust experts have argued that the research companies’ big deals are similar to that type of movie bundling.46 In 2018, scholars asked the EU’s Competition Authority to investigate Elsevier’s bundling practices,47 but this kind of argument has yet to be heard by a U.S. court. Without intervention, Elsevier and the rest of the academic research oligopoly will probably keep using anticompetitive contract deals to ratchet up prices and restrict libraries’ abilities to choose what they’re buying.48

Nondisclosure agreements and confidentiality clauses are other contract tools the academic research companies use to leverage contract negotiations with libraries in their favor—if librarians can’t talk about their contracts, they can’t assess what reasonable prices and provisions look like.49 When consumers buy things, they can usually compare their deals with the deals other people are getting to negotiate the best terms with sellers. For example, people can talk to their neighbors about what prices they’re paying for cable TV, or see commercials that describe their package deals. Academic research contracts don’t come with the same transparency. Instead, the research companies make unique deals with each institution on the basis of the institutions’ wealth and negotiating skills. The companies base their prices on what institutions have been willing to pay in the past, and what their budgets can afford.50

When libraries are forced to keep their contracts secret, the academic research companies don’t need to pick egalitarian price-points, they can negotiate with every institution without any consistent fee standards. Nondisclosure agreements make it easy for the companies to charge different amounts to different institutions depending on how much the libraries can pay instead of on the market price or value of the materials they’re selling. During a debate about access to research, RELX’s Deputy Director of Universal Sustainable Research Access David Tempest tipped Elsevier’s hand when he offered his rationale for the company’s confidentiality clauses, saying that without the provisions, “everybody would drive down, drive down, drive drive drive [down competition], and that would mean that—” At this point, his speech was drowned in the audience’s laughter over his accidental admission.51

Without an established market price for academic research materials, the contract-to-contract pricing is uneven and unpredictable. For example, in 2009, the University of Georgia paid $1.9 million for Elsevier’s “Freedom Collection,” but the University of Texas spent $1.5 million for the same product, even though it has a much larger enrollment and almost twice as many PhDs. Similarly, Dartmouth pays $30,000 more than the University of Virginia for the collection, even though the University of Virginia has four times the number of students as Dartmouth. Brigham Young pays almost $80,000 more for its Sage subscription than the much larger University of Arizona.52

Librarians have fought against the nondisclosure agreements. They’ve anonymously shared contracts online. They’ve drafted model contracts to use instead of the data companies’ contracts and worked to standardize contracts across institutions.53 They’ve filed freedom of information act requests to see and compare the secret contracts, working around the nondisclosure promises. Some institutions flat out refuse to enter the nondisclosure agreements.54 But at the end of the day, most librarians honor the silencing contract clauses to avoid conflict with the companies they rely so heavily upon.

The academic research oligopoly doesn’t just strong-arm libraries with contract provisions, they also strong-arm the authors who write the books and journals the companies sell. In a system in which scholars must “publish or perish,” academics spend hundreds of hours a year getting their work published in the oligopoly’s journals so they can keep their jobs. With all of the pressure from academic hiring committees to publish, companies like Elsevier don’t have to pay the authors and editors of their journals a dime—the scholars write, curate, and peer review their journals for free. The exploitation of academics’ work also exploits the public, because we fund both the public institutions that hire these academics and the grants that support their work. If we paid to build a road and the construction company the city contracted with didn’t pay its engineers and charged us huge tolls to access our road, we’d call it corruption.55 But when our taxpayer-funded research is similarly exploited, we don’t say a word. In academic research, we pay billions for work, and the workers pay too. Then, we all get charged for the end product.

After they hand over their work to the publishing oligopoly, academic researchers sign publication contracts that strip them of their rights to access, use, and share their own work. They give companies like Elsevier the sole right to publish their peer-reviewed research.56 They allow the companies to embargo their papers, refusing to release their articles to most institutions before a particular date, even though it’s ready to share with the public. It’s not unusual for researchers, and their home institutions, to hit paywalls for their own work. Our free market system is designed to give people the freedom to contract away almost anything, even the rights to their own intellectual property. Even Taylor Swift can lose the rights to music she “wrote on her bedroom floor.”57 But unlike Taylor Swift, researchers can’t remaster their scientific studies and scholarly research. Many studies would be prohibitively expensive and time-consuming to recreate. The oligopoly forces researchers to trade their once-in-a-lifetime intellectual labor for the hope that an institution will see it published and decide to hire them or give them tenure.

The agreements that Elsevier signs with its authors, editors, and peer reviewers save the company billions of dollars. One study estimates that in 2019, volunteer peer reviewers alone provided over a hundred million hours of free labor to academic journals.58 Researchers and editors don’t just work for free, their articles even provide free advertising for other articles in the companies’ collections. Every academic study is studded with citations that lead readers to click on other journal articles. Literature reviews that summarize and cite past research are a must-have in most articles fit to publish.

This free labor and advertising helps the academic research industry turn huge profits. In Paywall: The Business of Scholarship, a documentary about the academic research market, the filmmakers demonstrated the potential profit of just a few Elsevier articles by multiplying the article’s price by the number of times the articles had been cited. (The filmmakers assumed the authors citing the article paid the price to access it.) The results were astonishing.59 In 1967, Marion Bradford published a method for checking how much protein is in a biological sample in the Elsevier journal Analytical Biochemistry. Elsevier charges $35.95 to access Bradford’s article, and it’s been cited 198,253 times. The movie producers estimate that, so far, the one article alone has paid millions of dollars of dividends to the company. (Of course, Bradford made no money from the publication of his multimillion-dollar paper.) Michael Eisen, a microbiologist at the University of California, Berkeley, called the scholarly publishing scheme a travesty, and said that charging scholars billions of dollars a year to read their own community’s research is “a ridiculous transaction.”60

Ridiculous or not, so long as academia depends on journal prestige to make hiring and tenure decisions, academics will continue to publish in Springer, Elsevier, Wiley, Sage, and Taylor & Francis’s most prestigious journals despite the companies’ exploitative contract requirements.61 Most scholars see signing away their copyrights to the oligopolies’ journals as a requirement for getting a job in academia. The academic information industry is part of a self-sustaining market built on unfair contracts and free labor.

If it only costs Elsevier $600 to publish an article and Elsevier makes $4,000 from selling it, what happens to the other $3,400?62 Even accounting for a 30 percent profit margin, thousands of dollars get sucked back into Elsevier’s piggybank. There’s no evidence that the company shares its windfall with the authors or editors who make the journals, or that it’s used to enrich the scholarly community. Instead, those dollars are likely spent in R&D, developing all sorts of data analytics products for academia and beyond.63 Elsevier’s transition from publisher to data analytics company means it’s focused not on benefitting scholars but on generating more data assets to sell. In academic publishing, Elsevier’s tail wags the dog—whatever Elsevier does, the other academic research companies will also do if they want to compete. So all of the academic research companies are more focused on collecting user data than ever.

The oligopoly companies are acting in concert on data-collecting schemes. They’re doing things like forcing users to turn on their data-tracking cookies on their research platforms, blocking people’s access to journal articles if they block their cookies.64 They’re also working together, with Elsevier, to develop devices like the “Get Full Text Research” function. The function’s sales pitch is that it lets people know where they can access scholarly articles they find online. But Get Full Text Research is really a tool that lets the companies track their customers beyond their research platforms. Get Full Text Research doesn’t reside in a particular platform, it sits in the digital infrastructure of any service that allows it, running in the background of all of your online activities.65 Scholarly communication expert Samuel Moore calls the service a guise to get more data from researchers. He writes that “in return for the convenience of continuous authentication, publishers are able to collect data on users in order to further monetise their behavior. . . .” Moore calls Get Full Text Research part of a larger ontological shift among the oligopoly away from publishing academic research to extracting data from individual researchers.

The German Research Foundation warns that the oligopoly’s shift to data tracking in research endangers science. The companies are turning the acquisition of knowledge into a surveillance program. Academia is being turned into a data industry.66 It’s a natural progression for companies like Elsevier that share the same corporate umbrellas as data brokers.

Being both the main suppliers of research and the main suppliers of data analytics about research gives Elsevier outsized power to shape science. The research oligopoly controls both the input (funding) and the output (research findings) of the knowledge enterprise. Together, these few companies are merging to form a “supercontinent” that supplies both scholarly discoveries and the academic surveillance data upon which all of academia depends.67 Putting this much power into the hands of a few private, for-profit businesses creates ethical dilemmas. Privatizing academic knowledge and combining it with predictive data analytics is not ideal for the public interest. A company like Elsevier can control the academic enterprise by using its analytics to decide what gets published. Elsevier’s decisions could be based on public interest concerns and geared towards meeting public needs, but it’s more likely that a company with shareholders to please will make funding and publishing decisions based on its financial interests.68

In the current system, we are putting Elsevier and similarly situated data and content providers in charge of determining how the world solves its toughest problems, from cancer to climate change. Data companies, not experts, make decisions about science, supporting some research projects and stifling others.

The oligopoly’s control over research institutions is also problematic because it digitizes historical academic elitism and supremacy. Like all machine-learning software, machine-generated journal impact metrics and researcher ranking systems incorporate the same biases, white supremacy, and systemic racism that permeate academia, favoring the work made by white men at elite institutions.69 Academic data analytics don’t repair the racist and misogynistic decisions made in university tenure committees and college boards, they datafy them. Publications from ivy league schools that have historically shut out Black scholars, female scholars, and other marginalized groups have more clicks and citations than publications from historically Black colleges and universities or colleges serving more diverse student bodies. Harvard publications have higher impact and prestige scores than publications from my public, city-serving institution, the City University of New York. The impact factor problem is self-perpetuating—scholars feel obligated to publish in high-impact journals because hiring and tenure committees view those publications more positively. For example, publishing in the Harvard Law Review is more likely to earn you a spot on a law faculty than a publication in The Journal of Gender, Race, and Justice.

Infusing academic impact scores into predictive and prescriptive data analytics products doesn’t just lift certain journals, it also tilts academic funding in favor of for-profit work being done at elite institutions. If grant funders are using academic metrics from services like Clarivate or Elsevier’s Scopus to decide which research proposals to fund, the companies’ algorithms will likely put projects at the fanciest labs on the most well-funded campuses with the most well-cited researchers at the top of their lists. Those projects are often led by senior, white, male scholars from wealthy institutions. The algorithms will likely also favor the types of tech and pharmaceutical research likely to make money instead of research that isn’t so lucrative. Meanwhile, research done to repair market failures such as environmental degradation or international wealth disparities, and long-term research projects that are less “productive” despite their importance, aren’t likely to be prioritized in a system in which profit-and prestige-focused metrics have a lot of weight in funders’ decision-making processes.

Academic metrics can also be gamed by researchers and their institutions. As with any other click-based statistics, people can artificially inflate clicks to up impact scores. Institutions have been known to click on their scholars’ preprints on SSRN and BePress to make it look like people are reading their faculty members’ work. Wealthy institutions that can afford to hire public relations staff have the resources to advertise work and garner clicks in ways that underfunded institutions cannot. Journals can also inflate their own numbers. In 2019, over fifty journals were caught engaging in high levels of self-citation to artificially inflate their journal impact factors.70 The companies themselves have been caught manipulating metrics. In 2009 Elsevier paid academics to write positive reviews of their journal Clinical Psychology on Amazon to boost sales.71 Inflating clicks and sales games the academic metrics system—more attention raises a journal or article’s scores, which leads to more clicks and sales.

Combining research with data analytics doesn’t just hurt research, it also hurts the researchers themselves. Data companies’ algorithms can determine who gets jobs.72 Hiring and tenure committees rely on impact metrics to measure scholars’ value, using the data products to determine scholars’ career trajectories. Metrics weigh so heavily in hiring choices that they change how scholars spend their time. Instead of focusing more on their scholarly pursuits, researchers must spend their time trying to place their papers in high-impact-factor journals to get tenure-track jobs. When metrics decide researchers’ futures, the number of publications on their resumes, and the names of those publications, is more important than the substance of their work. In some cases, scholars feel obliged to tailor their work to journals that will raise their “scholarly impact” numbers.73

The score-powered system especially hurts researchers in places that can’t afford the oligopolies’ products. The oligopoly companies own the most “prestigious” journals with the highest-impact scores. When science researchers flock to publish in those high-impact journals, a glut of research ends up under the oligopoly’s control. The oligopoly companies are Eurocentric, with headquarters in the United Kingdom and the United States, and most of them are published in the English language. Concentrating academic research under the oligopoly’s corporate umbrellas makes research less diverse, and less internationally accessible.

The oligopoly also helps misinformation spread. In a world where scholarly research is paywalled, it’s free to hop on YouTube to watch white supremacists spread racist theories about IQ and race. But, to read a scholarly article refuting the racist YouTubers’ baseless claims with well-researched facts, you have to pay $37.50 to overcome Sage Publishing’s paywall.74

Despite the appalling access disparities that academic data analytics companies cause, academics and their institutions cannot escape these companies and their products. The octopus-like tentacles of these types of monopolies dig into so many parts of academia that it’s hard to disentangle them. Their products aren’t just ingrained in libraries, they’re also used in institutional fund-raising and hiring offices. A single university may use numerous, different Elsevier and RELX products. Once an institution adopts a product, abandoning it is often expensive and time-consuming. Dropping Elsevier journals would require library catalogers and collection developers to find, catalog, and create access to alternative digital resources. Academic metrics products collect cumulative data—once you start collecting that data, you’ll lose it if you switch to a new product.75 The high switching costs associated with leaving Elsevier make researchers and institutions more “dependent on publishers than ever.”76

Elsevier’s tentacles are spread across academic institutions. A university’s law school likely subscribes to Lexis databases. Its undergraduate library negotiates a multimillion-dollar Elsevier contract, and the recruitment and fundraising offices may use some of RELX’s personal data services to decide where to focus the school’s recruitment efforts and to build alumni databases.77 Faculty and hiring committees use academic metrics to decide who to hire and which research projects to support. So many parts of a university might use RELX products that it’s hard to even figure out where, and how deep, its tentacles reach into the institution’s systems. As one librarian explained, “There is no individual or organization within any university that I am aware of that is responsible for the full suite of research workflow services.”78 The data analytics companies are so ingrained in university systems that it would be hard to separate universities from Elsevier’s products and contracts.

If the academic market can’t disentangle itself from Elsevier and the rest of the academic research oligopoly, how can we fix the problems the companies cause? One solution that journal editors have tried is to move their operations out from under the oligopoly’s control. In 2015, the entire editorial board of linguistics journal Lingua resigned when they couldn’t agree with Elsevier on fair pricing. The board started an open access version of the journal called Glossa as an alternative to the paywalled Elsevier publication. Other scholars are starting new open access, peer-reviewed journals from scratch. Mathematician Timothy Gowers launched his own nonprofit, open access mathematics journal, Discrete Analysis.79 Other open access journals have popped up across science and humanities disciplines. Institutions and funders are also forming coalitions. Research funders have formed alliances to support this type of open access publishing.80

But open access isn’t free. Someone has to pay to publish, platform, and maintain journals like Glossa and Discrete Analysis. If we want sustainable, digital Linda Hall libraries, who will bear the costs? While digital publishing is cheaper than print, it still takes time and money to set up and run online journals. Each online journal article costs between $100 and $1,000 to produce and share.81 The open access movement in academic publishing has been around for decades, but the costs of maintaining open access infrastructure have always made it tenuous. Cornell University’s open access archive, arXiv, costs over $2 million a year to run.82 Even with the membership fees arXiv collects, the digital archive still relies on donations and gifts to cover most of its costs.83 arXiv doesn’t have billions of dollars in profits to keep it afloat like Elsevier does, so if it loses its funders’ support, it could cease to exist.

Because it’s so expensive to start and maintain digital journals and their archives, librarians and scholars are stuck trying to work with companies like Elsevier to make their existing journals more open. There’s a laundry list of open access schemes, from open access journals that aren’t peer-reviewed to repositories of preprint versions of paywalled articles.84 But at the end of the day, Elsevier and the other oligopoly publishers are for-profit enterprises that won’t sacrifice profit for public access. In one access scheme, the companies provide access to articles if authors agree to pay an “article processing charge” or APC. With APCs, the companies trade paywall profits for authors’ fees, but they still get paid.

Elsevier and its oligopoly counterparts have proven pretty inflexible when it comes to creating affordable open access. The companies wield their copyrights like suits of armor, acting as if their rights to academic researchers’ articles are ironclad and impenetrable. But copyright isn’t a metal shield, it’s a set of laws designed by humans. Copyright laws don’t grant absolute power, they balance copyright holder’s rights with the public’s need for information.85 Some scholars describe copyrights as bundles of sticks. (One stick is the right to reproduce a copyrighted work, one stick is the right to share the work, one stick is the right to perform the work, and so on.) But copyright owners’ control of the sticks isn’t absolute. Purchasers, and the public, have some rights to use copyrighted materials too.

There are legal safeguards that are supposed to prevent companies like Elsevier from using their sticks against libraries and researchers.86 Before digital books and journals became the norm, the first-sale doctrine ensured that once a library bought a copyrighted work, it could share, sell, display, and dispose of the copy it bought.87 But it’s not yet clear how first-sale rights apply to the digital materials that are licensed, not sold, to libraries and researchers.88 There’s also the fair use limitation on copyrights, which gives people permission to use copyrighted work in limited circumstances where the use is deemed “fair.”89 Fair use and first-sale limits on copyrights are meant to preserve purchasers’ (including libraries’) rights to use and share the materials they buy, even when copyright holders (like the academic publishing oligopoly) would rather limit those rights.

Fair use and the first-sale doctrines were better at balancing ownership rights between analog publishers and purchasers than they are online. Courts are still trying to figure out how to apply copyright rules to digital libraries. Meanwhile, companies like RELX and Thomson Reuters see new digital sharing technologies, as well as the uncertainty in digital copyright doctrine, as opportunities to taper copyright exceptions for digital materials.

The first-sale doctrine is far easier to implement for paper materials than for digital ones. The switch from selling physical materials to licensing access to digital materials helps the companies maintain copyright restrictions even after people “buy” them, because the customers aren’t purchasing the items outright. Instead they are merely buying access to digital copies of the items, which remain in the oligopoly companies’ servers and under their control. In the current licensing scheme, libraries and researchers can’t buy an academic journal article and put it on their shelves or in their backpacks. Instead, they can only stream academic research the same way they stream a show on Netflix or a Spotify playlist.

Under the first-sale doctrine, copyright holders exhaust some of their rights when they sell copies of their work. After a publisher sells a paper journal to a library, the library can lend that copy to patrons, keep the copy for decades, or even throw it in the trash. Once a paper copy of a journal leaves their hands, the copyright holder no longer has absolute control over what happens to that copy. But the first-sale doctrine only kicks in when there’s a “sale.” If libraries can’t buy digital copies, there’s no point of sale at which the data company hands over the copyrighted material to its customer. In the digital licensing scheme, companies maintain control of their copies after the point of sale, curtailing library lending and stifling researchers’ use by limiting what they can do with the materials they pay for. The copyright holders can restrict downloading, printing, and sharing even after libraries and researchers have paid for full access, the maximum level of rights offered by the companies.

Fair use could also be a sturdier safety net in educational settings, but data companies and other copyright intermediaries have convinced courts to decide what counts as fair use in ways that protect the companies’ financial interests instead of consumers’ interests.90 Like today’s antitrust enforcement, today’s fair use analysis tends to hinge on whether the use in question hurts the economic value of the company’s copyright instead of whether the use helps consumers or the public good.91 In the United States, courts are supposed to decide fair use cases by considering four factors: the purpose and character of the use, the nature of the copyrighted work, the amount and substantiality of the use, and the market effect of the use of the copyrighted material. These factors have historically created some copyright exceptions when materials were used for not-for-profit educational purposes. But over the years, courts have given much more weight to the fourth factor, focusing on the market impact of the copying.92

Law professor Brian Frye says that we could treat digital copyright issues more like other property issues instead of giving so much power to copyright holders like Elsevier. He says copyrights should receive the same limited protections as other types of property rights.93 If we were to treat digital copyrights like real property rights, fair use would be like an easement on the property. We could create access easements to academic research that limit copyright restrictions for the public good, leveling the playing field for public information access.94 Courts would be able to differentiate between unauthorized use (copyright trespass) and specific permissible uses, like situations when noncommercial academic researchers can’t get the materials they need with reasonable ease or efficiency.95 Especially in cases when academic research is publicly funded, access could be guaranteed, like an informational version of easements to light or air, limiting the data companies’ full control of critical public knowledge.96 Implementing fair use easements and other types of property access schemes for information access could become a way to “push back on owners’ efforts to erode fair use rights” in the digital ecosystem.97

While we’re rethinking how we treat copyrights, we should also rethink how we enforce them, especially for academic research. Elsevier and federal prosecutors have pursued copyright infringers voraciously, pushing for extreme punishments including millions of dollars in damages for copyright infringement and criminal penalties under the Computer Fraud and Abuse Act, a law meant to punish people who hack into government computers or commit cyber espionage. They pursue these penalties even when the copyright infringers aren’t profit-seekers or spies but idealistic researchers whose piracy is somewhat justified when paywalls are blocking students all over the world from accessing academic knowledge. After Aaron Swartz died by suicide amidst vicious prosecution over his JSTOR downloads, Representative Zoe Lofgren introduced “Aaron’s Law,” which would have limited the kinds of activities subject to the Computer Fraud and Abuse Act’s harsh penalties. People who merely violate platforms’ terms of service agreements wouldn’t face the same criminal consequences as people who hack into government systems to spy.98 Aaron’s Law didn’t pass, but attorney Tor Ekeland’s suggestion that we “reserve criminal sanctions for the cases where it’s truly merited, where a significant and real harm occurred” is still an important one.99

As people on the front lines of information access struggles, lots of librarians see piracy as a necessary evil instead of a deplorable act. Sometimes, creating access to research is a life-saving imperative. Library experts consider inaccessible academic research to be a market failure that prevents doctors, scientists, and technologists from getting critical information that they need. Piracy is the reparative action when companies like Elsevier block access to critical public information.100 Aaron Swartz felt he was providing a “banquet of knowledge” to an information-starved public. Alexandra Elbakyan’s goal is to “remove all barriers in the way of science.”101 These aren’t criminal motives, they’re altruistic aspirations.

Congress could ensure access to academic research, and that the academic research companies maintain reasonable prices, choice, and access for those who can’t afford to pay for scholarly journals and other reports.102 There has been some government support for public access to federally funded research in recent years. In 2013, the White House issued a memorandum directing federal agencies that fund research to provide free, online access to that research no later than a year after publication in a peer-reviewed journal.103 In 2021, Senator Charles Schumer introduced a bill that would codify the 2013 memorandum’s open access initiative.104

Of course, enforcing antitrust laws to curb the big deal bundling, nondisclosure clauses, and other anticompetitive practices that prevent libraries from negotiating fair deals would also lower costs and barriers to access of academic research. FTC and Department of Justice antitrust enforcement efforts could home in on academic research companies instead of allowing the oligopoly to use publicly funded research to take advantage of consumers. Most of all, antitrust enforcement should disentangle data analytics from the acquisition of knowledge. Scholarly journals shouldn’t be mixed up in data brokering and metrics businesses. Academic research is meant to be a public good, not a data-collection tool for private data broker companies. Academic research providers should be focused on supplying high-quality academic journals to the public, not on collecting and crunching researchers’ data to make more money.

Until we limit data analytics companies’ control of academic research, inequality and piracy will pervade academic publishing. Academic research is a critical public resource, and people will work to get essential information to those who need it whether the laws allow it or not. Elsevier’s ScienceDirect has the slogan “making uncommon knowledge common,” even as the company does the opposite by putting knowledge behind paywalls. Meanwhile Sci-Hub, Elbakyan’s illegal academic research platform, actually enriches the commons by sharing otherwise paywalled research. Articles on Sci-Hub are cited far more often than paywalled articles because people can actually read them.105 According to Elbakyan, if Elsevier keeps ignoring its own slogan, she and other open access academic research activists are here to “help them fulfill their mission.”106


4

LEGAL INFORMATION

IN CHAPTER 3, WE SAW how data companies control science and other academic knowledge. Data companies also control legal information. Lawyers, judges, lawmakers, regulators, and anyone else who makes, interprets, or enforces laws in the United States relies on one, or both, of the two major data analytics companies (RELX and Thomson Reuters) for their legal information. Legal information is different from academic information. Instead of being drafted by scholars, legal information is the product of legislative, judicial, and administrative processes. But despite the differences in structure and audience, the data analytics companies treat academic and legal information the same. To the data companies, both types of information are portfolios of copyright assets to profit from, and their legal information platforms supply a wealth of data points for their legal analytics products. The companies use the same exploitative, anticompetitive practices in both markets, including data extraction and pushy contracts and provisions.

Like academic knowledge, legal information is critical public information. Supreme Court opinions, the U.S. Constitution, and other legal writings set the rules for our society. In the United States, legal proclamations are so celebrated that the Declaration of Independence has both its own museum and a Nicholas Cage–focused movie genre. Given their popularity, you may think that everyone would have free-flowing access to our nation’s legal pronouncements. If that’s your assumption, you’d be surprised to hear that nobody—not even lawyers or lawmakers—gets a full, free copy of our laws. Instead, people collectively pay the data analytics companies millions of dollars every year to access their legal information platforms. And the law isn’t cheap: a survey of law firms found that 70 percent of the firms’ budgets go to RELX’s Lexis and Thomson Reuters’s Westlaw.1

Though the legal research duopoly seems like a foregone conclusion to those in the profession, legal information access wasn’t always a monopolistic enterprise. Just as Elsevier was, originally, a small publishing operation meant to share science, Westlaw and Lexis began as legal information services for small legal communities. West Publishing was started by a pioneering publisher named John B. West, who wanted to print court reports for lawyers in Minnesota. Lexis was the brainchild of the Ohio State Bar Association president James Preston. He wanted to build a legal research system for Ohio lawyers. In books about legal research, both West and Preston are portrayed as patriarchs of the legal profession who wanted nothing more than to improve legal information access for lawyers.

Westlaw and Lexis’s origin stories share the folksy, PR-spun feel that big-tech companies invented to humanize their products. People like West, Preston, Steve Jobs, and Mark Zuckerberg are painted as public-serving visionaries with humble beginnings.2 But like the big-tech companies that Zuckerberg and Jobs built, Westlaw and Lexis have proven to be typical, profit-seeking businesses. John West was a book salesman; he wanted to sell more books. James Preston’s database was eventually sold to Mead Corporation, not for its legal databases, but so Mead could get inkjet printing technology from Preston’s business partner. Mead wasn’t even interested in making a legal information product until consultants told Mead that the databases could be profitable.

The consultants were right—it turns out that digital legal information is a multimillion-dollar industry. West and LexisNexis were able to corner the legal data market by being the first to gather the nation’s court opinions en masse. West Publishing, Westlaw’s paper precursor, started publishing the nation’s court papers in the 1800s.3 By 1893, West Publishing was “one of the largest publishing houses of any kind in the country.”4 The companies also started buying up the rights to “secondary” law publications—the legal encyclopedias, treatises, and other writings that explain the law. By the late 1900s the companies owned not just the law, but also the gold-standard overviews of legal doctrine.

West Publishing dominated the paper publishing world for decades, publishing law books “by the million.”5 But then databases were invented. While West ruled the paper world, James Preston partnered with Data Corporation, a defense contractor building data systems to organize Air Force procurement contracts and equipment inventory, to make LEXIS, the first electronic legal information service. By the time the internet was up and running, Westlaw and Lexis were far ahead of the competition. They had already captured the legal information market and created infrastructure that would take any competitor tons of money and time to reconstruct. By both inventing the systems that organize the law and becoming the major publishers of case law and statutes, Westlaw and Lexis were impossible to beat.6 With their plentiful profits, the companies could afford to hire thousands of people, including enough lawyers to run twenty-four-hour-a-day research support hotlines. They could also afford to develop legal research extras, bells and whistles such as digital citators that tell people whether law is still “good” by describing the subsequent history of court opinions, statutes, and regulations. Today, citators are so central to the practice of law that lawyers use their commercial names as verbs: When Marsha Clark failed to find the newest case law in the famous O. J. Simpson trial, Judge Lance Ito threatened her with sanctions for not “Shepardizing” her case.7 (Shepard’s is the commercial name of Lexis’s citator.)

In the 1990s RELX and Thomson Reuters acquired Lexis and Westlaw, respectively, and folded the legal information products into their informational empires. Today, RELX’s Lexis and Thomson Reuters’s Westlaw dominate the legal information market, charging a premium for access to statutes, regulations, and court opinions.8 The legal research duopoly is so pervasive that when either service has an internet outage, the legal profession goes into disaster mode as their work grinds to a halt. (Just search the phrase “Westlaw outage” on any social media platform to see what I mean. During one outage, Josh Chafetz, a law professor at Georgetown Law, declared, “Westlaw is down. There is no law.”)9 Instead of being readily available to the general public, the best legal information sources and collections are only available to those who pay for Lexis and Westlaw subscriptions. The companies paywall our public law on their private platforms.

With their market control of legal information, Westlaw and Lexis are more than legal information providers, they also shape the law. They embed their editorial summaries into court opinions and statutes, telling lawmakers how to understand and apply the law. Their key numbers and headnotes organize all of our legal knowledge into categories and themes. They control the citators that dictate what law is “good” and what law is “bad.” In some cases, they even choose which case law gets published. Their legal product platforms and search algorithms raise some cases and doctrinal materials and bury others, choosing which precedents lawyers use.10 Lexis and Westlaw’s editors and software were never meant to play a role in stare decisis or lawmakers’ decisions, but today, the companies are so pervasive in the legal profession that even typos in their content get baked into the law.11 When their platforms omit a court opinion, it disappears from our laws because nobody ever cites it.12

Just like with academic information, allowing data analytics companies to exert so much informational control turns our critical legal informational resources into fodder for analytics software products. The companies provide the best, and sometimes only, access to our legal materials, and they also run those legal materials through their analytics software and systems to create new predictive and prescriptive information to sell. Their legal data analytics products help the lawyers who can afford them guess how their cases will fare in various courts and intuit what judges and opposing counsel will do on the basis of data pulled from court opinions, news, corporate data, and personally identifiable information.

The more analytics RELX and Thomson Reuters infuse into their legal information platforms, the fewer decisions lawyers, judges, and policymakers will make without the sway of Westlaw and Lexis’s automated selections. The platforms provide “data-driven insights” that tell lawyers which cases are likely to win in court. They also predict whether laws are likely to be undermined or overturned. Westlaw uses its analytics software to predict lawyers’ research, and it will check your legal briefs and suggest legal authority to infuse into the writing.13 Lexis’s data analytics claim they can help lawyers game court cases by supplying the language that will get them the most favorable outcomes in court and telling them how to use opponents’ arguments to strengthen their own.14

Automated legal research moves the onus of legal decision making from legal experts to data analytics machines. Where lawyers and lawmakers once selected their own databases and typed in their own Boolean terms-and-connectors searches, now the research platforms select databases and arrange search terms for users. For example, “Lexis Answers” suggests the question you want to ask as soon as you start typing, anticipating your research path, curating and sharing the content it decides you want to see.15 The data analytics software and algorithms aren’t just telling lawyers how to interpret the law and which law to rely on, they’re making these choices opaque. Nobody can see how these important decisions about the law are made. The algorithms that sift legal data, deciding which cases and laws are most important, make thousands of choices with every click. One RELX employee calls the company’s machine-learning algorithms “blackbox,” because they make so many tiny decisions so quickly that they are impossible to observe.16 Lawyers will rely on RELX’s and Thomson Reuters’s choices without even understanding the logic behind them.

No research is neutral. This includes legal research. Even in paper collections, someone selects what’s included in databases and what’s left out. But digitizing and automating legal decisions in Westlaw and Lexis adds another algorithmic layer of bias to historically biased legal decisions. Law historically has been interpreted to favor the decisions of white, cis, wealthy men. Westlaw and Lexis bake those historical, systemic biases into digital legal research platforms. The companies’ modern databases are rooted in Civil War–era classifications. It’s not surprising that products based on John B. West’s 1800s-era legal classification system “reflect a nineteenth-century worldview” that institutionalizes the white, male, heteronormative, upper-class, able-bodied, and politically conservative perspective.17

Those historical biases are layered beneath similar biases that flow through AI, machine learning, and search algorithms. Like research, AI is also not neutral. “When you rely on an algorithm, what you are getting is someone’s point of view about what’s happening in a database.”18 There are layers of bias in these systems—the biases of the tech developers that build them, the biases of the people who supply the data that trains them, and the biases of the editors and designers who curate the data collections. In legal research algorithms, the point of view is a blend of past and present white, male technologists and white, male lawyers. Machine learning systems are known to be infused with the biases of the humans that create them and the “dirty data” that trains them.19 Like all words and concepts, legal theories and paradigms have various shades of meaning, “depending on one’s perspective.”20 We don’t see all of the various understandings of legal decrees when we rely on just one or two company’s editors to curate all of our primary and secondary legal sources.21 Westlaw and Lexis’s machine-learning systems were trained by (predominately white, male) corporate lawyers who subscribe to the services.

Beyond bias, Westlaw and Lexis’s automated systems also make mistakes. Human summaries of the law are more precise than digital decision making, because humans are better at picking through the complex, twisting-and-turning language of court opinions and the dry, technical language of legal codes. Even if software can help make first-round assessments of the law, it’s better to have human editors vetting electronically driven legal decisions. Susan Nevelow Mart, director of University of Colorado’s law library, found that Lexis’s algorithmic headnote system delivered less accurate results than West’s human-made system.22 In situations in which both systems use algorithms instead of human decisions about which cases lawyers should rely on,23 she was surprised by “how few cases each citation system had in common,” because accurate results would have significant overlap.24 But having humans read and summarize the law is slower, laborious, and expensive work that companies would prefer to swap out for speedy, cheaper algorithms.25

These legal data analytics products also sow inequality because they aren’t available to everyone. They are expensive tools that only well-monied law firms and corporate counsel are likely to afford. The products aren’t made for criminal defense lawyers or public interest organizations. They’re geared towards corporate practices, marketed as products that will help corporate lawyers game the law in their favor by creating “strategic advantages” by crafting certain arguments for certain judges and compiling in-depth predictive dossiers about opposing counsel. Because not all lawyers can afford to access these analytics tools, they tilt the legal playing field, giving some attorneys special information to help them win cases that others cannot see.26

Running a legal system on only two legal information platforms, and depending on their algorithms, seems like a precarious way to make law, yet the most influential law firms, judges, and government offices are resistant to trying alternative legal research products. Some judges won’t even read lawyers’ work if it doesn’t include Westlaw citations.27 State governments are similarly finicky about using services besides Westlaw and Lexis. The legal profession collectively spills billions of dollars into the data companies’ coffers instead of investing in innovative, new legal information products.28 The profession’s product loyalty begins in law schools. Among the first things law students receive when they matriculate are their personalized Westlaw and Lexis passwords. The schools are required to train the students to use Westlaw and Lexis, and the companies offer regular training sessions to supplement those lessons throughout the year. The companies even insert their own sales reps into the schools’ curricula in teaching roles. My own legal research teacher explained that law students pick either the red pill (Lexis-branded red) or the blue pill (Westlaw-branded blue) and then get hooked for the rest of their professional lives.

RELX and Thomson Reuters’s legal research duopoly is so lucrative that the companies can afford to lavish the law students in swag. They give legal professionals luxurious prizes to win their favor. Laws limit how drug companies can induce medical professionals to use their products,29 but there are no similar restrictions for data companies. Lexis and Westlaw have been known to give people designer handbags, iPads, big-screen TVs, and other fancy prizes for using their products. The companies even supply so many pizzas, sandwiches, and other snacks to law students who complete product-training sessions that some students claim they are able to subsist largely on legal research session meals. Beyond prizes, the companies assign personal product reps to every law school and customer’s office. The rep’s main job is to regularly visit users to make sure they’re logging on to their products. Westlaw and Lexis even hire law students at each law school to serve as product ambassadors to their peers.

When two companies run the major legal information platforms, they can use their duopoly power to force consumers to pay above-market prices for access, just like the academic research oligopoly does on their platforms. Paywalls are just as ubiquitous in the legal information market as they are in the academic information market. Putting the law behind paywalls means that sometimes we can’t see the laws we’re supposed to follow. In a legal system in which ignorance of the law is no excuse for breaking it, making the law visible is especially important.30 If a government wants people to understand their rights and legal limitations, the government needs to be sure people can read the jurisdiction’s rules. For over a century, Supreme Court justices have agreed that “living under a rule of law” means that everyone is entitled to be informed about “what the State commands or forbids.”31

Beyond needing access to the law to be a law-abiding citizen, people should have access to the law because it belongs to them. Like taxpayer-funded academic information, our tax dollars pay for the government and the laws it makes. The information that comes from the government is “the information of the people.”32 In the 1800s, the Supreme Court declared as much when it upheld the government edicts doctrine, the principle that nobody can privatize the law.33 Courts have also supported the “citizen authorship” principle, which says the public owns the law because the public pays the salaries of the people who draft legislation. Under citizen authorship, “each citizen is a ruler, a law-maker.”34

Despite judges’ proclamations about public access to the law, legal information hasn’t been treated like a public good. The Supreme Court may periodically pay homage to legal information access, but the government hasn’t been a good legal publisher. The reason John B. West started publishing court opinions back in the 1800s was to pick up the slack for slow government publishers.35 Since then, West Publishing’s court reporters have always outpaced the official reporters from state and federal courts. West proves that legal materials can be rapidly printed when publishing infrastructure is sufficiently funded and staffed.

The lack of public legal information infrastructure and the lack of financial support endure centuries later. Despite its sprawling .gov websites, the federal judiciary’s court opinions sometimes take years to be published and appear online, forcing lawyers to cite Westlaw and Lexis instead. Often, the only way to cite a recent Supreme Court case is to cite it from West or Lexis’s Supreme Court reporters. For example, according to Georgetown’s law library, as of November 2017, the Supreme Court’s official reporter only covered cases through 2012.36 Some precedent-setting court cases never even get officially published, making Westlaw and Lexis the sole providers of those pronouncements.37

It’s easy to see that the government hasn’t focused on legal information infrastructure when you look at its records-sharing platforms. One often-discussed example of how bad the government is at creating access to the law is its clunky, hard-to-use court dockets system. Public Access to Court Electronic Records (PACER) has hardly been updated since it went online in 1998. PACER has been called as “archaic as a barrister’s wig.”38 Private information infrastructure has advanced by leaps and bounds since 1998. Systems like Google Drive and Dropbox let us share pretty much any type of document instantly, in a searchable, printable format, with anyone. Meanwhile, each of our 108 federal courts runs its own PACER system, making cross-jurisdiction searches nearly impossible. Keyword searches are complicated in PACER, and you have to be well-versed at Boolean search operators to find the specific court records you need.

In contrast, Westlaw and Lexis manage to post new court decisions hours after they are issued, complete with annotations and other editorial add-ons. In the paywalled systems, you can easily traverse court materials across jurisdictions. It’s difficult to find cases in PACER unless you know a particular case’s docket number, which is hard to find. That means that you usually have to do layers of research before you can even use PACER to find the records you need. Lexis and Westlaw are far more efficient and user friendly than the public docket system.

For all of its clunkiness, PACER isn’t even free for the public to use. Even though the “PA” in PACER stands for “Public Access,” the access system is paywalled. Unless you have an account, you can’t use it. In 1988, Congress denied the federal judiciary funding to make the court records available for free, so PACER charges users ten cents a page.39 Ten cents a page may not sound like much, but PACER users report that it’s easy to burn $10 “just by looking up rudimentary information about a single case” because you have to click through so many pages to find what you need.40

Without infrastructure and adequate resources for legal information infrastructure, even if the government puts something online, there’s no guarantee that it will stay there. The government’s online offerings are ephemeral, subject to the whims of whoever is in charge. Entire swathes of government webpages can disappear when political winds or congressional moods shift. Regulations, statutes, and judicial decrees have no guaranteed, permanent online homes. Sometimes the government stalls out on maintaining public data collections, leaving citizen archivists to organize our National Archives41 or preserve government information at the end of presidential terms.42 Federal records volunteers are inspiring, but they also expose the government’s failure to ensure continuous, stable access to its records. People shouldn’t have to rush to save government climate policy records just because an antiscience president gets elected.43

According to federal records laws like the Federal Records Act and FOIA, the government is responsible for creating access to its information.44 But online access to official records doesn’t happen for free. Maintaining and organizing online content, and storing it on servers, takes a lot of money and people power. Ensuring access to government information should be a federally funded program, not a volunteer opportunity.

State law access is no better than federal law access. Some states have no online records, some have fee-based access systems, and some states’ online legal information systems are far better than anything the federal government puts online. In short, free legal information access in the United States is a jumbled, inconsistent mess. RELX and Thomson Reuters capitalize on governments’ chronically confused and underfunded legal information systems. When only Westlaw, Lexis, and the government itself control our legal information, the public is stuck choosing whether to wing it and rely on inconsistent government webpages or whether to pay exorbitant fees for paywalled law databases.

Without sufficient information infrastructure legal researchers aren’t the only ones depending on Westlaw and Lexis. States also depend on the data companies to publish their laws. Westlaw and Lexis make the only versions of court opinions for many states.45 Publishing law is time-consuming and expensive, so courts and legislatures outsource publication to the data companies. Getting from “the governors’ pen strokes to the codified set of rules” and to organizing the many decisions handed down from courts each day takes a lot of editorial and maintenance work.46 Some states cannot afford to assemble their own staff or offices to do that work. For those states, outsourcing is a necessary step in making laws.

In states that do put their laws online, the challenge of maintaining current versions of the law online is so burdensome that governments often won’t vouch for the legal information they share. Official government websites can’t always guarantee that the laws they post on their webpages are up to date and correct.47 “Authenticating” laws, vouching for their accuracy, is an important part of publishing the law. Citing bad, outdated law can lead to legal malpractice. Lawyers use Westlaw and Lexis instead of public websites because they know that Westlaw and Lexis are sources that they can cite with some confidence.

Even though publishing the law requires labor, the companies that do it don’t have permission to paywall our only access to laws. So how do Lexis and Westlaw get away with doing just that? Everyone agrees that the “raw” bills and opinions are public information that cannot be copyrighted, but Westlaw and Lexis work around those copyright restrictions by inserting bits of proprietary content into their versions of the law. The companies make minor additions to the law’s text, infusing it with a few subject headings and some commentary—popping a couple headnotes at the top or footnotes at the end of court opinions and statutes, and hyperlinking citations to other proprietary content.48 Even though the companies’ annotations are small (sometimes less than a sentence), they can confer copyright to material that would otherwise be considered a public resource.49

In 2019, the Supreme Court pushed back on the companies paywalling the law. The Court reaffirmed the government edicts doctrine, prohibiting the State of Georgia from keeping its statutes behind a $400 Lexis paywall. The state had sued Public.Resource.Org after it scanned a paper copy of the state’s laws and posted them online.50 Georgia claimed that Lexis’s annotations gave the state exclusive copyright to the entire legal text.

Copyright claims like Georgia’s had succeeded in the past—in 1986, Westlaw successfully argued that its “star pagination” page number markers were worthy of copyright protection.51 In 1993, Congress implicitly agreed to let private companies copyright public laws when it declined to pass a law that would have prohibited private copyrights for compilations of state and federal laws.52 But in Georgia v. Public.Resource.Org, the Supreme Court reaffirmed the public’s right to access the law. The court opined that Georgia can’t copyright its official code even if the text contains some Lexis annotations.53 Chief Justice John Roberts said private companies publishing official codes are government agents carrying out government work. But the Court’s decision doesn’t cover every Lexis and Westlaw legal compilation—at least twenty states claim copyright over their official codes, and not all of those copyrights would be denied under the Supreme Court’s newest interpretation of the government edicts doctrine.54

The data analytics companies’ paywalls around legal information are functionally the same as the ones they put around academic information, but the problems that legal information barriers cause are unique. Academic information is critically important for solving human problems, and legal information is critically important for understanding and protecting our rights. Putting paywalls around legal information perpetuates inequality and oppression in different ways than paywalling academic information does.55 In Public.Resource.Org, Justice Roberts describes the injustice of giving the public a lesser, free “economy-class” version of Georgia’s law and blocking the best version behind a Lexis paywall. The plain words of legal codes don’t always accurately portray what the law is. Statutes are not always easy to understand on their face. Lawmaking is a messy, iterative process, and the end results can be muddled and unclear. Codification is also a complicated process. Sometimes old legal provisions aren’t removed even when new provisions and decisions cancel them out. For example, the text of Georgia’s code still says that sodomy is illegal even though the state’s supreme court declared the law unconstitutional decades ago.56 People need more than just the words of a statute to truly access and understand the law. You shouldn’t have to pay Westlaw $2,570 to be sure your version of the law isn’t an “unenforceable relic.”57

Like scholarship paywalls, law paywalls hurt the people who need legal information the most—people tangled up in the U.S. legal system, whether they’re battling it out in court or navigating government bureaucracy to get the services they need. Incarcerated people and detainees whose liberties (and sometimes lives) are in peril need legal information most of all. Most prisoners’ legal assistance disappears after sentencing, leaving inmates to manage their own cases.58 Without lawyers, inmates depend on law libraries to learn about their legal rights. But, in concert with the rest of our libraries, prison law libraries have replaced their paper collections with research platforms run by data analytics companies.

Both Westlaw and Lexis have built special “correctional” legal information platforms for prisons.59 The correctional product lines seem less focused on information access and more focused on giving guards control over prisoners. They aren’t marketed as a resource for prisoners, but as a tool for prison administrators. Unlike the companies’ other products, which feature attorneys in power suits and scholars in lab coats, the correctional products show a man in an orange jumpsuit with a seemingly artificial tear tattoo by his eye and spider and snake tattoos on his neck.60 Instead of being on the most convenient computer systems, correctional products are offered on either kiosks or tablets. Both of these access points are more isolating and physically restrictive than traditional libraries with their rows of shelves to wander and librarians to talk to. “Kiosks” are computer monitors covered in shatterproof glass and locked inside steel boxes that prisoners can access in a fixed location. Tablets are similarly locked, but they’re portable, so they “decrease the need for prisoner movement” because prisoners don’t have to leave their cells to use them.61

The kiosks and tablets don’t just restrict movement, they also restrict information in comparison to the libraries they replace. The kiosks and tablets aren’t the same as human librarians and more user-friendly law books. Westlaw and Lexis are so complicated that law schools offer special classes to train people about how to use them. Prisoners don’t get those lessons on how to use the platforms. They also don’t always get access to secondary sources that explain what the laws mean and how they work. Lexis and Westlaw’s correctional platforms often contain little more than the case law and statutes for a single jurisdiction even though they replace paper collections that contained an array of secondary sources including legal encyclopedias and how-to guides. Like the rest of the public, prisoners usually need those secondary sources to understand their cases. Before they can file a habeas petition to argue that their detention is unlawful, they have to know what a habeas petition is. Inmates’ cases can also involve both federal and state law, so they might need to access the law from multiple jurisdictions to make their case, not just one. If prisoners in a Florida jail can only access Florida State law, they may not be getting the legal information they need.

Perhaps the worst thing about Westlaw and Lexis’s correctional products isn’t their meager offerings but the surveillance systems that RELX and Thomson Reuters embed in them. The companies put their data-collection and analytics tools in their correctional products so prison administrators can spy on inmates. Paper books don’t have eyes, but the data companies’ prison products are loaded with tools to track their users. The spyware reports everything an inmate does online back to prison guards and administrators. Lexis’s correctional product also polices prisoners’ online activities, “promptly shut[ting] down” any “suspicious activity.”62 The companies create click-by-click tracking lists of prisoners’ searches in their product, as well as any attempts to use any webpages beyond theirs.63

In 2019, the Netflix series Orange Is the New Black featured Lexis’s correctional facility product in episodes about ICE detention centers to illustrate their limited utility for people swept up in ICE’s deportation system. In the show, detained women tried to use Lexis to get information to prevent their own deportations. The Lexis terminals were one of the women’s only information sources. The detainees waited anxiously for their turn on the computers. Whether they could even sit at the terminals depended on “the mood of ICE agents on a power trip.”64 As they waited, they were treated abysmally, held in large, bullet-proof “fish tanks” or rooms stripped of everything except rows of bunk beds. They were fed rotting food and left without anything to fill their days except the memories of the families and lives they might never see again.

Putting Lexis on the show was meant to illustrate how America’s most vulnerable prisoners cannot get access to justice. Offering Lexis instead of real assistance was cruel. Lexis didn’t seem to notice that it was portrayed as part of a human-rights abusing system. The company bragged about the show’s product placement, even though using Lexis in the show wasn’t meant to compliment the company.65 Lexis was built into the scene because one of the show’s writers was a former attorney who noticed some Lexis kiosks on a tour of California’s largest ICE detention facility. The writer knew that a person with no legal training, who may not speak English, wouldn’t be able to navigate such complex legal software. They saw the provision of Lexis terminals to immigrant detainees as a tragic irony.66 Oblivious to the terribleness of ICE detention, Lexis playfully chided a detainee for calling Lexis “Google for old legal cases,” even as the woman frantically searched Lexis’s paltry correctional offerings trying to find information that would save her from being deported. The company spun the immigrants’ suffering into an ad: “[W]e do so much more than just ‘old legal cases[!]’ We offer a wide suite of products designed to glean insights from the vast amounts of data available in our legal system—that includes new and ongoing cases, too.” Lexis’s post about the show ends with a paragraph telling readers to “Click here to learn more about the Lexis Analytics Suite.” You can be sure that few, if any, people in ICE detention can access this fancy “analytics suite” of products. This callous advertising for Lexis seems especially cruel when you consider that RELX has a $16.8 million contract with ICE to supply the agency with surveillance data that the agency uses to arrest and detain women like the ones portrayed in Orange Is the New Black.67

People still use Lexis and Westlaw despite their high prices and questionable ethics because their legal research duopoly is practically impenetrable. Lawyers and legal researchers are stuck with Lexis and Westlaw, no matter what they do, even if the quality of their products isn’t as good as it could be. The problem with monopolies is that you can’t stop using them even if you don’t like what they’re providing, because there are no other options in the market.

You can see the same declining quality in RELX’s and Thomson Reuters’s legal information platforms as we saw in Elsevier’s academic information products. The companies are more focused on growing their legal data analytics business and less focused on providing quality, well-vetted content. They are offering more dubious information products that aren’t great for consumers. Unedited trial court records, unpublished opinions, and law blogs don’t necessarily contain good legal analysis, but they do contain plenty of data points for analytics systems to crunch. This glut of “other content” is similar to the unvetted content on different types of information platforms, but unlike news and entertainment, the law shouldn’t be presented as a never-ending news feed. When content lacking precedential value and expertise appears next to official legal materials and expert analysis, it’s hard for people to figure out what legal analysis is accurate. There’s no label for blog posts specifying that it’s one lawyer’s opinion, and there’s nothing differentiating trial court documents from binding court opinions.

Lawyers and librarians have noticed the declining informational quality on Westlaw and Lexis. Westlaw’s current approach to publishing has been called “the waste-basket method,” because it tosses in whatever legal material it can find, even if it’s junk.68 The “platform-everything-you-can” ethos erodes the law by muddying legal precedent with superfluous content. Legal research blogger Jean O’Grady called out Lexis’s declining legal research product, accusing the company of adding data features to its platform instead of improving the legal information offerings. O’Grady writes, “It is a rather sad commentary that Lexis appears to view their flagship legal research product Lexis Advance as a sinking ship which must be held afloat by their other product lines—mostly products which Lexis did not develop but acquired over the past few years. Are Lex Machina, Law 360, Ravel and Intelligize really commercial pontoons keeping Lexis Advance afloat?”69

Despite their anticompetitive market domination, the federal government has done little to curb Thomson Reuters and RELX’s control of legal information in the United States. After Thomson bought West in 1996, the Department of Justice ordered the company to divest some of its assets to Lexis to prevent Thomson from monopolizing legal information.70 As the government has done in other informational market sectors such as the government data brokering market, it equipped RELX and Thomson Reuters to be a legal information duopoly.

Without government intervention, other companies can’t compete. The duopoly companies can sue their competition out of business, burying them in legal fees. Alan Sugarman, a lawyer who tried to compete in the legal information market, described West as a cutthroat company that’s “incredibly litigious . . . suing people right and left.”71 In the 1990s, when Sugarman fought West’s copyright claims in court, the judge called it a David versus Goliath battle: a legal information giant against Sugerman’s small startup business.72 Sugarman ultimately won the case,73 but the victory didn’t matter for his company, HyperLaw. The legal dispute sucked up all of Sugerman’s financial resources. West’s litigation effectively shut HyperLaw down. Almost thirty years later, Westlaw sued another legal information startup, ROSS, out of existence. Thomson Reuters claimed ROSS violated its copyrights by downloading Westlaw data.74 Although ROSS was likely to win in court, the litigation costs were so high that ROSS was out of business within a year. In the startup’s farewell message, ROSS said the spurious lawsuit strangled their fledgling business.75

Lawsuits aren’t the only weapons the companies use to stifle competition. They also swipe other companies’ innovations. When I worked at Bloomberg Law, a legal research website started by financial data analytics company Bloomberg L.P., I saw firsthand how the companies can smash startups. Within months of cool new product features being released on Bloomberg Law, the duopoly would fold the same features into their products. Westlaw and Lexis were so powerful and well-equipped with product developers that they could quickly incorporate all of our new innovations as features on their platforms. Years later, I wasn’t surprised to read that Bloomberg L.P. insiders call the Bloomberg Law project “Bloomberg’s Vietnam.”76

The legal research duopoly can also stifle open access efforts in the legal information sector. The companies pay firms to lobby against laws and policies that would improve free access to the law. Thomson Reuters and RELX’s business models—making people pay for government information—are antithetical to government transparency, so the companies fight laws that would improve access to legal information. Together, RELX and Thomson Reuters spend hundreds of thousands of dollars convincing lawmakers to vote against laws intended to improve PACER and other public legal information projects. In 2019, Thomson Reuters spent over $300,000 lobbying against the Electronic Court Records Reform Act,77 a law that would make PACER materials free to the public.78 RELX similarly spent over half a million dollars lobbying Congress to vote against public PACER access and to vote against privacy laws that would have stifled the company’s data brokering business.79 In 2020, the companies funded efforts to kill another public PACER bill.80

RELX and Thomson Reuters also put the same types of anticompetitive contract provisions they use in academic product contracts into legal product contracts. Westlaw and Lexis contracts bind consumers with burdensome nondisclosure agreements and expensive product-tying deals. Like academic law librarians, law librarians cannot discuss their contract terms.81 Thomson Reuters has even tried to force librarians to sign nondisclosure agreements before negotiating contracts to keep negotiations secret.82 Contractual silencing helps RELX and Thomson Reuters charge customers different prices for the same product on the basis of what they think the customer will agree to pay. After all, nobody knows the market value of legal information if nobody knows how much anyone else is paying for it. This type of price discrimination pushes each customer to pay the maximum amount they can afford, instead of creating an equal pricing scheme. In 2016, after Lexis wrote licensing agreements with such broad nondisclosure clauses that libraries could not discuss any aspect of their contracts with their professional colleagues, the American Association of Law Libraries asked Lexis to narrow the language. Lexis said no.83

The companies’ nondisclosure agreements are so effective that law librarians are afraid to discuss their Westlaw or Lexis contracts. When a library science student circulated an anonymous survey asking librarians about their Westlaw and Lexis contracts, only twelve of the seventy-five recipients responded.84 Most of the librarians who didn’t answer declined because they were afraid of breaking their nondisclosure agreements. These nondisclosure agreements don’t just scare librarians, they also make it hard for the public to see how much of their tuition and taxes are flowing to Westlaw and Lexis. Many of the institutions that use legal information—courts, academic institutions, government agencies stocked with lawyers—are public. Because of the nondisclosure clauses, students have to file freedom of information requests to see how much of their tuition is going to the data companies.85 Even when Georgia and Public. Resources.Org fought it out in court, the state didn’t reveal the details of its deal with Lexis.86

Product-tying “big deal” contracts are another anticompetitive tool that RELX and Thomson Reuters use in both legal information and academic research products. Westlaw and Lexis contracts combine critical primary legal resources (the laws themselves) with secondary fluff like case briefs and other editorial content, forcing people to buy both unless they want to pay even more exorbitant “à la carte” prices for individual databases. The companies make it hard for consumers to carve out smaller contracts for just the materials they need.87 Legal professionals and schools spend thousands of dollars on bloated law products pumped full of unnecessary data analytics tools. UCLA alone spent $340,000 on Westlaw and $250,000 on Lexis between 2015 and 2020, and significant chunks of law firm budgets go to Westlaw and Lexis subscriptions.88

Lexis and Westlaw have such firm strongholds on legal information that to break up their duopoly, we’d have to re-envision legal information access in the United States. Luckily, a group of legal scholars and practitioners are already working on projects that envision different, alternative legal information access models. An international coalition called the Free Access to Law Movement (FALM) is thinking about how to provide free, online access to legal information.89 Cornell Legal Information Institute (LII) was the first open access product of the FALM movement. Today, Cornell LII serves over thirty million unique visitors each year as one of the main unpaywalled, comprehensive sources of legal information in the United States.

FALM members treat legal information like “digital common property” that should be accessible to everyone—the government edicts doctrine for an electronic era. U.S. law reflects FALM principles both in cases like Georgia v. Public.Resource.Org, and in public records laws like the Federal Records Act,90 the Presidential Records Act,91 and of course, the Freedom of Information Act.92 These laws are meant to ensure that the federal government preserves, and provides access to, government records.

If we were serious about implementing the government edicts doctrine, we’d turn FALM principles into government policy, not just judicial dicta or aspirational (unfunded and unenforced) legislative language. Right now, FALM is a nongovernment movement. Cornell’s LII and all of the other LIIs that serve as our primary, public legal information platforms cost money and require constant, consistent maintenance.93 There needs to be a legislative mandate to create the legal information infrastructure and designate the staff needed to build and maintain it, and there needs to be a sufficient budget to put up authenticated versions of legal information and update that information regularly.94

Regarding information technology, the U.S. has always scraped by, budget-wise, investing a minimal amount of money and resources in informational infrastructure. The government has neglected to build national public centers for legal information, even though centralized, easy-to-navigate access to our laws is a basic public service that the government should provide.

There are laws that are meant to ensure access to government records, like the Federal Records Act (FRA) and the Freedom of Information Act (FOIA). They could be expanded and updated to cover electronic versions of our primary legal materials. The FRA tells the government how to manage its records.95 It creates requirements for how government offices collect, preserve, and dispose of federal records. It works in tandem with the FOIA, which ensures access to the same records. Together, FRA and FOIA are like a lock-and-key system for our federal records: FRA secures federal records by ensuring they will be properly preserved and not thrown away, and FOIA is the tool the public can use to release the records and ensure government transparency. These government information preservation and access laws fall short because they only apply to agency records.96 FOIA requires agencies to give the public agency records, but there’s no law requiring anyone to provide laws, regulations, and court opinions.

The FRA and FOIA also fall short because they are outdated. The laws were written in the 1950s and 1960s, and they haven’t been thoroughly overhauled for digital publishing, even though today most federal records are “born digital,” created electronically and never printed to paper. Congress recognizes the waning utility of paper records. It advances bills that would banish paper versions of major federal publications, like the Federal Register,97 and it moved FOIA records repositories from their physical library spaces to online “electronic reading rooms” decades ago.98 But even though Congress has moved government publishing online, it hasn’t sufficiently funded the government’s online information infrastructure. Congress seems keen to eliminate the government’s paper publications but less willing to invest in improving the government’s digital publications.

Congress hasn’t seriously entertained laws that would ensure online access to authenticated, up-to-date case law and statutes. The American Association of Law Libraries has convinced some states to adopt versions of the Uniform Electronic Legal Material Act (UELMA),99 which guarantees access to authenticated legal information, but no federal law obligates U.S. courts and legislative bodies to provide continuous access to authenticated legal materials.

An updated FRA could expand the definition of “federal records” to cover the laws, including congressional and judicial records. The law could also require online preservation and consistent access to regulatory, judicial, and legislative records instead of just preserving agency records in paper or electronically. Because FOIA shares its definition of “federal records” with the FRA, changing the scope of what’s considered a federal record in the FRA would also expand FOIA access to the same records. Amending the definition of federal records to something like “Records include all recorded information, regardless of form or characteristics, made or received by a federal agency, and all sponsored bills and Acts of Congress, and opinions issued by U.S. Federal Courts—” would go a long way towards creating access to the law.

If we wanted to fully implement the government edicts doctrine, we’d also push back when companies claim copyright to our laws. We’d make it impossible for data companies to privatize the law and keep it in walled gardens, away from the public. Instead, we’d treat legal information like a common, public good. Legal information access wouldn’t be an exclusive experience that only some people can buy, like seeing Beyoncé at Coachella. It isn’t enough to revive the government edicts doctrine, we need to see that it ensures digital access to every U.S. jurisdiction’s court opinions, statutes, regulations, and constitutions, as well as the secondary explanations that we need to make sense of those legal declarations.

We’d also make sure the government was putting out open source versions of the law if we were serious about improving access to the law. If we wanted to invite more competition in the legal information market, we’d require courts and legislatures to provide copies of their judgments and legislation in “the best computerized form that they can produce” to anyone who wants to publish it.100 If the law was open source, legal tech startups could innovate and compete in the legal information market, and the public could get copies of the law for free.

Until we change the law, we should welcome new legal information startups and stop enforcing the fallacy that Westlaw and Lexis are the only options for legal information access. We can support FALM organizations and new legal information platforms instead of clinging to the legal information duopoly’s products. We can urge courts to accept “universal citations” instead of ones based on Westlaw or Lexis publications.101 The legal profession is steeped in tradition and slow to change, but we can make decisions, as individuals, about where to search for our legal information and we can push for public access to the laws we have a right to access.


5

FINANCIAL INFORMATION

CHAPTERS 3 AND 4 COVERED “publisher-grade” information—information written by scholars, lawmakers, or other experts. Financial data is somewhere in between the unstructured personal data dossiers that the data analytics companies sell and that “publisher-grade” information. The term “financial data” can mean different things: people use the phrase to describe data about our personal finances, and they also use it to describe data about financial opportunities. This chapter focuses on the latter type of data: information and data about companies, industries, and stock market trends—the types of information that help people make savvy investments.1 Data analytics companies sell the raw financial data (stock prices, market trends, data derived from companies’ annual reports), but they also sell financial information, compiled and aggregated into “insights” that tell investors where to put their money and help investors and banks avoid financial risks. Companies like Bloomberg L.P., LexisNexis, and Refinitiv Eikon—which was until recently a Thomson Reuters company—claim to “connect the world’s decision makers to accurate information on the financial markets and help them make faster, smarter decisions”2 and to prevent financial risks by “identify[ing] fraudsters.”3

The data analytics companies provide the same kind of gauzy descriptions of their financial data products and services as they provide for their other “risk” products. Instead of clearly explaining what their financial products do or how they work, companies like RELX and Bloomberg L.P. say that they will “let you make critical business decisions with confidence and speed” without describing which decisions they mean, or how their products make those decisions. Because good financial information is hard to find, people who make financial decisions pay a premium for financial data analytics products. These data products are as integral to finance professionals as the companies’ legal information products are to lawyers. Just as “there [was] no law” when Westlaw went down, financial operations all over the world “ground to a halt” when Bloomberg went offline for a few hours in 2017.4

While people treat resources such as Refinitiv and Bloomberg like crystal balls that foresee the financial future, the companies make their financial insights the same way they make their other risk insights—they process a slurry of data and information scraped from SEC filings and other public records or drawn from stock price updates and financial news through their machine-learning and algorithmic software and systems. Their data analytics claim to list the riskiest investments and identify emerging industry trends using data-crunching technology, telling financiers what to do, but they are vulnerable to the same shortcomings as the other data analytics products.

As we’ve seen, in these massive data analytics systems, there are no errorless sets of data or perfectly unbiased algorithms. Financial data isn’t some magical exception to the biases and data quality problems that pervade the other data analytics products. Truly, we don’t know how reliable the financial data analytics products are. They are created inside the companies and they don’t go out for peer review like academic research. Nor are they externally issued official decrees from the government, like laws are. And unlike personal data dossiers, financial data dossiers aren’t about humans, they are about markets that can’t complain when their data dossiers are mistaken. In fact, the financial data products are so heavily used by major financial forces that we probably can’t even tell when financial data analytics are wrong. Even if their predictions are flawed, the analyses are adopted by so many banks and investing firms that they’re self-correcting—they become truthful as they’re followed by all of the forces that shape the market. The financial information products aren’t powerful because they’re right, they’re powerful because they tell the financial sector what to do, and the financial sector listens. They’re not just predictive, they’re self-fulfilling financial prophesies.

We rely on financial information to make decisions about how to invest our money, whether it’s choosing a retirement plan or avoiding risky investments. Like picking a restaurant in an unfamiliar town or buying a car, we can’t make good financial decisions in a vacuum. We need information about the options and help in picking the best one. People who have more access to financial data ultimately make greater financial gains. As famous investor Peter Lynch explained, “If you don’t study any companies, you have the same success buying stocks as you do in a poker game if you bet without looking at your cards.”5

In a world where finance seems like alchemy, it’s difficult to figure out which financial information is safe to rely on when you’re trying to save or invest your money. Back in the 1700s, economist Adam Smith described finance as an “invisible hand” that distributes wealth. Financial information and data help make the “invisible hand” visible by predicting markets’ ebbs and flows and providing rationales for why they’re happening. That’s why people call financial information services like Bloomberg L.P.’s the lifeblood of the financial world.6

The gulf between what financial data subscribers and the general public know about finances is an “information asymmetry,” or an “information failure.” Information asymmetries perpetuate inequality in economic transactions. Financial information asymmetry is like other social asymmetries: creating inequality and hardship for some in order to benefit a few others.7 Money is a social construct, a system humans made to determine who gets what. While some social functions like convening meetings or ordering goods and services have been simplified online, monetary systems have grown more complex through datafication.

Over the last hundred years, finances have become less connected to tangible, material goods and more “informationalized.”8 We started investing not in tangible objects, but in intangible corporate profits by purchasing stocks and bonds. Then the stock market moved from physical trading floors to datafied, online trading. The relationships between humans, financial instruments, and goods themselves has become increasingly distant and unclear. Today, stocks seem more like obscure, virtual financial ideas instead of physically tangible dollars or stock certificates. Law professor Julie Cohen explains that digitization has made the idea of money both “increasingly notional” and “increasingly detached from the real-world activities that it was designed to enable.”9 This detachment has put an informational wedge between most people, who have varying degrees of resources and sophistication, and the rarified world of stockbrokers, hedge funders, and other Wall Street financiers with a wealth of financial information on their desktops.10 That complexity has only increased information asymmetry—people with access to financial information products are the only ones who can figure out what’s going on as the financial industry becomes more abstract.

Financial data analytics that explain the value of stocks and investments might seem cutting edge, but financial data services aren’t new. We’ve been transmitting financial data since stock prices were sent by telegraph and printed out on paper strips. The ticker symbol codes we use to identify publicly traded companies are a relic of a centuries-old financial data system, made to fit on telegraph tape, the earliest mass-communication technology for financial information. As in the legal information industry, there used to be mom-and-pop financial data companies that compiled and provided structured access to SEC filings and corporate overviews.

Financial data also isn’t rare. There’s plenty of information about companies and market trends online. But the best financial information is consolidated within the walled gardens of just a few data analytics enterprises. As in the other informational markets, many of the specialized financial information services have been acquired by the data analytics companies. Data companies like RELX and Thomson Reuters were among the first to develop robust financial data collections. Just as RELX’s Elsevier cornered the academic market by being the first to publish academic journals and platform them online, and RELX’s Lexis was the first to develop case law databases, Lexis was also first to provide a digital search-and-retrieve system for the SEC’s digital financial disclosure system, EDGAR (Electronic Data Gathering, Analysis and Retrieval).11 In addition to getting in early, RELX has been able to acquire a host of smaller financial data companies.12 Lexis sells financial information and also uses its financial data company acquisitions to bolster its “risk” business, building tools that root out fraud and other financial malfeasance.

Bloomberg L.P. similarly cornered the financial data market by being the first to sell a real-time financial data service to finance firms. In the 1980s, Michael Bloomberg used his investment banker know-how to invent a computer terminal to help people simplify and make sense of financial information.13 Today, Bloomberg has carved out its niche, dominating the financial information market. The company’s double monitors and chunky, rainbow-colored-keyboards are the “sun” that powers the financial solar system, a fixture in Wall Street firms.14 These products are the only way to “mainline real-time market data.”15

The prices for these financial data platforms are steep, costing thousands of dollars a month.16 Bloomberg is for wealthy bankers, not for the public. Its extra features—restaurant reviews, vacation advice, and entertainment news—are “optimized for the 1% of the 1% looking to blow some of the wealth they have just extracted from their fellow man.”17 Financial institutions and corporations pay billions of dollars, collectively, to get premium financial information.18 The investment in information is worthwhile, because financial information is especially hard to parse. Unlike with other information markets, it’s not hard for the public to find free financial information online. There is plenty of financial information floating around, but a lot of that information is speculative, unverified, and out of step with the information that the market movers are getting on their subscription services. The information is also packed with financial and legal jargon that makes it hard to understand.

Access to financial information is so important that we’ve had laws guaranteeing it for over a century. Like legal information, financial information is not supposed to be subscription-only. States passed laws requiring businesses to share financial updates as early as 1911. The laws were written in an era when new printing innovations and transportation methods were making it easy for speculators to pass through towns, luring people to invest in fraudulent ventures, and mailing mass-produced alluring ads for speculative investments to people’s homes.19 The state laws were called “blue sky laws” because they were meant to enlighten consumers presented with risky schemes having “no more basis than so many feet of blue sky.”20 Kansas was the first state to pass a blue sky law. It’s little surprise that, in the same era, Kansas was depicted as a place where the Wizard of Oz could roll through town selling crystal ball fortunes and fake elixirs to farmers and their families.21

In the 1930s, financial disasters led the federal government to pass similar financial disclosure laws. Without access to substantive financial information, unfounded gossip caused bank panics and intensified financial depressions.22 National events made people worry about money: farmers couldn’t sell their crops,23 gold prospectors’ booms were turning into busts as surface gold dwindled,24 and “paper railroads”—speculative railroad plans without proper funding—left investors empty handed. As people heard rumors about missing gold, failing railroad deals, and bankrupted farmers, they began to worry about their own investments. Stories swirled about banks folding and business ventures in peril, and people stopped trusting the financial system. Without knowing whether their accounts and investments were safe, everyone rushed to withdraw their funds from financial institutions. The Great Depression, the biggest economic crash in U.S. history, was spurred by a “contagion of fear.”25

1930s-era legislators sought to prevent market upheaval by making financial information publicly accessible. New securities laws were meant to prevent financial panics by providing the public with plenty of financial information.26 The first securities law the federal government passed, the Securities Act of 1933, was nicknamed the Truth in Securities Act.27 The Act required publicly traded companies to publish financial disclosures.28 The Securities and Exchange Act of 1934 ensured more market transparency, creating the SEC, an agency tasked with making sure public companies and markets operate transparently.29 Today, the SEC is one of our most powerful financial information agencies.

Economists have identified the phenomenon of financial “information cascades,” herd-like behavior in which groups of people react to outside information by taking an identical action, simultaneously and swiftly.30 Like animal herds stampeding when they hear a loud sound, people will stampede banks to withdraw their money when they hear worrisome financial gossip, or pour their money into shady investments when they hear about potential windfalls. In one recent information cascade, commenters on the social media platform Reddit convinced droves of people to dump millions of dollars into stocks from failing businesses including GameStop and AMC Theaters. Spurred by word of mouth, millions of people invested their money on the basis of posts from armchair financiers trying to imitate hedge funds.31 Ill-informed investors lost their lifesavings when stock prices crashed.32

The best way to stop information cascades is with corrective information. Once people know which banks and investments are safe, they can regain trust in financial institutions and the financial system starts working again. That’s why today’s policymakers use information campaigns to restore confidence in banking systems when they struggle.33 Investing and banking are trust exercises—we hand over our savings to institutions with the promise that they’ll protect our finances. It’s no surprise that, during historic financial downturns, people hid their money under mattresses and in coffee cans. They even carried their entire savings in their wallet instead of participating in banking systems.34 Financial disclosure laws don’t just protect consumers from fly-by-night business ventures, they also protect our faith-driven financial system from collapsing.35

Since the 1930s Congress has infused even more financial information access into our laws, reacting to modern information cascade-driven crises and also to situations in which corporations hid important information from the public. For instance, Congress made more financial transparency requirements after companies such as Enron and WorldCom caused financial catastrophes by hiding their bad financial realities from investors.36 After the 2008 mortgage crisis, which happened because people weren’t told about the risks associated with their home loans, Congress created the Consumer Financial Protection Bureau (CFPB) to help consumers understand financial instruments and investments.37

Agencies like the CFPB recognize that financial information access isn’t just a matter of protecting the financial industry—it is also important for protecting consumers. Bad financial actors can use the lack of free-flowing public financial data as a tool to hide scams and to grift from the public. Bad hunches and hot financial tips can come from “stream[s] polluted at the source.”38 People who can’t access financial information are easy marks for predatory financial schemes.

Financial information access is also a necessary part of repairing systemic discrimination that pervades financial systems. Financial information inequality is part of systemic financial discrimination. The same redlining practices that historically deprived Black people from home ownership are now used to deprive people of color from access to credit and investments. When Congress passed the Equal Credit Opportunity Act in 1974, it recognized that not only do investors vary, the ways they are treated by lenders and investment banks vary.39 It is harder for minority entrepreneurs to invest in ventures and to start their own successful businesses because they can’t access the financial information resources they need.40

Unfortunately for consumers, the financial information guarantees in securities laws have been weakened over time. Financial institutions have used their lobbying and legal powers to bend statutory language and regulatory interpretation to withhold information.41 Companies have also figured out ways to hide information in their financial disclosures. Their SEC disclosures have snowballed into hefty tomes. Between 1950 and 2004, Fortune 500 companies’ annual reports grew from around 16 pages to over 165 pages.42 Ford’s 2019 10-K is 182 pages long.43 Much of the content in these hundreds of pages is irrelevant, redundant, and trivial. Filings like these leave readers sorting through haystacks of financial jargon to find the nuggets of actionable information.44 The lawyers who draft financial disclosures don’t help make these disclosures more clear. Companies have been known to paint positive pictures of their finances for investors even as they’re sinking in bad deals and rising debt.45 The government mandates companies to disclose investment risks to the public, but company lawyers have found ways to describe risks that make them seem less worrisome or embarrassing. It’s easy for people without more interpretive tools to miss seeing the companies’ true financial pictures by reading SEC reports.46

The voluminous company records also don’t help us invest more wisely. Most of us can’t read through two-hundred-page financial reports, making sense of all of the financial jargon and legalese, to figure out which companies to invest in, even if we’re given a list of good options. But experts say that to make reasonable investments, people must read and comprehend “all the noise and signals in the marketplace that encapsulate formal disclosures, economic data, market trends, senseless speculation, and irresponsible rumors.”47 This means that, without the help of specialized information services, most of us aren’t reasonable investors equipped to participate in financial markets.

Companies’ financial information hasn’t just grown more voluminous, it’s also grown more complex. Historically, the United States has supported complicated, speculative investments because they can be used to finance big projects like railroads and wars. The nation’s most ambitious projects were built on financial risk and national investments. This acceptance of risky investment schemes has become embedded in our digital ecosystem.48 As with other types of information, digitization and datafication have made financial information far more complex than its analog predecessors. Today’s financial data is not as straightforward as printed balance sheets and stock price updates in the daily paper.49 Investment portfolios and market trends are depicted on complicated spreadsheets, line charts, and other jargon-filled interactive data visualization tools.

Datafication has also made investing itself more complex. Financial institutions have been able to use data analytics products and forecasting models to create more complicated “exotic” financial instruments and schemes (versus traditional “vanilla” schemes). The subprime mortgage crisis showed how opaque, complex financial instruments can hurt consumers. Loan companies and investment bankers invented obscure financial instruments to sell people’s debts. By the early 2000s, lenders were routinely bundling mortgages, credit card debt, student debt, and car loans into securities to sell to investors.50 As debt became more profitable for rich investors, lenders convinced more and more people to take on risky mortgage arrangements. Mortgage delinquencies soared, the housing market crashed, and people lost their homes and the money they’d invested in them.51 While many of us can explain the mortgage crisis in broad, sweeping terms (like my own explanation in this paragraph), few of us understand how the actual asset-backed securities that caused the crisis work.

Datafication has also made investing harder to keep up with. Investing has gotten much faster in our digital ecosystem. The financial system we built in a pre-internet world has sped up to a pace that the naked eye cannot follow. Without the high-speed, real-time data platforms, most people can’t track financial investments. People with the right kind of data access can make lightning-fast stock trades, and they can see market changes before the general public sees them.52 Online trading has become such a rapid-fire activity that it is virtually impossible for someone who lacks the best data and technology to get ahead in financial dealings. In 2012, financial journalist Scott Patterson predicted a new financial hierarchy based on who owns the most powerful data systems53—a decade later Patterson’s prediction has come true.54 Digital trading tools have created a “shadow banking sector” that only some people can see.55

Financial information is so fast-moving and complex that merely putting SEC filings or stock prices online doesn’t make financial information “accessible.” The SEC’s EDGAR system posts information online, but it doesn’t make the information any easier to sift through or understand. Unlike the judiciary’s PACER system, EDGAR is free to use, but it contains over ten million records—an overwhelming amount of information for even the most skilled investor.56 EDGAR contributes to a digital financial information glut. It doesn’t break down hundred-page filings into easy-to-parse pieces or compare companies to one another with the click of a button. It doesn’t warn about negative filings or bump the best investment bets to the top of the list. It’s hard to search and slow to update.57 EDGAR may provide a “common pool of knowledge” but it doesn’t fulfill its goal of guaranteeing that “individual investors are not at an informational disadvantage to institutional investors and securities offerers.”58 EDGAR’s public access can’t compete with the subscription financial information services. On EDGAR, “The common user and particularly the retail investor are overwhelmed by the deluge of information, not empowered.”59 The differences between free resources like EDGAR and subscription platforms like Bloomberg and Refinitiv divide financial information access into a two-tiered scheme: one tier for the public, and another for wealthy people who can afford Lexis, Refinitiv, or Bloomberg L.P. services. Like clothing, automobiles, and other types of goods, financial data ranges from high-end, designer data to low-end, “off-the-rack” information. Nonprofessional investors who invest their own money are “retail investors” who get their information “off the rack,” from public sources like cable news stations, social media and free other online content, and newspapers.

In contrast, the designer financial information services aggregate data across SEC filings with the push of a button. They can instantly provide up-to-date marketwide summaries and outlooks, comparing multiple companies clearly and easily. People with Bloomberg access can zip from one complex financial calculation to another, “running down a hunch and preparing to make a killing,” by correlating data charts and news reports, splicing different pieces of information to find patterns and perceive changes, and exploiting information advantages “with overwhelming financial force.”60 If you have a Bloomberg or Refinitiv terminal, you can see up-to-the minute trading data and get explanatory overviews about companies and markets.

For investors without those informational resources, finances can seem as random as weather patterns seem to nonmeteorologists. It’s hard to predict what markets will do, and it’s hard to decide how to invest our money, without good, reliable information. Without equal access to financial information, people have wildly different perspectives on financial risks. Factors such as status, family history, ethnicity, religious and cultural beliefs, and historical racial discrimination color peoples’ understandings of how finances work and shape their reasoning about what is a good deal and what is a bad deal. In an information vacuum, people are prone to making investment decisions based on their guts, Superbowl ads, and superstitions.61 It’s more likely to be “dumb money” (a term economists associate with retail investors) than “smart money” (the name given to institutional investors and market experts)—in 2012, the SEC said that most U.S. investors lack basic financial literacy.62

Not only do people not understand the markets, they also don’t understand their own level of risk compared to the risk of the people they get their financial advice from. Financial risk for one person may not be a risk for someone else, depending on job status, geographical location, and debt history. Expertise also varies from person to person. Some laypeople are experts in certain financial areas, but not others. For instance, airline pilots familiar with the costs of jet fuel may be able to make predictions about aviation industry finances after seeing how many passengers are boarding their planes. They may regularly read airline trade magazines. This body of knowledge makes the airline pilot more savvy about aerospace markets than others. But that same pilot might know comparatively little about foreign markets, agriculture commodities, and other investment schemes.

None of us can understand the intricacies of every financial market without more information. We need help to navigate the complex, intertwined world of supply chains, global trends, and industry-specific quirks and practices that make markets rise and fall. Financial information services provide that help. They’re maintained by “armies of research analysts, sophisticated forecasting models, and high-speed trading platforms.”63 People who can afford financial information services can wield their informational power like a “magic sword that turns mere wheeler-dealers into Masters of the Universe who execute trades with extreme prejudice.” Data companies give users real-time market data for “anything anyone anywhere has ever done a deal in,” breaking news and regulatory filings, industry reports, gossip, rumor, innuendo, propaganda, and “everything else that might possibly conceivably in some imaginable universe affect the price of something worth buying or selling.”64 People who can’t afford to pay $24,000 a year or more for customized, tailor-made financial information have less reliable, less up-to-date information.

On the other side of the financial information scheme, “retail” financial information is often outdated by the time it’s reported. By the time financial news appears on TV or gets printed in a paper, it’s hardly a hot tip. Journalistic sources aren’t the same as financial information sources. It takes time to edit, vet, and publish information on a public forum, and by the time a retail investor finds the results, it’s old news. The public also gets limited information about businesses’ financial futures from TV and other sources because CEOs can’t give too much actionable, “forward looking” advice to the public.65 Researchers who studied publicly available media on the Chinese stock market found that “[t]he actual information content of CEO interviews on CNBC is very low.”66

Retail financial news information can also be less neutral than the data-based calculations and information that the subscription platforms sell. Analytics companies’ products offer data-based information, not rosy personal outlooks from overenthusiastic reporters and pundits’ opinion-based chit-chat. In financial information services, users can see minute-by-minute numbers and trends with few, if any, informational strings or ads attached. On the other hand, financial news provided by media conglomerates, peoples’ blogs, and social media accounts can be biased by the motivations of their authors and publishers.

A twenty-four-hour news station’s primary goal isn’t to give great financial tips, it’s to maintain constant viewer attention. They primarily want to entertain, not inform. CNBC wants to keep people tuned in to their station so companies keep paying for ads. They exaggerate and prolong financial news stories to hold your attention. Financial newscasters want to “keep you at the edge of your seat” with financial cliffhangers, so you return for more. Creating financial drama makes consumers overreact to “every little hiccup in the market,” churning their portfolios and making speculative investments instead of investing for the long haul and accumulating wealth.67

Turning financial information into entertainment can decrease its quality. “Fake news” pervades financial papers and shows.68 Televised pundits can substitute their opinions and guesses for facts, giving the public bad information without repercussion. CNBC pundit Jim Cramer told his viewers to invest in internet companies right before the dot-com bubble burst,69 and he promised people that “Bear Stearns is not in trouble” and told them, “Don’t move your money from Bear” right before the investment bank collapsed.70 Despite the misinformation he spreads, Jim Cramer is entertaining, so CNBC keeps his show on the air.

Another informational problem with for-profit media companies creating financial news is that the media companies are beholden to advertisers. When TV stations depend on certain companies’ ad revenue, reporting on those companies could be biased. If publishing depends on advertising, the two—advertising and reporting—can become intertwined. Advertisers can find ways to infiltrate media. Product placement pervades modern televisions shows and movies.71 That same advertising sentiment can also sink into financial news sources and television shows. For instance, research shows that CNBC gives more airtime to CEOs whose companies buy more ads.72

Sometimes free financial information is actually advertising with little, if any, truth or value. Financial services companies like The Motley Fool plant clickbait on news websites to lure customers with get-rich-quick promises. Stories with headlines like “This Stock Could be Like Buying Amazon in 1997” exaggerate financial promises to prey on people with less market savvy and experience.73 These investment advice ads are especially fraught for people vulnerable to scams and clickbait, including older adults.74

As the public takes its chances using retail-grade financial information, financial data analytics platforms have created a safe, walled-garden space for companies and investors to play with financial data and instruments.75 In the mortgage crisis, investment bankers were able to create and test out risky securities on private financial data platforms, beyond the regulators’ purview.76 By doing this type of experimenting and dealing on nongovernmental, third-party platforms, financiers can escape public oversight. When Congress passed the first financial information access laws in the 1930s, legislators said that there can’t be honest markets without honest publicity because dishonest marketplace practices thrive on “mystery and secrecy.”77 Third-party financial information platforms have re-created secret financial spaces in our digital ecosystems. The only people who can watch what happens on subscription-access financial platforms are the other subscribers.78

Walled-garden financial information platforms also help isolate wealth, preventing its spread to those not able to afford entry. The wealthy have walled off their enclaves since the beginning of time. Robert Moses purposely made bridges on Long Island, New York’s Southern State Parkway so low that buses from the city couldn’t get to the posh, suburban beaches, and the rules of tennis were purposely obscure so only royalty could follow them.79 Today’s digital walls cordon off spaces where wealthy people can accrue more wealth without interlopers. Financial data platforms are digital gated communities. Less open access to financial information means that “relatively little lending takes place outside of close-kin networks.”80 In some ways, the data analytics companies have figured out how to paywall not just access to information about money, but access to money itself.

This walled garden is, perhaps, the most harmful aspect of the private financial information companies. Access to financial data can improve our fortunes and drive upward mobility. People with more financial information have more financial opportunities. In one especially sinister example, as a U.S. senator, Kelly Loeffler was able to use special information from congressional meetings with health experts about the Covid pandemic. She dumped millions of dollars worth of stocks in companies doomed by the pandemic and invested in teleworking companies like Citrix and DuPont, a company that makes protective gear and body bags.81

On the other side of the wealth spectrum, people excluded from the walled garden have fewer financial opportunities and successes. A 2017 study found that in the United States, “financial knowledge is a key determinant of wealth inequality.”82 People who can pay for financial information live wealthier lives. They get to retire earlier, and they have more money when they retire. In a nation where only 14 percent of families are directly invested in the stock market, most peoples’ only connection to stock markets is through their retirement accounts.83 Wealth inequality spiked when workers’ unions replaced their professionally managed pension plans with plans that forced people to make their own investment choices.84 Workers who could afford to invest in financial literacy or hire financial experts had more information, so they amassed more wealth. They ended up “holding very different amounts of retirement wealth” than their less informationally enriched counterparts.85

Walled-garden financial information platforms helped a few people with a lot of information to consolidate most of the nation’s wealth, taking advantage of flash trading, cryptocurrency gambits, exotic financial instruments, and hedging schemes that were impossible without fast-moving, plentiful financial data. Financial opportunities in the United States are plucked up by just a fraction of Americans, who tend to be older, affluent, and white.86 The wealthiest 10 percent of U.S. households own 87 percent of all stocks and mutual funds.87 While the majority of Americans’ finances are invested in their homes, the top 1 percent of wealthy people can invest much more broadly across the market.88

With all of the inequality they sow, financial data analytics platforms haven’t gotten much government attention or oversight. There has been a lot of congressional work to make financial information more transparent, but that work has focused on ensuring corporations disclose their own financial outlooks, not on ensuring access to financial data created by third parties. In the 1930s, Congress turned consumers’ information-seeking burdens into companies’ information-sharing obligations. The federal government does require third-party financial information providers that also give advice and ratings, like stockbrokers, financial advisors, and credit bureaus, to disclose certain types of information. For instance, credit rating companies have to disclose their methodologies to the public.89 But Congress hasn’t accounted for third-party financial data analytics companies walling off premium financial information from the public. Without transparency requirements for data companies like Bloomberg L.P., Refinitiv, and LexisNexis over the years, information asymmetry has increased, as their analytics methods have remained as mysterious as ever, even though Congress has updated its 1930s-era disclosure laws and the SEC has passed supplementary regulations plenty of times.

Meanwhile, investors have become so reliant on commercial financial information products that the data companies can provide space for questionable schemes and practices. There are regulations to prevent insider trading (using nonpublic financial information to make decisions about buying and selling stock). But there are no rules that make it illegal for financial information companies to disclose information before it goes public.90 That means data companies can control the flow of financial information in ways that even the publicly traded companies themselves can’t. In 2013, Thomson Reuters was investigated by the State of New York after it prereleased consumer sentiment data to the University of Michigan and other clients who paid extra for early information.91 The company said that the practice of providing “exclusive” information is a normal practice, infusing news reporting logic (where “exclusives” and “scoops” are normal practice) into its financial data service, where “exclusive” early information gives certain people insider information to help them game investing systems.

The data analytics companies can also spy on their investment bank users, invading their customers’ privacy to glean business information content. In the same year that Thomson Reuters sold information before it went public, Bloomberg News reporters were caught snooping on investment bankers’ activities on their Bloomberg terminals.92 Bloomberg reporters spied on JPMorgan Chase executives as they used their Bloomberg terminals to learn more about what the bank was up to and to predict what might happen in financial markets on the basis of that information.

As a first step to improving public access to high-quality financial information, economists and accountants have suggested that companies’ financial information should be regarded as a public resource, in the same way that legal information is supposed to be treated.93 Like our laws, our financial markets are shaped by the public’s investments, and financial information belongs to all of us. Even though most of us don’t buy and sell stocks directly, the dollars that flow into our retirement funds, the loans we take, and our other financial activities determine how the markets behave. Our labor and our purchasing decisions fuel the companies and make them accountable to us. The companies’ financial information isn’t created with our tax dollars, but the markets depend on our labor and spending. Also, because transparency is so important for preventing market failures, such as crashes, bank runs, depressions, and bubbles, it benefits everyone to prevent financial crises by supplying access to financial information.

Financial information should also be publicly accessible to balance the information asymmetries between banks, billion-dollar corporations, and people. The financial chasm between the 1 percent of us who run huge companies like Amazon or Facebook and the vast majority of us who work paycheck to paycheck has been laid bare in the last decade. Wealth inequality is so stark that companies are as powerful as the government. Corporations like Starbucks and Apple have economies larger than entire nations. Walmart’s economy is the tenth-largest in the world, larger than Spain’s and Australia’s economies.94 With their financial power, private companies have become so entrenched in policymaking that people wonder, “Are we sure the United States isn’t just Raytheon, Boeing and Chevron in a trenchcoat?”95 If these companies are forming our policies and rules, we deserve to see what they are doing. Financial information access helps us understand what powerful companies are up to.96

But putting SEC filings on EDGAR is insufficient to truly create access to financial information. To make sure that financial information is accessible to everyone, we can’t assume that everyone understands companies’ financial summaries. The current financial disclosure laws assume investors can understand and act on the disclosed information as soon as they get it. Courts use a “reasonable investor” standard to decide whether financial information access is sufficient, but a diversity of investors has a diversity of perspectives, so what is financially “reasonable” varies widely from case to case.97 Investors are not homogenous. As business law professor Tom C. W. Lin puts it, “In the sea of investors, not all investors are minnows. There are minnows swimming with sharks, whales, and a host of other species.”98 Even with rules that ensure nobody is getting early information, certain investors will invariably have more access, more information, more fluency, and more capabilities than other investors. They also have more access. Professor Lin writes, “The chief executive officer of Apple would not meet with the average investor who is concerned about the company’s policies, but he would meet with a sophisticated activist investor like Carl Icahn if that investor expressed similar concerns.”99

In an ideal financial information ecosystem, private companies wouldn’t run the only user-friendly financial data systems. Bloomberg L.P., LexisNexis, and Thomson Reuters financial data products would run alongside a robust public financial data platform. Our government could dedicate budget and infrastructure to transform EDGAR into a dynamic system that would let the public parse and analyze SEC disclosures. Alternatively, Congress could authorize spending for a public version of Bloomberg, Refinitiv, or some other financial data platform. As another law professor, Professor Henry Hu, explains, the same tech innovations that cause financial information to be more complex could also make them more accessible.100

Modern SEC disclosure could provide more of the functionality that private data companies already provide. All investors should be able not just to see SEC filings—they should be given the tools to understand what the filings mean. Economic historian Robert E. Wright says that if there’s one thing history has made clear, it’s that reducing information asymmetry in financial markets is imperative to ensure more widespread economic growth.101


6

NEWS

THE LAST MARKET THIS BOOK will cover is the news information market. Like personal data, scholarly research, legal information, and financial data, the news is simultaneously a special type of critical information that has its own standards and practices, and material that can be reduced to digitized content stored in data companies’ files. News, timely information about things happening in the world,1 is both an essential public information resource and fodder for data analytics software and tools. Like legal and scholarly research, news content is an information-rich ingredient that can be combined with other datasets to create predictions and advice for all sorts of consumers.

News information lies at the foundation of informational content in every society. Even before there were written words and printing presses, people would convey news information through dances and songs.2 Telling people about current events has always been a primary informational goal. Since ancient times, humans have broadcasted news ranging from social concerns (“Did you hear how poorly Aristogeiton treated Zobia?”3) to pressing dangers (“There’s a lion!”). Countries all over the world support robust public news systems.4 Public news systems (so long as they are unbiased)5 are central parts of information infrastructures in healthy democracies.6 People tend to trust public news sources over private ones. For instance, British people are more likely to call the BBC their main news source regardless of their political leanings.7 National Public Radio (NPR) and the Public Broadcasting Service (PBS) are the most trusted news sources in the United States.8

News is such a fundamental type of information that it’s a “hugely profitable” information sector.9 It’s no surprise that the data analytics companies have long been in the news business. Reed (the “R” in RELX) started as a newsprint company,10 and both Thomson Corporation and Reuters Group were also news enterprises.11 Today, Thomson Reuters runs Reuters news, a large-scale international news agency with hundreds of journalists reporting from at least two hundred locations. RELX doesn’t have its own news company, but it partners with specialty news services such as legal news provider American Lawyer Media.12 RELX also maintains Nexis, a huge digital archive that contains over four hundred thousand news sources going back almost half a century.13 The company claims that Nexis is the “largest set of aggregated news sources available.”14 Whether that claim is true or not, any high school or college debate team can tell you that the news offerings are robust—LexisNexis is debaters’ go-to resource for finding relevant news articles for every conceivable world issue or policy topic.15

The transition from paper to digital information systems has changed the news information market like it’s changed the other informational markets. But changes in the news industry have felt more drastic than changes in the legal or scholarly information markets.16 When we switched from getting academic journals and case law in print to accessing those materials on digital platforms, the changes happened without much fanfare—publishers added a new database here and created a fancier search function there, until most of their informational products were only available online and they stopped calling themselves publishers and renamed themselves as data companies.

In contrast, the transformation from print news to digital media has felt more extreme. Journalists themselves use words like “disaster” and “carnage” to describe the collapse of news companies.17 In less than a decade, the U.S. newspaper industry lost more than 50 percent of its employees. Those losses were concentrated in smaller cities, towns, and rural communities, leaving hundreds of those communities without access to local news. Remaining news companies have become prey for hedge funds that buy them and sell them for parts, and hosts for clickbait companies that use the companies’ platforms to disguise their ads as news information.18 Consolidated, international news giants put local public news services out of business, leaving barren “news deserts” in places they decide aren’t financially worth serving.19

One reason the transition from paper, radio, and TV news sources to digital ones has been so destructive is that the U.S. government hasn’t maintained its support for public media infrastructure online. The government used to subsidize paper, radio, and televised news services. One of the first things George Washington did when he established the U.S. postal system was to make sure that newspapers would be sent at a discounted rate. Washington saw access to news as crucial for an informed electorate.20 For centuries, the federal government continued Washington’s support for public news, subsidizing newspaper postage rates by overcharging for letter postage or by borrowing from the U.S. treasury. But when Congress transformed the United States Postal Service into a self-funding agency, the subsidies for newspaper delivery shrank.21

Support for other public news sources similarly waned over time. Public radio and television started with financial support from the federal government with the goal of providing free educational and news information to the public. The Public Broadcasting Act of 1967 established the Corporation for Public Broadcasting to ensure that local public news and educational programming would be available on every television in the United States.22 NPR was launched soon after, providing educational, noncommercial radio broadcasting at the low end of the FM radio dial.23 But as the federal government embraced the Chicago School’s free market approach to public services in the 1970s, government support for public news dwindled. The government encouraged private companies to replace public news programs with privately run news services.

Public news was federally protected to prevent the very types of information monopolies described throughout this book, and without those protections, news monopolies flourished. In the 1930s, before government intervention in the news market, radio was quickly overtaken by media monopolists. After radio’s mass privatization, only 2 percent of the radio market was run by nonprofit broadcasters.24 Legislators saw how swiftly the radio waves were taken over by a single company and wanted to prevent that type of market dominance. When televisions became common, Congress continued to protect space for nonprofit news sources on the new device. Congress passed the All-Channel Receiver Act of 1962, which required television manufacturers to make TVs that could receive UHF channels for public service media access,25 and companies were only allowed to own a limited number of television stations.26

Subsidized news from paper, radio, and television sources made news access the norm in the United States. For decades, the federal government kept renewing its support of public news access. President Lyndon Johnson compared public, nonprofit media to the marketplace in ancient Greece, saying that public media was a modern way to guarantee that public affairs would take place “in view of all the citizens.”27 Public news was a go-to source of information during some of the nation’s most politically fraught moments. People all over the nation tuned in to their local public television stations to get news about the Watergate Scandal from Robert MacNeil and Jim Lehrer, and National Public Radio covered Vietnam War protests as they unfolded, providing the public with access to historic civil unrest.28

But the heyday of government-supported news access stopped with the internet. Instead of bringing a public access ethos into the digital broadcasting era, President Bill Clinton weakened rules that protected public media access and local news. The Telecommunications Act of 1996 overhauled the Communications Act of 1934 under the guise of encouraging the growth of internet enterprises. When the law was passed, Clinton’s FCC allowed single companies to take over multiple media sources in a single region instead of protecting local news providers.29 These policies were meant to spur financial success among new digital companies by removing limits on where, or how much, they could consolidate and grow their media enterprises.30 Clinton wanted U.S. companies to take advantage of new ventures like digital radio and television, unfettered by limitations written into pre-internet laws.

The 1996 law opened up opportunities for digital companies to expand, but it sacrificed smaller, nonprofit news companies to promote that expansion. The government put its faith in the private companies dominating the “free market,” dropping interventions and safeguards that supported public media. The same federal government that subsidized newspaper delivery and supported public news offerings on radio and television to promote a national “marketplace of ideas” didn’t subsidize or support public access to news information online.31

The 1996 law failed to recognize that informational monopolies were just as likely to overtake news markets in the 1990s as they were in the 1920s. When the government stopped treating news and educational media as a public good, massive telecommunications consolidation ensued.32 Without regulatory limits, a few media corporations quickly became national media giants. In 1983, over fifty corporations ran America’s televised news media, but by 2000, only five corporations owned most U.S. news media stations: Time Warner, Disney, Murdoch’s News Corporation, Bertelsmann of Germany, and Viacom.33 There are also only five major newspaper companies in the United States: the New York Times is owned by the publicly held New York Times Corporation, the Washington Post is owned by the publicly held Washington Post Company, and the Chicago Tribune and Los Angeles Times are both owned by the Tribune Company. Hearst Publications owns twelve newspapers including the San Francisco Chronicle, as well as magazines, television stations, and cable and interactive media.34

Meanwhile, National Public Radio is straining to stay afloat as corporate underwriting wanes. The company is being forced to cancel shows and pare down reporting. At this point, the government only supports 1 percent of NPR’s funding, leading people to wonder whether it can even be considered “public” radio.35 Without government support, declining ad revenue is the most serious threat to news.36 Between 2000 and 2015, print newspaper ad revenue dropped from $60 billion to $20 billion a year. In 2020, NPR predicted that pandemic losses would cut $12 million to $15 million in ad revenue from the radio service’s budget. PBS similarly struggled without guaranteed access to U.S. airwaves. By 2009, the UHF stations that Congress fought for in the 1960s were no longer protected, and most television stations had been replaced by digital television services. Now Sesame Street, one of our most beloved PBS programs, is only available on the subscription service HBO.

This type of informational paywalling is like the paywalls data companies put around legal and scholarly information. When private, for-profit companies control critical information we rely on, they’ll charge a premium for it knowing that many of us will have no choice but to pay to get the information we need. News paywalls are ubiquitous on the platforms we’ve talked about in this book. It’s no surprise that Reuters is planning to make its news service a paywalled, subscription-only platform.37

Privatizing news products moves the locus of control for news information from journalistic institutions to private tech and data companies. It’s the same phenomenon that’s happened in the other informational markets: private companies swoop in and take over information infrastructure that the public fails to adequately support. When the government didn’t provide high-quality access to academic research, financial information, and law codification, the data companies figured out how to privatize and monetize the public information resources. Likewise, when data companies control news, they don’t treat it like a public good. They treat it like a source of profit.

When private companies run news access, there’s also no guarantee they’ll preserve news for the public records when their business folds. When the online news website Gothamist closed up shop, the paper’s stories disappeared and years of reporting were gone, erased from the internet.38 Even the stories’ authors couldn’t get access to their own work. When news is privatized, access is never guaranteed. Stories that were once public can be privatized in news archives by companies like LexisNexis, EBSCO, and ProQuest that “hoover up a digital feed from the news organization, store the information in a database, and then license packages of such databases to libraries.”39 To data companies, news is just another form of “content” meant to make viewers buy subscriptions and log on to their services.

Unfortunately, as with financial information, legal materials, and scientific research, when high-quality information is paywalled, low-quality information is all the public can see. Free news tends to be less reliable because high-quality news is expensive. Fake news is cheap. “It costs money to produce good writing, to run a website, to license photographs. A lot of money, if you want quality.”40 Good reporting requires trained journalists, financially supported media platforms, and enough money for investigation, fact-checking, and other journalistic tools and resources.

Consolidating news sources under for-profit umbrellas isn’t just inconvenient and polarizing, it’s dangerous. Local news providers cannot compete with national newspaper companies, digital radio giants, and huge twenty-four-hour news companies like CNN, MSNBC, and Fox.41 But national, for-profit news corporations don’t cover local stories and events. Sometimes, local news updates are necessary to warn people about public catastrophes.

When weather risks like tornadoes loom, or toxic spills happen, getting quick, local news is imperative for public safety. On January 18, 2002, a small city in North Dakota experienced firsthand how risky life can be without local news. At around 1:00 a.m., a freight train carrying hazardous anhydrous ammonia slid from fractured tracks west of Minot, North Dakota, sending clouds of toxic gas into the air. As the clouds drifted towards the city, emergency responders needed to warn people of the looming chemical catastrophe and tell them not to go outside. But six of Minot’s seven local radio stations had been sold to Clear Channel, a Texas-based radio corporation that owned dozens of radio stations across the country. The Clear Channel stations ran largely on autopilot with only one news reporter assigned to provide news to all of them.42 Since the train derailed in the middle of the night, Minot’s radio stations were playing automated programming from San Antonio. Police couldn’t get ahold of people at any of the stations. Nobody was at Clear Channel to transmit the warnings. Without radio warnings, disaster response was confusing and chaotic, and over a thousand people were injured, according to some reports.43 In Minot, killing local radio put local lives in peril.

At the same time local radio, news, and television stations are disappearing, more unvetted news reports than ever are floating around online. The rise of social media platforms as a major conduit for the news has made accessible, neutral news access all the more important. People are getting their updates about current events from Facebook and Twitter.44 But social media posts do not have to satisfy journalistic standards. In fact, social media companies are insulated from liability for posting fake news—Section 230 of the Communications Decency Act protects internet service providers and information content providers from liability for the content that ends up on their websites.45 Media companies can be sued for libel and other breaches of public trust, but Section 230 shields tech platforms from those consequences.46 The congressmen who sponsored the law were convinced that companies hosting bulletin boards and communication centers online are more like libraries than media companies. Just as libraries don’t have to account for what authors write inside the books in library collections, tech platforms shouldn’t have to be accountable for what their posters write on their online services.47 Social media platforms like Facebook, news aggregators like Google, and content providers like YouTube don’t have to vet or verify the “news” information people put on their websites.48

As more and more people get their news from these online platforms, the companies have worked hard to weasel out of accountability for the fake “news” that their websites disseminate. Even though the companies have the largest news platforms and aggregators in the world, they insist that they’re “technology platforms” and not “media companies.” Facebook CEO Mark Zuckerberg insists that his company isn’t media because it “builds the tools” for sharing news but doesn’t produce the content.49

At a glance, Section 230’s logic may seem sound, but when you really stop and think about it, social media sites aren’t that different from traditional media. Newspaper companies also don’t produce content. They provide a platform for reporters’ stories. Similarly, public radio stations don’t make their own content, they air syndicated programming from NPR and other sources. Companies like Facebook and Google also edit and curate news content; their employees and algorithms choose what appears on people’s news feeds. The companies sometimes step in and moderate news content that they view as unacceptable. They block misinformation about the Covid pandemic or place warnings on false election reports when they feel like it.50 Tech platforms can cherry pick the news they want to vet, but the full-time social responsibility of being news providers is a burden the companies are unwilling to bear. They can shape political sentiment by changing the flow of news on their users’ feeds. They let people pay extra to push their stories to the tops of people’s screens. Facebook has used its power to tweak its news feed, decreasing access to media like articles from progressive magazine Mother Jones and allowing false, political propaganda and right-wing stories to permeate its platform.51

Given their behavior, social media companies aren’t universally regarded as mere “libraries” of news. Internationally, officials disagree with the premise of Section 230—German justice minister Heiko Maas says Facebook “should be treated as media even if they do not correspond to the media concept of television or radio.”52 But in the United States, Section 230 gives data and tech companies “power without responsibility.”53

The more that news is privatized, and the more that media companies consolidate, the more that people will rely on social media for news regardless of whether the social media companies consider themselves news providers. Community sharing groups on social media websites such as Facebook or NextDoor are filling in as news sources in communities where local newspapers, radio stations, and television programming have disappeared. Thousands of towns and counties use the websites’ group pages to share local news.54 The Beaver County, Pennsylvania, news alerts group has forty thousand members, which includes about a quarter of the county’s population. Bismarck, North Dakota’s “People Reporting News” group has twenty thousand members. The groups help spread news about local events and problems, from potholes to crime prevention, but posts on the group webpage lack journalistic standards. Without editors and fact-checkers, people can muddy reports with unfounded gossip and racist rumors. As Deanna Romigh, one of the Beaver County page’s curators says, “Do I want to spread fake news? No. We all just want to know what’s going on.” But even with their good intentions, self-reporters like Romigh can make unchecked mistakes. Like scholarship and legal information preservation, journalism isn’t a volunteer enterprise—it costs money and takes lots of time to provide quality, vetted news products.

There are thousands of local news groups like Beaver County’s on Facebook, covering news for towns that lack consistent local public news access. Some are rife with misinformation that puts community members in danger. A seven-thousand-member group in Klamath, Oregon, spread rumors that led to an armed standoff. Jennifer Grygiel, a social media scholar, faulted a lack of legitimate local news for the proliferation of these online groups. Without access to news, people might only be able to get newsworthy information “by posting gossip and having the police correct it.” Grygiel predicted that makeshift online news groups will flourish as police and government replace press releases with social media posts.55

Like social media platforms, data companies are focusing more on content quantity, and they’re growing less concerned with content quality. For-profit news sources depend on attracting viewers, and advertisers, to make money. When news is for profit, it’s reported with the hope of attracting an audience. As they focus on data analytics and for-profit platforms, data companies strive to put out as much content as they can to lure information-hungry customers to their products. The companies want to keep people’s content feeds churning. They’re prioritizing populating search results and social media feeds with more stories rather than assessing what information is high quality and worthy of disseminating.

Treating news as entertainment creates twenty-four-hour news cycles in which everything is dramatized as “breaking news,” even if it’s actually quite mundane. Polarizing people are invited to stir up entertaining content for those who tune in. High-drama, high-impact news may be good for viewership numbers, but it’s often hyperbolic and not entirely true. In most of our other informational markets, fact-checking and information-vetting happens at some point along the supply chain—peer reviewers and editors pore over the content of academic journals, and judges and their clerks closely examine their court opinions. Just as academic scholars depend on peer review to ensure the veracity of their reports, journalists subscribe to a set of ethics and standards to ensure their reports are truthful, accurate, and objective.56 But while news is similarly vetted by journalists, when it appears on platforms run by data analytics and social media companies the vetted stories are harder to identify—some sources are legitimate news sources that honor traditional journalistic standards, but others are biased or just plain incorrect.

There are also plenty of biased sources and propaganda spreaders parading around as news media. Fake news sources fill information voids that remain when most high-quality news sources are paywalled. Commentators pretending to be news reporters spread conspiracies, exaggerations, and misleading information. In the financial information market, we observed how easy it was for just a few people on Reddit to cause an information cascade that caused millions of readers to invest in risky stocks. Similar informational contagion happens when fake news about political leaders, pandemics, and climate change is broadcast to the public. People lose trust in institutions and their claims when it’s easy to access free, fake news but hard to get neutral, fact-checked news. Information from sources like InfoWars, a far-right website that supports conspiracy theories about everything from the 9/11 attacks to chemtrails and the shooting at Sandy Hook Elementary School are, disproportionately, the ones shared on social media.57 Without access to verified, well-researched journalism, sources like these have become “disinformation superspreaders.”

If local news stations are taken over by companies that infuse news reports with political dogma, then even local news coverage becomes more politically biased.58 Companies like Sinclair Broadcast Group control hundreds of local TV news stations and force reporters to read out right-wing political content as if its regular news. There is no way to tell that the reporters, who look official in their usual business attire and news desks, are reading biased, “forced read” scripts full of political propaganda.59 Politicized reports from corporate news sources like Fox News and Sinclair have influenced Americans’ views about laws, wars, and national policies. News reports even convinced people that a hurricane threatened the State of Alabama because Donald Trump drew a pretend storm path on a map with a marker.60

Companies like Sinclair are also taking over online newspapers. A Republican political operative is buying up websites with names like Maine Business Daily, Ann Arbor Times, and Des Moines Sun—titles that sound a lot like newspapers. These platforms pretend to be news claiming to platform “objective, data-driven information without political bias,” but they are controlled by politicians and PR firms that pay people to write stories that promote Republican officials and plans or smear the Republicans’ rivals.61 There are over a thousand websites like these filling voids left by vanishing local news sources.62 Reporters call these websites “pink slime” news, comparing their content to the low-quality meat by-product used as filler in processed beef.63 By 2020, pink slime news networks had more than twice as many sites as the nation’s largest newspaper chain, Gannett.64

People who get their news from sources like Sinclair television stations, from listening to right-wing talk radio shows, or from reading online sources like Breitbart fall into information bubbles. Their entire worldview becomes warped as they are fed a continuous fake news slurry. During the coronavirus pandemic, conservative talk radio listeners were treated to deceptive marketing for fake coronavirus cures.65 A voting machine company sued Fox News for libel when its news personalities wouldn’t stop repeating lies about how the companies’ machines helped President Joe Biden “steal” the election.66 Despite the lawsuits and lies, these sources are flourishing online, proliferating in social media feeds, podcasts, YouTube videos, and other online platforms.

Another unsavory practice that news providers have in common with other informational markets is that they infuse their information platforms with consumer surveillance. The same type of data surveillance that happens in RELX’s and Thomson Reuters’s walled-garden information systems happens on companies’ news websites. If you peruse the New York Times online in the United States, you’ll be tracked by over fifty different companies, including data brokers like Oracle.67 Mother Jones and other magazines and newspapers sell subscriber lists to political fundraisers.68 Online newspapers sell the space at the bottom of their websites to companies that generate “promoted stories” that are merely clickbait, enticing news readers to click on their stories so they can gather data about the readers.69 As public news access and paper news printing die out, this type of data surveillance and collection becomes inevitable for people who want to read, hear, or watch news reports.

Some of the best suggestions for saving public information access and building public information infrastructure have focused on saving the news information industry.70 Before it was privatized, public news services provided good models for information access in the United States—our public television and radio services, as well as our subsidized newspaper deliveries, made it so that anyone could access news so long as they were near a television, radio, or newspaper. News was a basic provision, like electricity, waterworks, or phone lines. But today we lag behind countries such as the United Kingdom, Norway, and Sweden in our financial support of public news infrastructure.71 If we returned to treating news information like a critical public resource, we could ensure that there’s accessible information infrastructure to guarantee access to the news online.

Lawmakers have considered different ways to support news access in an informational landscape where news is largely produced and published by a few for-profit media companies. New Jersey’s governor budgeted state funds for supporting local journalism.72 When Verizon shut down its Fios1 local news channel, New York state legislators proposed a law that would require cable companies operating in the state to carry independently produced local news channels that featured news, weather, and public affairs programming.73 Federal lawmakers have floated the “Saving Local News Act,” which would make news organizations tax-exempt.74

All of the various legislative and regulatory interventions for the news industry are different, but their basic rationale is the same—the lawmakers agree that news is a public informational good that should be supported by the government if markets fail to provide it efficiently and effectively to the public.75 Private tech and data companies are not the best news providers. They’re focused on selling data products and attracting clicks and log-ins. They are not focused on providing trustworthy, objective news to the public. Their for-profit models muddle public-interest-focused news reporting with the political and entertainment motives of their owners, and they refuse to be classified as media companies instead of tech platforms so they won’t be legally bound by libel laws or journalistic standards. These conflicts are probably why privatized news wasn’t always the preferred norm in U.S. media.

Because the internet has revolutionized information markets, we can’t fix news information access by simply pumping more money into subsidizing newspaper delivery or funding public television like we did decades ago. New communication technologies require us to reinvent public news for the digital age.76

One popular suggestion is to have billion-dollar big-tech platforms subsidize digital public news systems. Just as the New York law would have cable providers guarantee cable news, we could require internet service and platform providers to guarantee online news by taxing online advertisers, big-tech companies, or internet service providers.77 Mark Zuckerberg himself has suggested that tech companies like Facebook should underwrite local and public news. In 2019, his company pledged a $300 million commitment to help local news publishers build their readership and to support local reporting.78 Companies like Google and Facebook make billions of dollars a year on surveillant advertising (advertising that uses our private data to track us online and target ads towards us on the basis of our digital habits).79 It would make sense to divest some of that advertising money, made by exploiting our data, back to public services that would benefit us. Ethan Zuckerman estimates that even a tiny 1 percent tax on surveillant advertising could create a $1–2 billion annual fund to support digital public service media.80

We could also build a collective, collaborative digital news infrastructure to host news reporting online. That way, we wouldn’t have to rely on social media platforms or paywalled news sources to get news information. Instead of having to use privatized research services, a public database could contain publicly accessible news and information resources. The information system would have an intuitive, simple, open search function so you could find information with ease and without bias. Public news could have a “true universal search, uncorrupted by paid advertising” and be guided “by the desire to create the greatest possible access to knowledge rather than by economic considerations.”81 This news commons could build off of other news cooperatives like the Associated Press. The Associated Press is an independent, nonprofit news cooperative with U.S. newspapers and broadcasters fulfilling the cooperative’s mission of informing the world through objective, accurate journalism.82 We could support existing news cooperatives, or we could create similar structures that work in harmony with those co-ops.

Even though collecting big-tech tax subsidies and building digital news cooperatives wouldn’t be drastically different from the government’s prior public news projects like newspaper subsidies or the Corporation for Public Broadcasting, these types of projects may not have as much public support today as they did then. A neoliberal approach to information access has eroded our ideas about public information access. Victor Pickard, an American media studies scholar explains that “Americans harbor a surprising recalcitrance toward public subsidies for journalism. Many believe that if the market doesn’t support a news outlet—or if it doesn’t receive a wealthy benefactor’s support—then it deserves to wither.”83

In the past, we treated communication infrastructures as public utilities.84 Regulating the news industry to ensure public access to the news in every community worked—the government provided plenty of oversight and resources to ensure that everyone could get news and educational programming and information, and we had robust news access in various forms and formats. Pickard suggests revisiting a 1912 public newspaper experiment in Los Angeles, where the Los Angeles Municipal News was designated a “people’s newspaper,” and guaranteed annual subsidies.85 The paper was killed by commercial interests in the city, but it lives on in the dreams of public news advocates. In the age of digital information, publicly owned papers could be built on existing municipal websites. Governments could support their local news sources online like Los Angeles did over a hundred years ago with their physical newspaper.

Even if a public digital newspaper model isn’t the be-all, end-all public news solution, we should build some sort of public news infrastructure. Media experts agree that public radio and public television need to rapidly and radically reorient towards “digital-first local news.”86 In online platforms, access to high-quality, verified news reports are more important than ever. After an especially tense NPR interview with his secretary of state, President Trump retweeted the question, “Why does NPR still exist?” NPR reporter Steve Inskeep replied with a tweet-length declaration: NPR “exists to tell the truth” and “Citizens support NPR to inform themselves and all citizens.” Inskeep concluded with the most enduring, basic rationale for supporting public news: “The truth should be universal.”87


CONCLUSION

ENVISIONING PUBLIC INFORMATION AS A PUBLIC GOOD

The path forward is clear: Fuck the algorithms, dismantle the tech monopolies, and build infrastructures of care and justice where these systems of social control once stood.

—Nantina Vgontzas and Meredith Whittaker1

NOW THAT WE’VE SEEN THE various ways data analytics companies are mucking up our information circulation system, it’s time to talk honestly about how to resolve the problems these companies cause. Until now, the data analytics companies have done a good job of obscuring the immensity of their informational power by maintaining each of their product lines in separate silos, and by obscuring what their data products do by giving them vague names like “special services” and “risk solutions.” In turn, we, as consumers, have treated each of the companies’ markets as separate entities, not as pieces of the same problem. If we deal with each of the data companies’ product lines—personal data, academic information, legal information, financial information, and news—as if they are separate, we will never get to the heart of the problems data analytics companies cause. When you look at the whole of these companies, you can see how they are blocking information access and exploiting people’s private information across the entire informational spectrum, running all of the materials they warehouse through increasingly powerful data analytics systems.

If we want to ensure intellectual freedom, the ability to seek information without barriers to access, there are some notions that apply no matter which category of information we’re talking about. We should treat information that’s created by the public, and that’s essential to public decision making, like a public resource. In contrast, we should treat private information as private, not as a resource that can be exploited by data companies. We should fund and maintain public information infrastructures just as we maintain public roads and water systems. We should do better to oversee the companies that steward public information, and we should prevent informational oligopolies that make it harder for the public to get the information it needs and that share our private data without our consent.

The internet was recently described as “a big endless, money-making party” that the general public isn’t invited to.2 But internet companies shouldn’t be able to take over public information resources, turning our private information, our laws, the research we fund, and the news and financial information we need into their portfolio of profitable assets. Data analytics companies shouldn’t have carte blanche to turn our information into high-priced data products.

As tech systems like Amazon’s online superstore, Facebook’s social media platform, and Google’s search engine ossify into sturdy, immovable features of internet life, it’s not too late to prevent data analytics companies from solidifying their roles as digital information barons. We can still loosen their grasp on our digital information markets and create a human-centered data ecosystem that focuses on what’s best for people, not data companies. After all, people are not the government’s customers, they are constituents. By participating in government; paying taxes and tuition; sharing news, financial, and medical data; and consenting to companies collecting our data exhaust, we are not buying information infrastructure, we are information infrastructure. We deserve to be treated as participants in the data infrastructure, not mere subjects of its whims.

Digital life should be more like the real, physical lives we want for ourselves and others. We shouldn’t be accepting data corporations’ ideas of what the world should look like. Instead we should be determining “what technologies we want and need for digital media to have a productive role in democratic societies.”3

Our digital ecosystem could align with the ethics and practices we envision. We should reclaim the digital world, including our data and informational resources, for the public, building digital infrastructures that specifically serve and protect public interests.4 Data and information flows could be equal access. They could protect human dignity and embody democratic principles. If we are entitled to essential public information, then how can we ensure it’s available to us? How can we prevent companies like RELX from privatizing our informational resources and becoming our only online data and information source, a Facebook-Amazon-Google-esque data giant?

When it comes to Gilded Age–style barons, we can learn from past experience. As antitrust expert Tim Wu explains in his book The Curse of Bigness, by allowing tech and data giants to dominate digital industries in our current informational revolution, we are re-creating the kind of Gilded Age problems that pervaded the industrial revolution.5 More than a century ago, several monopolies took over markets by capitalizing on technical advancements like new mining enterprises, telephones, and electrical lighting. Today, a few companies are similarly concentrating wealth and power by capitalizing on new digital technologies that generate, store, and process data. The downside of repeating the “curse of bigness” in the digital era is that ceding that much power to profit-focused companies is bad for people who aren’t running those companies. But the upside is that the United States managed to overcome Gilded Age monopolists—and if we did it once, we can do it again. We can borrow some of the antitrust tools we used to quell steel, oil, and railroad cartels in manufacturing markets, and to ensure access to public telecommunication services like phones, radios, and televisions.

If we want to create effective public data infrastructure, the first thing we have to do is to stop treating technology and data like they are mysterious sorcery. Data technologies may be new, but digital problems are just the same old problems translated into binary code. Amazon is a mall controlled by one company. Facebook is a privatized community square. Google is an all-in-one digital post office, printing service, and office supply center. But instead of treating these online businesses like the brick-and-mortar companies that preceded them, we treat them like they’re exceptional. When regulators fall prey to the myth of “technological exceptionalism,” they hesitate to intervene in tech work because they think tech companies are “doing too much good, chang[ing] too fast, and too complicated for the US government to write rules around.”6

Tech companies, including data analytics companies, want regulators to believe that their work is so cutting edge, and so vital, that it’s unregulable. But modern communication technologies weren’t the first ones, and they won’t be the last. We were able to regulate past technologies such as printing presses, telephones, radios, and photographic cameras, even though the companies that sold these old technologies also claimed their products were unregulable.7 Even the most complicated tech is developed by humans, created in manufacturing processes controlled by humans, and used by human consumers.8 Human creations can be regulated by humans. The amount of “good” a company is doing is something people get to decide, not something the companies get to decide for us.

Tech and data companies shouldn’t set the course for tech and data regulation. Mark Zuckerberg’s “move fast and break things” credo may be profitable for him, but it sacrifices the careful work of creating fair systems for governing things that are important to the public. If you move too fast, without thinking about the human consequences, your social media platform may end up interfering with democratic elections,9 prolonging pandemics,10 and even inciting genocide.11 Instead of letting tech companies fix problems fast, humans should move deliberately and with care as we decide who controls all of our news, science, law, financial, and private information and how they exercise the power that that control imparts.12 Sometimes the right choice might be to not build a technology or data system at all.13

Even though slow and deliberate is a better approach for building infrastructure, we have failed to intervene on Facebook and other companies’ fast-moving, thing-breaking developments. Federal, state, and local governments treat tech developers like wizards instead of regular, profit-seeking companies. Tech exceptionalism and industry capture may seem like ridiculous reasons for the U.S. government’s failure to intervene on the ever-expanding data and tech monopolies, but there are few other rationales to explain the government’s inaction. It’s not like there haven’t been dozens of legislative bills, regulatory proposals, and lawsuits filed in response to the problems that digital companies are causing. Hundreds of legal experts, information science researchers, and other humanities scholars have drafted research papers suggesting all sorts of legal reforms and interventions to improve competition and consumer protection online. The problem isn’t a lack of curiosity or concentrated study, it’s a lack of movement to change the law. We haven’t even been able to advance comprehensive data privacy legislation while other nations have already successfully implemented their data privacy laws.

One of the main things we could do to create more equitable data systems is to prevent data analytics companies from taking over entire information markets. Fostering competition in information markets will give consumers choices about where and how they get information. Without competition, data analytics companies are engaging in the sorts of anticompetitive behavior that antitrust laws were meant to prevent.14

Both the breadth and the depth of data analytics companies’ market dominance are stunning when you see them from a bird’s-eye view, across the product-specific market silos. It’s easy to see why monopolies were depicted as octopuses in the Gilded Age. Data analytics companies’ tentacles are wrapped around multiple information markets and dug deep into government offices’ decision-making and informational processes. They are so embedded into all of our social systems—educational, financial, legal, governmental—that their tentacles already feel inextricable from our daily lives.

The companies’ grip on information markets hurts all of us. When the data analytics companies monopolize all of our essential information markets, we are all stuck with their mediocre content and incorrect predictions, because there aren’t any other competitive sources for information. The companies have so much data that it gives them a “god’s-eye view” of the world. They predict what will happen next in almost any context. They claim they can foresee crimes, loan defaults, health outcomes, insurance risks, and national security breaches.15 But in every market they occupy, the data analytics’ companies’ algorithms are imperfect and their data contains errors. As we’ve seen in every chapter of this book, no data company thoroughly vets its data collections. The data companies get so much data at such high speeds that they can’t manage quality control. Personal data, new academic articles, published court opinions, legislative updates, and corporations’ financial reports are constantly flowing into their information warehouses. A steady deluge of unvetted information will likely contain errors. When you run mediocre data through biased algorithms, the predictions can be incorrect.

The octopus-like nature of data analytics companies also hurts consumers by blurring the lines between informational markets that should be separate. Especially when data analytics are involved, there are problems with combining our personal data dossiers with information about the law, information about health and science research, and financial data. Lawyers and health care workers are entrusted with people’s private legal problems and ailments, and they have a duty to keep those things private. Legal and medical practitioners shouldn’t have to worry that using a data analytics system is violating their clients’ and patients’ confidentiality. There should be protective barriers between research and data analytics. We need to preserve intellectual freedom, which includes protecting the freedom to seek information without fear of surveillance. We also need to be able to get critical, essential information without having to contribute to systems of surveillance in exchange for that information access. We need to slice apart the tentacles, separating data analytics companies so that they aren’t simultaneously our main information sources and major data brokers. We shouldn’t have to trade our private information as a cost of doing research.

So how do we deal with these data analytics octopuses? Antitrust actions are rarely straightforward, and antitrust solutions are rarely the same. Because each market is unique, picking the best way to protect consumers in a given market involves case-by-case, fact-based analysis. In the case of information markets, preserving competition and protecting consumers requires preventing multimarket information empires. A functional information system would have private information companies, but it would also be able to swiftly deliver essential public information to the public without sacrificing personal privacy.


Open Access

The most popular solution in libraries and academic communities is “open access.” I put the phrase open access in quotes because it means different things to different people. To some, open access is literal, and a dramatic departure from our neoliberal, privately run information infrastructure—it’s a free, open access to every resource without reservation. To others, open access is hardly a switch from the systems we have in place—it’s a collaboration with data companies in which consumers pay a price to release paywalled materials to the public. Whether people subscribe to an ideal vision of open access, or a traditional “open” infrastructure constructed within the existing parameters of private data companies, creating open access information infrastructure would give all of us more access to critical informational resources (although the latter option does not free us from the companies’ surveillance).



A not-for-profit, open access option would prevent some of the conflicts of interest we experience when we use data companies’ products and platforms. When RELX and Thomson Reuters combine research platforms in the same company as government data brokers, our subscription fees likely fund “risk” product research and development. We shouldn’t have to pay data analytics companies that make surveillance products for police and predictive products for insurance companies, employers, and landlords in order to get information we need.

An alternate system wouldn’t just free us from funding government surveillance and sketchy risk products—it wouldn’t need to collect users’ data at all. If information platforms aren’t trying to make a profit, users’ data isn’t a valuable resource to sell. Instead of valuing personal data, the public systems can value privacy. Stewards of public data infrastructure will also be less motivated to police or track users to protect copyrighted materials. If resources are openly available and not part of the platform owners’ personal copyright troves, there will be little reason to track the platform’s users. And if there are plentiful private open access resources online, we won’t have to spend as much time using surveillant data products.

A public information infrastructure could take on information preservation goals that private data companies do not strive for. Even though information access is a necessary ingredient of our lives, data companies sell information as just another marketable good. Privatizing and monetizing data strips data of its social value. The data companies don’t provide and preserve information resources if it’s not financially valuable. When private companies are in charge of important records, there’s no guarantee that they will preserve information, even if it’s important to the public. People rush to archive historically relevant materials like presidential tweets and insurrection videos because they can’t be sure that Twitter, YouTube, and other private platforms will save the historically significant posts.16 Open infrastructure could be built to support collective, consistent stewardship of the data pipeline where we can participate in information preservation choices.17

Open access infrastructure can also guarantee that everyone has consistent, continuous access to essential information. In the current, data-company-driven scheme, people who can’t afford to pay are denied the information they need. Fee barriers to information access harm poor people and institutions that lack ample budgets.18 For instance, data companies give community college students stripped-down, paltry academic journal collections instead of the services they provide to wealthier, more elite academic institutions.19 Community college students are “hemmed in” by invisible informational boundaries these companies create. They can’t see the full spectrum of academic research and findings that exist. Public data systems could prevent this type of digital inequality by ensuring that people have equal information access.

The open digital information system must be built with historic, physical systems of oppression in mind. Making “open” infrastructure won’t fix our access problems unless the infrastructure is separate from data analytics companies’ systems and also unmoored from institutional oppression and personal biases that our digital systems are based upon. Access does not guarantee equality.20 We must ensure that we don’t insert biases and inequities into our digital information infrastructure. April Hathcock, a librarian at New York University, urges people building open access systems to consider “Who is being left behind?” in the systems they build.21 Our information access infrastructure should be formed with attention not just to who is being included, but to how we can eliminate barriers to entry for those who would otherwise be left out.

This type of truly open access is possible, even if the data companies own a bulk of the resources we want to liberate. Open access to privatized resources isn’t unfounded. We provide open access to all sorts of privately managed public resources. Private companies maintain most of the U.S.’s physical infrastructure, running pipelines, power stations, and railways.22 Even though corporations run the major arteries of our physical world, they can’t put walls in the middle of public roadways or siphon away our public water supplies. We expect that everyone will be able to use essential public infrastructure when they need it. When the private owners of a ferry pier in Greenpoint, Brooklyn, decided to stop letting New York City’s public ferry system use their stop, people were outraged that their commuting paths were obstructed. It was both comical and infuriating that one day, instead of providing a ride to work, the ferry conductor shouted “Sorry, we don’t stop here anymore!” as the ferry floated past the pier full of waiting customers.23 We aren’t accustomed to this type of private intervention on our public transportation systems.

The way we treat public resources online is a departure from how we treat public resources in the physical world. In the physical world, we’re shocked when public transportation leaves people behind because private companies playing critical roles in public systems have to guarantee public access to essential public infrastructure. We generally don’t let electric companies keep people from having the power they need to heat their homes, and we don’t let waterworks condition peoples’ ability to have a drink or take a bath on their willingness to install surveillance devices on their faucets. When we set up a public ferry system and pay companies to maintain it, we expect it to be open, consistently, for public use. Yet we allow the private companies that run our digital infrastructure wall off information and take our personal data in order to use essential public information resources.

One of the main sticking points in public information infrastructure is deciding who should cover the costs to build and operate it. People who use public infrastructure systems usually pay a fee to access them. Part of the reason the NYC ferry riders were pissed off when their ride floated away without them was that they’d paid $2.75 per ticket. While $2.75 isn’t a hefty price for a trip across the East River the ferry-riding public doesn’t have to pay higher prices because the ferry system is subsidized by city funds.24

At the end of the day, public infrastructure is often a balance between private companies that want to profit from their creations and the public, who want affordable access to the same creations (which, incidentally, are subsidized with their tax dollars and usage fees). We can’t ignore the fact that, like Brooklyn’s ferry system, the information infrastructure costs money, and that the data companies are currently the parties footing the bill for many of those expenses. The operating budgets of companies like RELX are not zero. There are costs associated with collecting, processing, indexing, and maintaining digital collections, not to mention making them user-friendly with searchable databases, hyperlinks, and other bells and whistles that help people use online research systems. Since online access to information isn’t free, we have to decide who should pay to build and maintain the access systems.

If cities help pay for their local transportation system, and the federal government subsidizes highways,25 who should subsidize our digital information infrastructure? What about companies like RELX who make billions of dollars by privatizing our public information? Should they promise to help build and maintain public access to information?


Data Companies as Public Utilities

In the past, we forged a path between completely public and completely privatized resources, making certain goods and services “public utilities,” private companies that would maintain the infrastructure for some public services, enjoying monopoly power in whatever market they operate in (supplying electricity, gasoline, railways, and so on). In exchange for that monopoly power, the companies would guarantee consistent and stable public access, as well as accept a considerable amount of regulatory oversight. To be treated like a public utility, a company must provide an essential, non-differentiated public commodity (like electricity or water) and operate in a capital-intensive public infrastructure. Data analytics products aren’t good candidates to be public utilities because they don’t fit that description.



One reason that data companies’ information troves aren’t like other public utilities is that data and information themselves aren’t infrastructure. They’re the substances that fuel the digital infrastructure, aka the internet. (The government has been going back and forth over whether to treat the internet like a public utility for years.)26 Another reason data companies’ data and information troves aren’t like public utilities is that they aren’t the same as electricity or water. Each piece of information is unique, while those other resources are fungible and interchangeable.

Even if the data companies’ products aren’t public utilities, per se, the government can still intervene to regulate them as the major providers of essential public resources, and to guarantee public access to essential, critical information. There is a balance to be had somewhere between private data companies fully privatizing and paywalling our informational resources and magical—but impossible—zero-cost public information resources. Almost a hundred years ago, we found that balance with other telecommunication tools, like the radio.27 When the radio became popular, a few companies quickly figured out how to privatize public airwaves.28 The government intervened to prevent our airwaves from being overtaken by a few radio station giants like NBC and CBS, by passing the Radio Act of 1927.29 The Act created a system in which the government held radio frequencies instead of the private companies. The government divvied out radio frequencies to private companies by giving the companies operating licenses for radio frequencies when the private companies demonstrated that their radio station would satisfy the “public interest, convenience or necessity.”30 The government considered content providers like television and radio stations to be commercial enterprises with “public character.”31 To keep their broadcasting licenses, companies had special duties to provide access to important, timely information about news and public affairs as “public fiduciaries.”32

Data analytics companies may not be like public utilities, but they are similar to radio companies. Both radio companies and data companies broadcast information to the public. But right now, data companies aren’t required to provide public access, and they have no obligations to satisfy the public’s interest. The government could treat data companies more like the content providers that came before them, and insist that the companies provide public access to critical public information as a condition for receiving, and profiting off of, the government’s legal, financial, and research data.33 Under “net neutrality,” if the internet was considered a common carrier, it could be treated like airwaves or phone lines, with licenses and access requirements for sources of critical public information that would ensure at least some public access to public information. People have also suggested that we create a Corporation for Public Broadcasting–styled scheme for digital infrastructure (a “Corporation for Public Software”), which would be subsidized by the government, not paid for by the companies themselves.34

Other people have suggested that, instead of getting financial support for data infrastructure from the government, or from the data analytics companies who profit from data infrastructure, we should fund our own open access system. End users including researchers and libraries could redirect the fees they pay data analytics companies towards building and maintaining public information resources instead. This collective model of open access is my least favorite conception of “open.” First, it forces the wrong people to pay for data infrastructure. In a collectively funded digital publishing cooperative, participants would have to foot the bill for platforming data companies’ products and creating shared public digital repositories for essential public information.35

Second, collective open access projects are a logistical nightmare. Collective repositories across different institutions and organizations would require collective coordination and support from hundreds of funders, dozens of publishers, and libraries. A collective open access repository would also be tough to fund because when resources are put online for free, they tend to attract “free riders,” people who use the shared resources without contributing to them. If people can enjoy open access with or without paying for it, it’s likely that many researchers and research institutions will forgo helping to pay for the infrastructure. For instance, while most of us use Wikipedia, most of us probably don’t respond to their pleas for donations at the top of the website, even though Wikipedia needs funding to stay afloat.

A more straightforward way to guarantee open, public infrastructure would be to build a government-funded digital library instead of relying on piecemeal support from participating libraries. The government could collect funding for public digital infrastructure by properly taxing private big-tech and data companies. Tech companies have been able to avoid paying their share of taxes.36 If the government closed the tax loopholes tech companies use to avoid paying into public systems, that money could pay for public digital infrastructure.

Our physical libraries are already subsidized by local, state, and federal funds.37 Government funds support the physical infrastructure of public libraries, as well as the information professionals that curate and run those spaces. Like our public library systems, digital library platforms could be common, shared spaces, staffed by information experts.38 Physical libraries create public spaces to access knowledge and gather information. Public digital libraries could do the same. A few privately funded online efforts, like HathiTrust, a free repository that’s run by well-funded research institutions like the state universities of Michigan and California, and the Internet Archive, a free digital library supported by a variety of research foundations, provide models for online library spaces that digital public libraries could follow.

Funding library-like online spaces would require sufficient financial, infrastructural, and legal resources. Our governments historically have underfunded digital information infrastructure. When the government provides information to the public, it does so with outdated, insufficient online tools and platforms. In every situation, the information resources the government provides aren’t anywhere near as good as the ones on data companies’ websites. The government’s current attempts at information access can’t replace the superior paywalled services. Systems like EDGAR and PACER are notoriously outdated and hard to use. They run on outdated technology, and the government doesn’t hire the numbers of catalogers, editors, and information experts necessary to create enduring, up-to-date information infrastructure. Our major public science database provides abstracts of published articles and books, but the government doesn’t subsidize access to the full text articles themselves.39 Other countries are considering paying to set paywalled materials free, or passing laws to ensure their access.40 To break access barriers, the United States government should follow through with its Obama-era directive to give access not just to article abstracts, but to the full articles.

Beyond funding and infrastructure, the government must update our copyright laws to ease the way for open infrastructure online. Right now, copyright laws don’t account for digital ownership. Copyright holders have taken advantage of the gaps in the law. Instead of conveying full ownership to purchasers copyright holders license limited rights of access to purchasers.41 Digital open access platforms can’t get the rights for digital materials that they need in order to share and lend digital information on their platforms like traditional paper libraries do. HathiTrust and the Internet Archive have both been sued for copyright infringement by groups representing publishers that own sweeping collections of copyrights to millions of written materials.42

The easiest way to overcome the grey area of digital copyright law is to clarify and update consumers’ rights in digital information ecosystems. Law should guarantee that library-like online platforms can lend materials, and law should also ensure that digital information purchasers can enjoy at least some of the intellectual property rights that physical ownership conveys.


Regulation

Without intervention, data companies aren’t going to save the day. Like the rest of big tech, for-profit data analytics companies can’t operate information infrastructure in the public interest. Their loyalty is to shareholders or other company stakeholders, not to the rest of us. Data companies’ problems are baked into their defining practices and designs. Just as “The problem with Facebook is Facebook,”43 the problem with data companies is data companies—their business model is based on hoarding, paywalling, and crunching as much information and data as possible. Their very existence is based in data exploitation, surveillance, and informational inequality. Fixing the problems data companies cause is not as simple as updating a single law. Changing the legal parameters of data analytics’ companies’ roles requires a large, orchestrated round of legal changes including copyright reform, reinvigorating old antitrust doctrine, closing up constitutional law loopholes, and designating resources for government data infrastructure and access. That type of legal revolution isn’t likely to happen any time soon.



So we must strive to implement incremental changes to our information infrastructure. One incremental change we should push for is separating data brokering businesses from other parts of our critical information infrastructure. The companies that funnel our personal data to the police, ICE, and the FBI should not be the same companies that we depend on for our critical information resources. They should be walled off as their own entity, and treated like state actors bound by constitutional obligations such as the Fourth Amendment’s warrant requirements. As long as we treat RELX’s and Thomson Reuters’s data brokering companies like just another information product, they will continue to work around legal protections meant to shield people from data surveillance, including the Privacy Act of 1974 and the Fourth Amendment. These companies’ “risk” and “special services” products have become “arms of the government” and they should be treated as such.44

Another incremental shift we could make is to treat data companies like “information fiduciaries,” the way radio and television stations are treated.45 In fiduciary relationships, one party must rely on, and trust, a more powerful party. The law forces the more powerful party to act in ways that will benefit the less powerful party. We are so dependent on data companies for essential information that they could be treated like fiduciaries. Data companies could be assigned certain duties, including confidentiality, care, and loyalty.46 We would be the beneficiaries of the companies’ legally enforceable duties. While creating information fiduciary standards wouldn’t wrest informational power from the data companies, it would, perhaps, put some responsibilities into our relationships with these sprawling data corporations.47

Interventions like separating data brokering from other types of information businesses and making data companies informational fiduciaries may not be the sweeping informational reforms we need, but they are steps away from the status quo in which we let tech companies govern themselves, which isn’t doing much, if anything to improve our information infrastructure. We’ve been waiting for digital markets, and the companies that operate within those markets, to react to consumer outcry over privacy breaches, subpar information (like fake news and online scams), and paywalls, but so far the companies have been largely impervious to consumers’ concerns.

We can’t reverse digitization—there’s no putting the technology cat back in the bag, nor should there be. Digital innovations are awesome and helpful. Data visualization is neat. Social media is a way to connect with people all over the world. I met my partner and other friends online, and I bet some of you did too! Online purchasing is convenient and could be environmentally friendly and geographically equalizing if done properly.

The goal isn’t to stop tech or data innovations, it’s to make sure that data and tech supply chains are sustainable and just. If we stay the course, data analytics companies will keep creating an unhealthy informational reality. Without intervention, our informational reality will only grow more bleak.

We’ve seen what happens when we ignore companies’ bad behavior. In the 1960s when companies were allowed to pour all of their toxic sludge into waterways and incinerate whatever they wanted, rivers caught fire and cities were choked with smog. Even as their practices were making people sick, the manufacturers causing the harm insisted that they couldn’t make consumer goods any other way. The companies said that if they were subject to regulation, there would be no more affordable cars or electronics. And yet, when the president created the Environmental Protection Agency and passed the Clean Air Act and the Clean Water Act, which forced industry to curb pollution, the industries survived and we all got healthier environs.

American industries were innovative enough to work with regulators before, and they’ll be able to do it again. But as Senator Sherrod Brown says, we’ll need to challenge the industries if we want results.48 We have to reign in data cartels not with small, tech changes but with big, structural evolution.49 Siva Vaidhyanathan urges us to imagine building entirely new information systems. His message is optimistic, envisioning a better digital future: “We know what’s wrong. We have only begun to imagine how it could be better.” Data infrastructure problems are not too big for us to fix.50

The internet doesn’t have to be an informational labyrinth of dead-end paywalls blocking critical public information, and privacy-stealing platforms where companies prey on our personal data. With the right blend of governance, oversight, and support, we can open up science, law, and financial data and information to all. With more active antitrust interventions, information projects could flourish without inevitably being procured or tamped out by the data analytics companies. By enforcing consumer protection rules and rethinking privacy rights, we can prevent data analytics companies from siphoning and selling our personal data, and their personal data-based risk products without our consent. With more funding and resources, we can make and maintain public information infrastructure. Just as we provide public transportation, public libraries, public parks, and other public services and structures, we can build public data and information resources in our online ecosystem. If we treat essential information as a public resource, and if we stop treating private data as an extractive industry, we can all “swim in the ocean of knowledge.”51
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