


“A must-read for anyone who has wondered how we can maintain 
our humanity amid the superpowerful prediction machines we’ve 
created.”

—ANGELA DUCKWORTH, author, New York Times–bestselling Grit

“A compelling read about how AI is shaping us—and how we 
should shape it. Tomas Chamorro-Premuzic examines how tech-
nology can augment our intelligence and reminds us to invest in 
the human skills that robots can’t replace.”

—ADAM GRANT, author, number one New York Times–bestselling �ink 
Again; host, TED podcast Re:�inking

“At last, a book on AI that focuses on humans rather than ma-
chines. A powerful case for reclaiming some of our most valuable 
neglected virtues.”

—DORIE CLARK, author, Wall Street Journal–bestselling �e Long 
Game; executive education faculty, Duke University Fuqua School of 
Business

“Techno-zealots and doomsayers dominate the debate about arti�-
cial intelligence, which is why this unique book is such a breath of 
fresh air. I, Human is a strikingly clear-eyed account of the fraught 
but fertile relationship we already have with AI—and an inspir-
ing argument for how, in the future, it can help us maintain and 
enhance rather than degrade what makes us essentially human.”

—OLIVER BURKEMAN, author, New York Times–bestselling Four 
�ousand Weeks

“If you want to understand how we can best thrive in a world that 
is rapidly changing because of AI, and feel hopeful and con�dent 
about the role you can play, you’ll �nd this book to be both bril-
liant and essential. Full of insights and practical tips, I, Human
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will prepare you for the future by focusing your attention on the 
very traits that make human nature unique.”

—FRANCESCA GINO, professor, Harvard Business School; author, 
Rebel Talent

“I, Human argues compellingly that arti�cial intelligence is altering 
human intelligence—fueling narcissism, diluting self-control, rein-
forcing prejudice—and reveals how human learning can still coun-
teract the malign e�ects of machine learning. Tomas’s easy style and 
dry humor bely the seriousness with which he tackles this vital issue 
of our time. Take note before the robots take over how you think.”

—OCTAVIUS BLACK, founder and CEO, MindGym

“As someone whose own work is all about using technology to 
make good things happen in the real world, I could not welcome 
Tomas Chamorro-Premuzic’s excellent treatise on AI and how it 
relates to our collective humanity more. �is book is a must-read 
for anyone worried about the implications of AI, because it focuses 
not just on the evolution of arti�cial intelligence but on how we 
can evolve and upgrade our own intelligence as a result. I guaran-
tee you’ll come away inspired, optimistic about humanity’s future, 
and empowered in your own ability to manage and de�ne it.”

—CINDY GALLOP, founder and CEO, MakeLoveNotPorn

“Dr. Tomas takes our knowledge of AI in an entirely new direction 
by helping us better understand both the machines and ourselves. 
A book that will spur you to live better and learn more.”

—JULIA GILLARD, former Prime Minister of Australia; Chair, 
Wellcome Trust and the Global Institute for Women’s Leadership

“As AI becomes more prevalent, we all need to be more sensitive to 
how it changes our behavior. Tomas’s book raises important issues 
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we all have to consider as AI expands into every part of our daily 
lives.”

—JOSH BERSIN, global industry analyst

“In this thought-provoking book, Tomas Chamorro-Premuzic 
trains his psychologist’s eye on what makes us truly human—warts 
and all. Packed with illuminating insights about our de�ning 
strengths and foibles I, Human o�ers a road map for prospering in 
a world saturated by smart technology.”

—HERMINIA IBARRA, Charles Handy Professor of Organisational 
Behaviour, London Business School

“Tomas Chamorro-Premuzic’s authoritative look at AI’s grip on our 
lives is as entertaining as it is informative—that is to say, it is both. 
�e book is sprinkled with just enough humor and irreverence to 
make its technical topic engaging and more than enough evidence 
to make it compelling. It details how algorithms are hijacking our 
attention, making us more impatient and arrogant and less capa-
ble of focus, deep thinking, and ingenuity—and less happy. Ulti-
mately, I, Human seeks to awaken our better angels so that we can 
reclaim meaningful, ful�lling lives of choice and connection.”

—AMY C. EDMONDSON, professor, Harvard Business School; author, 
�e Fearless Organization

“A hugely insightful and timely guide. Dr. Tomas opens a bold 
window to the impact of arti�cial intelligence on human behav-
ior. �is is your all-things-necessary if you care about humanizing 
work in this highly technological age. You most likely know why 
this is wildly important to you, but struggle with how to do it. �is 
book is an excellent read as we attempt to build a better working 
world.”

—KATARINA BERG, CHRO, Spotify
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For Isabelle and Viktor,
to a life rich in analogue adventures.
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�is book examines the impact of arti�cial 
intelligence on human behavior.
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Introduction

A lot of ink and bytes have been devoted to the rise of AI. �e busi-
ness press and experts have heralded AI as the next big thing fu-
eling the new industrial revolution. Techno-  evangelists claim that 
the technology will transform our jobs, help cure diseases, and ex-
tinguish all human biases.

I’m also sure you’ve heard the bleak predictions, some by the 
world’s most eminent techno-  enthusiasts, that AI threatens to 
upend the human species as we know it. For example, the usually 
optimistic Bill Gates confessed that he is “concerned about super 
intelligence.” Likewise, the late Stephen Hawking noted that “a 
super-  intelligent AI will be extremely good at accomplishing its 
goals, and if those goals aren’t aligned with ours, we’re in trouble.”1

Meanwhile, Elon Musk labeled AI “a fundamental risk to the exis-
tence of human civilization,” though that hasn’t stopped him from 
trying to implant it in our brains.

So, you may be wondering why you need to read yet another
book on AI. Even short books like this one are a considerable in-
vestment of time, energy, and focus, all of which are precious and 
scarce. I’ll explain why.

Despite all the forecasts about AI—  from tech-  utopians and Lud-
dites alike—  one topic has been oddly neglected: how AI is chang-
ing our lives, values, and fundamental ways of being. It is time to 
look at AI from a human perspective, which ought to include an 
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2 Introduction

assessment of how the AI age is impacting human behavior. How is 
AI changing the way we work, as well as other areas of life, such as 
relationships, well-  being, and consumption? What are the key so-
cial and cultural di�erences between the AI era and previous chap-
ters in human civilization? And how is AI rede�ning the key forms 
in which we express our humanity?

�ese questions fascinate me. As a psychologist, I’ve studied 
human traits and foibles for decades, trying to understand what 
makes us tick. For over twenty years, much of my research has fo-
cused on understanding human intelligence: how to de�ne it and 
measure it, and what happens when we decide not to use it, espe-
cially when we select leaders. �is research has highlighted how 
our �aws and misconceptions shape our world, generally not for 
the better: our overreliance on intuition over data, our tendency to 
mistake con�dence for competence, and our propensity to prefer 
incompetent male leaders over competent female (and competent 
male) leaders all account for many of the major challenges we face 
in the world. And, as a scientist-  practitioner, I’ve spent my career 
trying to �nd ways to help people and organizations make better, 
data-  driven decisions. �is is how I initially stumbled upon AI, 
namely as a tool that has clear potential for decoding the dynamics 
of people at work and not just predict, but also enable, better per-
formance for individuals, teams, and organizations. I devote much 
of my time to designing and deploying AI to select the right em-
ployees, managers, and leaders, and to increase diversity and fair-
ness in organizations, so that more people, and particularly those 
who have historically been unfairly excluded, can thrive at work.2

Since nobody has any data on the future, it is hard to know 
how AI will unfold. At least until now, AI has been mostly just 
something that happens to data. It usually boils down to partially 
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Introduction 3

self-  generated algorithms that possess a relentless capacity for iden-
tifying hidden patterns in a big set of data, via their ability to evolve, 
learn, unlearn, autocorrect, and perfect, regardless of whether they 
end up reaching (or surpassing) human levels of intelligence.

Yet, its stealth omnipresence is impactful. Whether we’re cog-
nizant of it or not, we interact with AI daily: When we ask Siri or 
Alexa a question. When we’re exposed to a digital ad. When we’re 
shown news or any content online. Given how much we use our 
phones and scroll through social media, we probably spend more 
time interacting with AI than we do with our spouses, friends, and 
coworkers, all of whom are also in�uenced by AI when they inter-
act with us. AI is omnipresent, and though it’s still evolving and so 
much is uncertain, there’s no doubt: it’s also rede�ning our lives, 
our interactions with the world, and ourselves.

AI has the potential to improve our lives. We live in a complex 
world, and our archaic brains can no longer rely on intuitive or in-
stinctive decisions to make the right choices, especially if we want 
to be functional members of modern society. For example, we can 
expect well-  designed AI to do a better job than most human re-
cruiters at evaluating the résumé or interview performance of a job 
applicant, just as we can expect well-  designed AI to outperform 
most human drivers; make more accurate, reliable, and faster med-
ical diagnoses than the naked human eye; and outperform humans 
at detecting credit card fraud.3 Human bias permeates every aspect 
of life, from who gets hired and promoted to who has access to 
credit, loans, and college and who gets convicted and incarcerated.

Meritocracy—the idea that our fate should be determined by our 
level of skill and e�ort—is a near-  universal aspiration, yet anywhere 
in the world it is caused more by privilege and class than other fac-
tors.4 Your birthplace, your parents, and your sociodemographic 

309849_00a_Introduction_001-006_r2.indd   3 28/10/22   6:40 PM



4 Introduction

classi�cation are all stronger predictors of your future success than 
your actual potential and performance, especially in the United 
States. More than any other technological invention, AI has the abil-
ity to expose these biases, as well as identify real signals of talent and 
potential while being fully agnostic to our class, gender, race, and sta-
tus. Importantly, the key goal is not for AI to replace human expertise, 
but to enhance it. In any area of decision-  making, human expertise 
will improve with the help of data-  driven insights produced by AI.

But the AI age has also unleashed bad behavioral tendencies, 
which we’ll uncover over the course of this book. �e deployment 
of algorithms that co-  opt or hijack our attention are contributing to 
a crisis of distractibility. �e AI age is also making us more impa-
tient, ignorant, and delusional, reinforcing our self-  serving inter-
pretations of the world. It has also increased our addiction to social 
media platforms, which have democratized digital narcissism and 
turned the AI age into an age of self-  obsession, entitlement, and 
ubiquitous attention-  seeking. Furthermore, the AI age has also 
turned us into rather more boring and predictable creatures, dilut-
ing the range and richness of experiences that once characterized 
human life. And, last, AI may be diminishing our intellectual and 
social curiosity, feeding us rapid and simple answers to everything 
and discouraging us from actually asking questions.

Perhaps things will get better in the future. A�er all, AI is still 
in its infancy, and one would hope that its evolution will also in-
clude our own ability to manage and deal with it better so that we 
can reap the bene�ts of technological progress. However, so far 
there are clearly reasons to worry about the behavioral impact and 
repercussions of the AI age. My goal with this book is to talk about 
the present rather than the future, focusing on the current realities 
of humans interacting with AI.
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Introduction 5

Humans have a strong track record of blaming their technolog-
ical inventions for their own cultural demise and degeneration. 
Since the dawn of television, critics have repeatedly blamed TV for 
being “the opium of the people,” inhibiting human imagination 
and intellectual development, and fueling violence and aggression. 
When the �rst newspapers began to circulate in the sixteenth cen-
tury, skeptics feared they would forever kill social gatherings: Why 
bother meeting, if there is no more news or gossip to exchange? 
Long before that, Socrates, like many of his fellow philosophers, 
refrained from writing altogether on the basis that it would atrophy 
his memory.5

�is solid history of slamming novel media tools may seem suf-
�cient to dismiss alarmist criticisms of current technological inno-
vations, though a default underreaction is not necessarily the best 
alternative to an overreaction. Since one of the key advantages of 
the AI age is the chance to gather and analyze a great deal of de-
tailed data on human behavior, why not harness the opportunity to 
assess the impact of the AI age on human behavior in an evidence-
based way?

�at’s what I aim to do: focus less on the potential future conse-
quences and more on what has happened thus far—  worrying less 
about future threats and more about present realities.

With that in mind, my aim for this book is to ask big questions: 
What does it mean to be human in the AI age, and in what new and 
perhaps better ways could we express our humanity in this cur-
rent chapter of our evolutionary history? Amid much discussion 
on how the rise of AI is taking control of the world and our lives, 
can we reclaim our humanity to display our most virtuous side 
and avoid being alienated or dehumanized, let alone automated, by 
technology?
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6 Introduction

Given that AI is still evolving, these questions may yet be unan-
swerable, but this shouldn’t stop us from trying to answer them. 
Even while the AI age unfolds, we can re�ect on what we are ob-
serving at this very point in time of the human-  AI interface.

You never see yourself age in the mirror, but one day you �nd 
an old picture of yourself and realize that you have changed. Along 
the same lines, if we obsess too much about the future, we will risk 
neglecting the present. Rather than adding to the overly saturated 
world of technological predictions, let us instead look at our pres-
ent to understand where we are and how it is that we got here in the 
�rst place. Incidentally, this is also the best way to understand, or at 
least re�ect on, where we may be heading. If we don’t like what we 
see, we will at least have an incentive to change it.
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Chapter 1

Being in the AI Age
What AI is and is not

We design tech and tech, in turn, designs us.

—Pamela Pavliscak

In the approximately three-hundred-thousand-year existence of 
what are generally considered anatomically modern humans, we 
haven’t fundamentally changed all that much. �ere’s no signi�cant 
biological di�erence between the present AI pioneers and their an-
cestral relatives who invented agriculture or any of the major inno-
vation breakthroughs in history. �e most advanced and up-  to-  date 
version of our species, which includes Angela Merkel, Beyoncé, Je� 
Bezos, and me (which I hope is not interpreted as a narcissistic state-
ment), still shares about 99 percent of its DNA with chimpanzees.

Our wants and needs haven’t changed that much either. But how 
those wants and needs are manifested can change with the times. 
In our evolutionary journey, we managed to transition from pro-
ducers and users of rudimentary hunter-  gathering tools to creators 
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8 I, Human

of space rockets, Bitcoin, and RNA vaccines. In the process, we cre-
ated a diverse range of societies, empires, and civilizations, not to 
mention Snapchat and sel�e sticks, which provided new elements 
to express our humanity.1

�ough in the grand scheme of things, AI is just humble com-
puter code designed to make human tasks more predictable, his-
tory teaches us that even mundane technological innovations can 
have big psychological consequences when they scale. Consider the 
way major human inventions have rewritten our modus operandi 
in the absence of any major biological changes. As Will and Ariel 
Durant write in �e Lessons of History: “Evolution in man during 
recorded time has been social rather than biological. It has pro-
ceeded not by heritable variations in the species, but mostly by eco-
nomic, political, intellectual, and moral innovation transmitted to 
individuals and generations by imitation, custom, or education.”2

For example:

• Economic: the stock market, derivatives trading, the gig 
economy, and non-  fungible tokens (NFTs)3

• Political: communism, fascism, liberal democracies, and state 
capitalism

• Intellectual: relativity theory, Bach’s Well-  Tempered Clavier,
the Google search engine, and Shazam

• Moral: every religion in the world, humanism, our family 
values, and our self-  righteous minds4

Where we go from here is up to us. As the AI age progresses, we 
have to �nd new ways to express our humanity—  for good or bad 
or both.
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Being in the AI Age 9

So far, the most consequential aspect of AI is not its ability to 
replicate or surpass but rather impact human intelligence. �is is 
happening, not through AI’s inherent capabilities, but through the 
digital ecosystem we have built to harvest, re�ne, and deploy AI at 
scale. �is ecosystem, which may be to the metaverse what dial-  up 
internet was to Wi-  Fi, has positioned AI as a ubiquitous and pow-
erful in�uence on human behavior. Like any powerful force, there 
will be positive and negative consequences for social behavior. But 
change is the salient feature and what makes the AI age a signif-
icant phase in our human evolution. �is change has three main 
enablers, namely, a hyper-  connected world, the data�cation of you, 
and the lucrative business of prediction. In the next sections, I dis-
cuss these enablers in more detail.

A Hyper-  Connected World

To say that we inhabit a hyper-  connected world is as big a cliché 
as to say that the present is unprecedented and the future uncer-
tain, or that a company’s greatest asset is its people, which, alas, 
never stops anyone from o�ering these platitudes anyway. And 
yet, it is still true that the world has never been as connected as it 
is today.5 Hyper-  connectedness is one of the de�ning features of 
our time.

We are living much more connected lives than we ever have, 
and the trend is still upward.6 It has never been harder to be iso-
lated from other people and information—  true facts and fake 
news—  at least without checking into a meditation retreat. Never 
before has it been so easy to communicate with strangers, make 
new acquaintances, turn strangers into instant dates or future 
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10 I, Human

spouses, and maintain deep psychological contact with people 
regardless of who they are, where we are, and whether we’ve ever 
met them.

As much as technology has taken over our lives, and as much as 
we’re hyper-  connected, at the same time our current behaviors are 
simply catering to our preexisting human desires. From a psycho-
logical perspective, things haven’t actually changed that much.

For instance, every time we hit “refresh,” we are trying to vali-
date ourselves, monitor our reputation, or answer a deep psycho-
logical question about our existence and the meaning of life: for 
example, what is going on, what do people think of me, what are 
my friends up to, and how am I doing in life? Our early predeces-
sors shared these fundamental questions thousands of years ago; 
the only di�erence is they didn’t have smartphones or the luxury of 
devoting so much time to engaging in these self-  obsessed, neurotic 
ruminations.

If an average human from the 1950s were transported to our 
present times, Back to the Future–  style, what would she see? Unlike 
Marty McFly, she would not see bionic X-  ray vision implants or 
self-  tying shoes, but simply wonder about the fact that most of us 
are glued to our mobile devices, irrespective of knowing whether 
algorithms are quietly working their magic in the background, or 
that we are engaging in unprecedented degrees of inappropriate 
self-  disclosure, sharing our unsolicited views and news on every-
thing and anything with everyone and anyone, for no other obvi-
ous reason than the fact that we can.7

Our visitor from the past may arguably be disappointed. In the 
famous words of contrarian entrepreneur Peter �iel, “We were 
promised �ying cars, instead we got 140 characters.”8 �ough 
much of what this time traveler would see would be new, I doubt 
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Being in the AI Age 11

she’d have much trouble adapting to our way of life. Give her a 
smartphone, show her how it works, and everything will work 
out �ne.

What keeps us so utterly immersed in the hyper-  connected dig-
ital universe we created, and the very reason this universe exists 
in the �rst place, is our deep desire to connect with one another, 
which caters to our primordial needs.9 �e foundations of our 
hyper-  connected world are largely the same universal needs that 
have always underpinned the main grammar of human life.10 �e 
need to relate to others, the need to compete with others, and the 
need to �nd meaning or make sense of the world. �ese three basic 
needs can help us understand the main motives for using AI in 
everyday life.

First, AI ful�lls our relatedness need, that is, the desire to con-
nect and get along with others, widening and deepening our re-
lationships and staying in touch with friends. �ere’s a reason we 
refer to social media platforms as “social networks,” a term that has 
always been used to describe the web of friends, contacts, and con-
nections we have, representing our basic social capital.

Second, AI can be seen as an attempt to boost our productivity 
and e�ciency, and improve our living standards, all of which ad-
dress our need for competitiveness. To be sure, we can (and should) 
examine whether this has been accomplished or not, but the inten-
tion is always there: to achieve more with less, increase work output 
and e�ciency, and most obviously to increase consumption—  the 
accumulation of resources.

�ird, AI is also deployed to �nd meaning, translating infor-
mation into insights, helping us to make sense of an otherwise 
ambiguous and complex world. For better or worse, most of the 
facts, opinions, and knowledge we access today have been curated, 
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12 I, Human

organized, and �ltered by AI, which is why AI can be equally pow-
erful for informing or misinforming us.

�e big players of the AI age have created virtual platforms 
where we can express and ful�ll our universal needs. Take Face-
book, LinkedIn, TikTok, or any popular social media app. �ese 
platforms have become the main habitat of AI because they can 
connect us with others (relatedness), creating a level of on-  demand 
psychological proximity to people’s personal and public lives, irre-
spective of our real closeness to them. �ey also enable us to show 
o�, advance our careers, display our virtues and status, and show-
case our levels of con�dence, competence, and success (competi-
tiveness). Equally important, though perhaps less obviously, we can 
use the major social media apps to ful�ll our insatiable appetite for 
sense-  making (meaning), helping us �nd out who does what, when, 
and why, within the ever-  expanding orbit of people’s public reputa-
tion and their ever-  shrinking private life.11

As decades of scienti�c research suggest, we are all “naive psy-
chologists,” or amateur explorers of humanity, looking to make 
sense of others’ behaviors.12 One of the consequences of being a 
hyper-  social and group-  oriented species is an obsession with un-
derstanding or at least trying to interpret what people do and why. 
Whether we realize it or not, this obsession has fueled the vast ap-
plication of AI to social networking platforms.

�ese deep psychological functions of our hyper-  connected 
world became crystal clear during the Covid-  19 pandemic, which 
highlighted technology’s power to keep us productive, as well as 
socially and emotionally connected, even in extreme physical iso-
lation.13 For much of the industrialized world, and especially for 
knowledge workers, aside from the nontrivial issue of staying 
healthy and sane, not to mentioned married, the much discussed 
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“new normal” di�ered from the old normal only in degree; we ba-
sically increased our already high screen time.

So, we used Zoom to work and drink with friends and forgot 
why the o�ce exists.14 Likewise, at a time of much uncertainty and 
confusion, our digital hyper-  connectedness gave us tools to access 
knowledge (e.g., Google, Wikipedia, Udacity, and WikiLeaks), sys-
tems of meaning (e.g., religious and political groups, Fox, CNN, the 
Johns Hopkins Hospital Covid-  19 microsite, and Net�ix), as well 
as access to in�nite music libraries and podcasts, self-  proclaimed 
and real experts on everything pandemic related, and every major 
literary work in the world.

But some of this is problematic. How much time are we spending 
not truly connected to other things or people, in the analogue or 
real sense of the word? Not much. We have turned ourselves into 
human wearables, attached to our phones nonstop, with additional 
sensors from our smart watches, Oura Rings, Siri, and Alexa, while 
we patiently await to upload our memories, fantasies, and con-
sciousness to the cloud. In a relatively short time frame, we quickly 
transitioned from the internet to the internet of things and now 
the “You of �ings,” a concept that sees our bodies as part of an 
enormous sentient digital network, and our entire existence down-
graded to the status of our smart TVs and refrigerator.15 Since our 
selves have been largely reduced to the digital fragments of our rep-
utation captured in the many devices that connect us to others and 
the world, it is hard to disagree with Yuval Harari’s premise that 
“we are becoming tiny chips inside a giant data-  processing system 
that nobody really understands.”16

Some say that AI has turned humans into the product of tech 
�rms, but a more accurate description, as Nobel Prize–  winning 
novelist Kazuo Ishiguro recently noted, is that we are more like 
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land or soil being harvested or excavated, with the real product 
being data, and its value being based on the ability to in�uence or 
change our beliefs, emotions, and behaviors.17

�e major change from twenty years ago is, arguably, the amount 
of data we have produced and continue to produce to the point of 
translating every possible human behavior into a digital signal of 
it. We are, more than ever, not just physical but also virtual crea-
tures, and our existence has acquired a second life in the form of 
virtual records encoded in the cloud, stored in ginormous data 
warehouses.18

�e behavioral DNA of our habits, including our most intimate 
preferences; our deepest, most private thoughts; and our guilty 
pleasures, has been turned into a vast reserve of information so 
that the algorithms can learn all there is to know about us. Sci-
enti�c studies show, unsurprisingly, that AI can make more accu-
rate estimates of our personality than not just our friends but also 
ourselves.19

The Data�cation of You

Our impetus to understand and predict the world, including our-
selves and other people, underpins much of the current AI age, 
which is founded on the premise and promise of gathering as much 
data on people as possible, turning us all into the subjects of a mas-
sive psychological experiment.20

When I was running research experiments for my doctoral 
thesis, barely twenty years ago, I had to drag people into the test-
ing cubicle and beg them to complete a psychological assessment. 
Gathering data from ��y people could take months, even if we had 
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the funds to pay them. Today we have more data on humans and 
every single aspect of our behavior than we could possibly analyze. 
We could stop collecting data and spend the next century trying to 
make sense of it and still barely scratch the surface. Almost every-
thing we do creates a repository of digital signals representing the 
fuel or gasoline that enables AI’s intellectual development.

To be clear, more data doesn’t make people more predictable: 
data is just a record of what we do; it is the product rather than the 
cause of our activities and behaviors. However, the very platforms 
and tools that are deployed to get us to produce ever more data do 
a great job of standardizing our main patterns of activities, incen-
tivizing us to act in more predictable and repetitive ways. Consider 
how Facebook, a platform that actually allows for a relatively rich 
repertoire of interactions and variety of interpersonal activities, 
constrains the range of responses or behaviors we can display.

Sure, we can express our comments in the form of unstructured—
even creative—  text. But it’s much easier to like, share, or insert 
emojis in response to what we see so that we can focus our energies 
on labeling the people in our photos, tagging others in stories, and 
encoding the rich variety of information into highly structured, 
standardized data, which provides clear-  cut instructions for AI. We 
become the unpaid supervisors of machine learning algorithms, as 
well as their object of study, albeit in a simpli�ed, repetitive form.

Unsurprisingly, dozens of scienti�c studies indicate that Face-
book likes and other forced-  choice categories of expression accu-
rately predict our personality and values.21 �ink of likes as the 
digital equivalent of bumper stickers, rebellious teenagers’ T-  shirts, 
or tattoos: humans are proud of their identity, so they relish any op-
portunity to share their views, beliefs, and opinions with the world, 
in part to delineate an in-  group and out-  group. It is not prejudiced, 
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but socially insightful, to assume that a car with a “hipster killer” 
bumper sticker has a very di�erent driver from one with a “keep 
calm and go vegan” sticker.

�is is even more obvious with Twitter, where the variety of input 
data (the content and context of tweets) can be consistently mined 
to predict retweets, irrespective of whether we read or processed the 
information. �e platform introduced a “read before you retweet” 
feature to encourage responsible sharing: Perhaps the next feature 
could be “think before you write”?22 If Twitter’s algorithms are o�en 
accused of augmenting our echo chamber, that’s only because they 
are trained to predict what we prefer to attend to—  stu� congruent 
with our views and beliefs.23 In essence, we turn us into a more exag-
gerated version of ourselves, not open-  minded but narrow-  minded.

Even among the tech giants, Facebook stands out for its 
single-  minded bet on data, which explains why in 2014 it splashed 
out $19 billion to acquire WhatsApp, which, at the time, had 
just ��y-  �ve employees, no more than $10 million in revenues, 
$138 million in losses, and a valuation of $1.5 billion just one year 
prior.24 As Larry Summers pointed out during a seminar at the Rot-
man School of Management, “Everything WhatsApp had, all the 
people, all the computers, all the ideas, could �t in this seminar 
room, and there would still be room for several seminars.”25

While this provides a clear-  cut picture of the new realities of the 
digital economy, Summers forgot to mention that the most valuable 
thing WhatsApp owned did not �t in that seminar room, namely, 
the vast amounts of data and all the users worldwide committed 
to producing more and more of it every day. When WhatsApp was 
acquired, it boasted 450 million users. Today, the number exceeds 
2 billion. Facebook itself has 2.8 billion users who spend around two 
hours and twenty-  four minutes on the platform every day, with an 
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extra thirty minutes spent on WhatsApp, which boasts 60 percent 
of all global internet users and is the number   one messaging app in 
180 of the world’s 195 countries.26

In 2021, Facebook—  now Meta—  took the data�cation of you one 
step further by merging WhatsApp and Facebook data to deepen 
its knowledge of users. �is is the power of combining everything 
you do on the number   one social media platform with everything 
you say on the number   one messaging and free call app—  oh, and 
there’s your Instagram footprint, too. Likewise, the data�cation of 
you has enabled Net�ix to go from binge-  worthy movie recommen-
dations to blockbuster content creation, and allowed Spotify’s AI 
to teach artists how to create more popular songs, sharing its vast 
consumer insights with them and educating them on what their 
actual and potential audiences like and dislike.27 In a not-  so-  distant 
future, AI advances in musical composition may enable Spotify to 
automate some of its artists, just as self-  driving cars would enable 
Uber to automate its drivers. Uber drivers currently have two jobs: 
taking customers from A to B (the o�cial job), and teaching AI 
how to do this without human drivers (the uno�cial job, which 
justi�es the valuation of a loss-  making company at $24 billion). In 
a similar vein, imagine a world in which the platform’s AI learns to 
create (not just curate) music in direct response to your preferences, 
turning Ariana Grande and Justin Bieber, the two most popular 
artists on that platform, into musical relics (I will leave it up to you 
to decide whether these hypothetical technological advances would 
represent a form of artistic progress or not).

While many of the services provided by the big and not-so-big 
AI companies are free, in the sense that we don’t pay for them 
with money, investors value them because of the perceived value 
assigned to the data the companies ingest, analyze, and sell.28
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Fundamentally, our digital records have enabled tech �rms to per-
suade others—  in particular, �nancial analysts, investors, and the 
market—  that they have an accurate understanding of us, includ-
ing our unique selves, which explains the exorbitant valuations of 
data-  rich �rms and any business convincingly claiming to be in the 
lucrative business of using AI to predict human behavior.29

The Lucrative Business of Prediction

AI has been sensibly described as a prediction machine, since al-
gorithms demonstrate their “intelligence” by forecasting things, 
which should in turn make our own decision-  making more intelli-
gent.30 If data fuels the digital revolution, the value of data is based 
on its promise to decode human behavior, with a new level of gran-
ularity, scale, standardization, and automation. �ere has never 
been a higher dollar multiple paid for services capable of turning 
data into insights, all courtesy of AI. According to PWC, AI will 
contribute $15.7 trillion to the economy by 2030, increasing GDP 
by 26 percent.31

�is new economic order is possible because of the combination 
of vast sets of big data and cheaper and faster computing power 
to crunch them and translate them into automated insights and 
nudges, and shaping human activity in commercially advantageous 
ways. For instance, Google’s AI enables the company to convince 
clients that it knows their customers with sublime precision, which 
explains why 80 percent of Alphabet’s revenues ($147 billion) still 
come from online advertising.32 Likewise, the vast access to ubiq-
uitous consumer behavior that Meta—  Facebook’s, Instagram’s, 
and WhatsApp’s parent company—  has harnessed enables the tech 
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giant to leverage AI to sell extremely targeted content and person-
alized advertisement, customized to the world’s wants, wishes, and 
habits.33

It is, of course, also possible because we can’t avoid spending so 
much of our lives online, and because of a critical feature of hu-
mans: though we hate to admit it, we act in consistent and pre-
dictable ways, to the point that there are clear identi�able patterns 
underlying our unique habits and everyday behaviors—  a sort of 
personal syntax of you. �is syntax is precisely what AI monetizes: 
every thought, value, and idea recorded, the stu� that makes you 
you and distinctively di�erent from others. Just as you could work 
out many things about a stranger by looking at the history of their 
browser (unless they deleted it, which would be a revealing data 
point in itself), the algorithms that mine our lives are quite good 
at predicting what we might do next—  and they are getting better. 
When, just ten years ago, Target’s AI determined that a woman was 
pregnant before she had even decided to share the news with friends 
and family (all based on her shopping patterns), it all seemed like 
a creepy episode of Black Mirror.34 We are now well aware of what 
algorithms know or may know about ourselves and others; when it 
comes to AI, creepy is the new normal.

By analyzing our every move and trading its insights on how 
to in�uence us at a high price to brands and marketers, AI is in 
e�ect selling human futures, attaching new value to the “behav-
ioral surplus” it derives from all the data we generate. And while 
all this is perhaps justi�able through our choices and preferences—
fast, cheap, predictable, and e�cient optimizations of our everyday 
needs—  it is a pity that we are arguably becoming less interesting 
and creative in the process. Even if AI’s goal were not to automate 
us, it appears to be turning us into automatons.35 So far, our data 
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is predominantly commercialized for marketing purposes, such as 
targeted ads, but there has already been a range of incursions into 
many other areas, such as life insurance, career success, health and 
well-  being, and romantic relations. For example, China uses AI to 
translate mass behavioral surveillance into a credit score and, in 
turn, a management system for its citizens.36 Imagine you are rude 
to a taxi driver, you forget to tip the waiter or to cancel a restau-
rant reservation, or you drive through a red light, and any of these 
actions automatically reduces your ability to secure a mortgage, 
credit card, or job.

�e lucrative business of prediction has also permeated the realm 
of love. Consider Match Group, which owns a percentage of many 
of the world’s most popular dating sites, including Tinder, OKCu-
pid, Hinge, Plenty of Fish, and Match.com.37 Its chatbot Lara inter-
acts with its global users to collect as much personal data on their 
romantic relationship preferences as possible, which in turn allows 
users to consume the ads that fund their digital love expeditions, 
especially if they are interested in avoiding a paid subscription. Or 
LinkedIn, which sells monthly membership services to recruiters 
so that they can access data on the skills, résumés, and background 
of candidates that are not in their personal network. �is is infor-
mation it gets for free, because LinkedIn members volunteer it, in 
part to get a better job (LinkedIn estimates that 70 percent of its 
775 million members are at least open to this), if not to attract cli-
ents, impress friends and colleagues, consume curated media, or 
just follow news stories.

In a remarkable book, Shoshana Zubo� refers to the lucrative 
business of prediction as “surveillance capitalism,” “a new economic 
order that claims human experience as free raw material for hidden 
commercial practices of extraction, prediction, and sales” as well as 
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“a parasitic economic logic in which the production of goods and 
services is subordinated to a new global architecture of behavioral 
modi�cation.”38 Zubo�’s poignant critique of the AI age explains 
why people fear the power of Big Tech, and why documentaries like 
�e Social Dilemma, in which former Facebook employees come 
clean about the cynical Machiavellian tactics of manipulations be-
hind the platform’s algorithms—  from addictive game-  like features 
to psychological nudges to decode and mold users’ behavior—  are 
rather shocking to many.

�e mere fact that you may not be experiencing life in this Or-
wellian way highlights the immersive allure of the system itself, 
which has managed to camou�age itself as a normal way of life, 
successfully turning us into a rich record of digital transactions 
immortalized for AI’s posterity. A �sh doesn’t know what water is; 
same goes for humans and the matrix.

�us, at least for now, AI’s in�uence is not so much a function 
of either emulating or surpassing human intelligence, but shaping 
the way we think, learn, and make decisions. In this way, AI is 
molding the very object it attempts to recreate, like a great master 
tinkering with an object she is about to paint. If you want to copy 
a drawing and you have the ability to simplify the model in order 
to draw a closer replica, it makes the task easier.

Most of us aren’t scientists, yet in any area of life we ordinarily 
operate according to AI’s core principles: using past data to not just 
predict and decide on the future. When we buy a product Ama-
zon has recommended to us, watch a movie Net�ix has suggested, 
or listen to a playlist Spotify has curated for us, we are making 
data-  driven changes to our life, conforming to an algorithmic syn-
tax that eliminates the behavioral di�erences between us and people 
like us, boosting the valuation of tech �rms by making our lives 
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more predictable. Prediction improves through two di�erent ways: 
the algorithms get smarter or the humans get “dumber.” �e latter 
implies that our ability to respond to a situation in di�erent ways, 
control our reactions to stimuli, or own our behaviors in an agentic, 
self-  controlled way decreases. Every minute we spend online is de-
signed to standardize our behaviors and make us more predictable.

�e initial wave of the Covid-  19 pandemic saw physical con-
nectedness instantly replaced by digital hyper-  connectedness, 
with Big Tech �rms reaping the bene�ts. During 2020 alone, the 
market cap of the seven biggest tech �rms, which include Apple, 
Microso�, Amazon, and Facebook, increased by $3.4 trillion.39 As 
shops worldwide closed, Amazon’s earnings rose by 40 percent in a 
single quarter alone, and its Web Services, the world’s biggest cloud 
platform, saw similar increases, as an unprecedented number of 
brick-  and-  mortar businesses were forced to go virtual.40

In the United States, spending on online shopping during the 
pandemic increased by 44 percent during 2020, producing more 
growth in a year than during the entire prior decade.41 Of course, 
the growth of online retail is intuitive, as shops were forced to shut 
down and we consumers were le� only with the choice to buy on-
line. But an even bigger switch was to shut down in-  person interac-
tions altogether, driving all forms of contact, communication, and 
exchanges to the cloud. �e idea of a metaverse, a shared virtual 
space that takes over our physical world, went from far-  fetched dig-
ital dystopia to inevitable and imminent reality in less than two 
years. While many people died, got sick, or lost their jobs or their 
entire businesses, and most businesses saw signi�cant hits due to 
the pandemic, many more people merely increased their online 
consumption, making the rich tech �rms substantially richer, in-
cluding in terms of data.
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As the Economist reports, the use of data is now the world’s big-
gest business.42 In May 2021, the share of the S&P accounted for 
by the �ve biggest tech juggernauts—  Apple, Amazon, Microso�, 
Alphabet, and Facebook—  had increased to almost 25 percent, from 
15.8 percent a year earlier.43 �is takes their combined market cap 
to over $8 trillion, which is more than the smallest three hundred 
S&P �rms put together.44 To put this into perspective, the GDP of 
the biggest economies in the world (in trillions) is the United States, 
$20.5; China, $13.4; Japan, $4.9; Germany, $4; and UK, $2.8. �e 
astronomical valuations of Big Tech are predominantly based on 
the predictive data these companies have managed to harness. Your 
probability of having given no data to any of these �rms is about 
0 percent. By exactly the same logic, as lockdowns eased and the 
pandemic got under control, much of the world returned to o�ine 
or analogue activities, shedding over $1 trillion from the valuation 
of Big Tech �rms.

Although these valuations rest on the belief that AI enables the 
data-  rich tech �rms to understand us better, and that this deeper 
level of understanding can help them change, in�uence, and ma-
nipulate human behavior at scale, AI’s ability to truly understand 
us has been exaggerated. �is is why the ads we are shown through 
data-  driven algorithmic targeting rarely produce a wow e�ect, and 
generally fail to create mind-  blowing insights about our deepest 
consumer preferences; they seem either creepy or crappy, like when 
they show us a pair of sneakers we’ve already bought or a vacation 
hotel we decided not to book. But we are still exposed to them and 
keep consuming the stu� they show us anyway.

So far, the main accomplishment of AI has been to reduce some 
of the uncertainties of everyday life, making things—  including 
ourselves—  less unpredictable, and conveying a sense of certainty 
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in areas that were always seen as serendipitous. Each time we spon-
taneously react to AI, or one of its many manifestations, we do our 
bit to advance not just the predictive accuracy of AI, but the steril-
ization of humanity, making our species more formulaic.

Our Dark Side Unleashed

Two of the most famous Enlightenment philosophers, Jean-  Jacques 
Rousseau and �omas Hobbes, wondered whether humans are ei-
ther born good and made bad by civilization, or rather born rotten 
but “civilized” by it.45 �e question at stake here: Is human nature 
good but society destroys it (Rousseau), or are humans quite useless 
and immoral to begin with, which society tackles or remedies by 
somehow taming us (Hobbes)?

�e answer, as with most either-  or questions pertaining human 
behavior, is yes, or “a bit of both.” Humans are unique and complex 
creatures, so we interact with society—  including technology—  in a 
wide range of ways. Our relationship with AI is no di�erent. AI is at 
times a magni�er, and at times a suppressor, of our own character, 
dispositions, and nature. And the digital echo-  systems in which we 
coexist with AI, such as social media platforms, enable us to ex-
press our cultural identity, norms, and traditions.46

In our interactions with AI, we can see psychological patterns 
emerging as cultural bastions of our behavioral DNA, which may 
at most contrast in degree to what we would typically do in past 
eras. Equally, we can see our seemingly new AI-  infused habits 
eroding some of the cultural di�erences that have always de�ned 
normative behaviors—“how we do things around here”—between 
di�erent cultures and societies, or between di�erent periods 
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within the same culture. Culture can comprise any socially trans-
mitted blueprint or etiquette that makes one group of humans 
(e.g., Starbucks employees, Canadian citizens, Portland hipsters, 
and Hasidic Jews from Williamsburg) unique, or at least di�erent 
from others (e.g., IBM managers, illegal aliens, nineties yuppies, 
and the American-  Taiwanese community in Los Angeles). So, for 
example, Italians are generally more extraverted and sociable than 
Finns, but this is less evident when Italians and Finns use social 
media, which operates as a digital suppressor of cultural heritage, 
prompting everyone, including Finns, to share their unsolicited 
thoughts, likes, and emotions with the rest of humanity, as if they 
were Italian, even if the outcome is that everyone ends up living 
their lives like introverted computer nerds. Frank Rose, the former 
editor of Wired, noted a decade ago that our current world is basi-
cally a footnote to 1980s Otaku culture in Japan, the subculture in 
which teens escape the real world to live in a universe of fantasized 
manga or anime characters and gami�ed relations with �ctional 
others.47

�e adaptive and the maladaptive, the virtue and the vice, de-
pend not so much on universal systems of value, or on subjective 
moral conventions, but on their e�ects on ourselves and the rest of 
humanity at a given point in time. Every habit or behavioral pat-
tern has been within us, in our rich range of behavioral repertoires, 
since the dawn of humankind.48 But what we express, and whether 
this is deemed good or bad, can be judged only relative to its indi-
vidual and collective outcomes. As Will Durant noted, “Every vice 
was once a virtue, and may become respectable again, just as ha-
tred becomes respectable in wartime.”49 �ere is no way to judge 
ourselves but with ambivalence, accepting the ambiguity of human 
behavior and the complexity of human nature.
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Most of the problematic patterns we may condemn during our 
times—  from the sedentary habits and excess of fast-  food consump-
tion that trigger obesity to the ADHD-  like behaviors caused by our 
compulsive smartphone addiction and excessive screen time—  are 
likely caused by a mismatch between ancient human adaptations 
and current challenges, which render those ancient adaptations ob-
solete, if not counterproductive.50

For instance, greed was probably a virtue in times of extreme food 
scarcity, focusing the human mind on the ruthless accumulation of 
resources and optimizing life for sheer survival.51 But when food is 
plentiful and resources are abundant, it is self-  restraint rather than 
greed that turns into a virtue, and greed that carries the seeds of 
self-  destruction. By the same token, curiosity may be a virtue in 
groups or societies that put a premium on learning, general knowl-
edge, and open-  mindedness, but a curse if the desire to explore di�er-
ent environments, places, or people may more likely endanger us or 
distract us to the point of deteriorating our focus and productivity.52

�e dark elements of human behavior are whatever we consider 
undesirable, toxic, counterproductive, or antisocial in the face of 
speci�c adaptational challenges posed by our current environment. 
Simply put, the dark side of AI is the dark side of humans in the AI 
age, because AI, like any in�uential new technology, has the power 
to not just reveal but also amplify undesirable human qualities, 
such as our impulsive, distractive, self-  deceived, narcissistic, pre-
dictable, lazy, or biased nature. When we blame AI, or indeed any 
novel technology, for dumbing us down, corrupting us, or turning 
us into seemingly obnoxious or unpleasant creatures, what’s re-
vealed is a disconnect between historically adaptive tendencies or 
predispositions and new environmental challenges—  today’s major 
challenge is AI.
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�is book is about how AI has not only exposed but also aug-
mented some of our worst character traits. �ink of this as the 
human sins of the pre  automation age. If we want to reclaim our 
humanity and remind ourselves, as well as any potential visitors 
from Mars (assuming they can a�ord the ride with Space X), of our 
alleged special status as a species, then we must learn to control our 
maladaptive tendencies and rediscover the qualities that make 
us special.

In that sense, the most notable thing about AI is not AI itself, 
let alone its “intelligence,” but its capacity for reshaping how we live, 
particularly through its ability to exacerbate certain human behav-
iors, turning them into undesirable or problematic tendencies. Irre-
spective of the pace of technological advancement, and how rapidly 
machines may be acquiring something akin to intelligence, we are 
as a species exhibiting some of our least desirable character traits, 
even according to our own low standards. �is aspect of the AI age 
ought to concern us most: this is not about automating humans, 
but degenerating or deteriorating humanity.
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Chapter 2

Weapons of Mass 
Distraction

How the AI age turned life 
into a big interruption

Where your attention goes, your time goes.

—Idowu Koyenikan

5:03 p.m., October 7, 2020
I am sitting in my Brooklyn home o�ce in front of three screens, 

each of which has at least seven apps open. My desire to avoid 
human, or shall we say analogue, distractions in the house (i.e., 
lockdown kids) is why I’m wearing noise-  canceling headphones, 
which are playing my Spotify songs and enabling me to ignore any 
background noises. �e people on my Zoom call, however, aren’t so 
lucky. Because of my high-  �delity microphone, which is extremely 
sensitive to sound, they are acoustically closer to my children and 
my domestic mayhem than I am.
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As I write, I add di�erent songs to my playlist, which I also share 
with friends. �ey are commenting on my songs over WhatsApp 
and sharing their own music. In the process, we catch up on world 
and soccer news, as well as some low-  quality gossip. Meanwhile, 
messages arrive with their characteristically irritating alert sounds 
to my di�erent email addresses, and I alternate between my ever-
expanding to-  do list and my chaotic calendar, which reminds me of 
my early wake-  up time tomorrow (I am speaking at a virtual con-
ference in Singapore at 4:30 a.m. my time). With all these exchanges 
and distractions, I feel like a physical vessel that generates digital re-
cords of its unfocused schizotypal mind, translating brain activity 
into a codi�ed series of 0s and 1s to nourish AI’s insatiable appetite.

• • •

It is now 10:36 a.m., December 29, 2021. I am in Rome, with the 
same computer, devices, and an even bigger range of apps colliding 
to interrupt my impoverished attention. As you may guess, it’s a 
miracle that this book was ever �nished. �ankfully, I’m not writ-
ing a book as long as In Search of Lost Time (4,215 pages), though 
Proust’s title is rather appropriate for the age we’re living in.

The Two-  Second-  Attention Economy

While the deployment of AI as a distraction tool is a relatively novel 
phenomenon, the economics of attention and the commoditization 
of our interest and preferences has a much longer history.

Decades ago, the psychologist and Nobel laureate Herbert Simon 
�rst pointed out that humans were struggling with information 
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overload, and that “the wealth of information” we encounter every 
day creates a “poverty of attention.”1 We tend to value things more 
when they are scarce, and an overabundance of anything will com-
moditize and trivialize that thing—  for example, cereal brands, TV 
channels, and unsolicited emails �ooding your spam folder with 
“great opportunities.”

�ough the attention economy was kick-  started by the inven-
tion of the printing press in the nineteenth century, which radi-
cally expanded the spread of information as publishers competed 
for readers’ time and attention, computers took it to a whole other 
level.2 Simon predicted that as information, including the technol-
ogies to record and disseminate it, grows exponentially, the com-
petition for human attention, a �nite resource, will intensify even 
more: “What information consumes is rather obvious: it consumes 
the attention of its recipients.”3 His words, written ��y years ago, 
have become famously prophetic. When we all trade information, 
it is not just information that becomes devalued but also our at-
tention. I recall, during my �rst visit to Tokyo nearly twenty years 
ago, the sensory bombardment from spending just a few minutes 
in the underground—  every inch of space was taken by an ad, con-
stant announcements, and commuters playing games or watching 
movies on their devices—  or in the emblematic pachinko parlors. 
Fast-  forward to today and we are all immersed in a similar sea of 
sensory stimulation pretty much anywhere.

�e battle for focus—  for mere seconds of our attention—  has 
reached epic levels and has been intensi�ed by data-  driven metrics 
such as clicks, likes, views, and tags, which are critical to improve 
AI’s ability to understand and in�uence consumers. Attention and 
data are the two key ingredients of the AI age.4 Without attention, 
there is no data, and without data, there is no AI.
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�e quanti�cation of our attention—  and AI’s ability to wea-
ponize that information—  creates a vicious cycle: since our at-
tention is scarce and information is plentiful, the battle for our 
attention exacerbates. Net�ix is competing with Twitter, Twitter 
is competing with the New York Times, and the New York Times is 
competing with Instagram; they’re all competing for our precious 
time and our even more precious focus. �eir algorithms crave 
our attention, and their business models depend on it, which 
makes our attention highly valuable, not least because there is so 
little of it le� to capture a�er the algorithms consume it. It also 
leads to yet more information overload, which threatens to dis-
tract us even more.

�e result is a degradation of focus that causes attention de�cit 
hyperactivity disorder (ADHD)–like behaviors, such as restless hy-
peractivity, rapid boredom, and impulsivity (more on this in the 
next chapter). �ese symptoms are best evidenced during digital 
withdrawal: those twenty minutes on the subway or the six hours of 
downtime while �ying over an ocean, which, unsurprisingly, have 
become rather optional in recent years, as more passengers hook 
onto in-  �ight Wi-  Fi. If the internet, social media, and AI can be de-
scribed as a distraction machine, the assumption is that whenever 
we attend to the contents of these technological attractions, we are 
prone to ignore life: it is arguably more appropriate to see life as the 
actual distraction, since, statistically speaking, it has been down-
graded to an occasional psychological interruption from our nearly 
perpetual state of digital focus and �ow.

At least 60 percent of the world is now online, and in developed 
nations, the average internet user will spend around 40 percent 
of their awake time being active online.5 However, that passive
online time—  remaining connected to our devices and emitting 
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data, even while we are not actively interacting with them—
makes up a signi�cant chunk of our remaining awake time. You 
need to be far away from your phone, computer, and wearables to 
truly be o�  ine or live a purely o�  ine existence. In my case, this 
does not even happen while I sleep, unless my smart watch and 
smart ring run out of battery power. �e unquanti�ed self is now 
more elusive than our quanti�ed self, and in the rare event that 
our attention is truly devoted to something that cannot be found 
online, we will likely create a record of it online, as if the analogue 
life were not worth living. In 2019, Apple sold more watches than 
the entire Swiss watch industry combined, and workplace track-
ing so�ware, which has increased dramatically with hybrid and 
remote working modes, is expected to be adopted by 70 percent of 
large �rms in the next three years.6

�e AI age has been described as “the most standardized and 
most centralized form of attentional control in human history. 
�e attention economy incentivizes the design of technologies that 
grab our attention. In so doing, it privileges our impulses over our 
intentions.”7 It is as if we have been hypnotized by AI, possessed 
by a never-  ending �ow of information, immersed in a deep sea of 
digital distractions. More than ever before, we can be mentally ab-
sent and separated from our physical existence, which renders the 
metaverse far less futuristic than we may have thought. Our o�  ine 
experiences and, indeed, existence are now very much out of focus. 
Inevitably, this will impact our ability to think seriously about im-
portant social and political issues, as if our brains were intellec-
tually sedated by AI. As author Johann Hari points out: “A world 
full of attention-  deprived citizens alternating between Twitter and 
Snapchat will be a world of cascading crises where we can’t get a 
handle on any of them.”8
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A Life Less Focused

Although it is too soon to observe any signi�cant e�ects of technol-
ogy on our brains, it is plausible that long-  term e�ects will occur. As 
Nicholas Carr, who writes about the intersection between technol-
ogy and culture, noted in �e Shallows: What the Internet Is Doing 
to Our Brains, repeated exposure to online media demands a cog-
nitive change from deeper intellectual processing, such as focused 
and critical thinking, to fast autopilot processes, such as skimming 
and scanning, shi�ing neural activity from the hippocampus (the 
area of the brain involved in deep thinking) to the prefrontal cortex 
(the part of the brain engaged in rapid, subconscious transactions).9

In other words, we are trading speed for accuracy and prioritiz-
ing impulsive decision-  making over deliberate judgment. In Carr’s 
words: “�e internet is an interruption system. It seizes our atten-
tion only to scramble it.”10

Some evidence, albeit preliminary, does suggest that certain 
tech-  induced brain in�uences can be seen (and measured) already, 
such as white-  matter changes in preschool children as a result of 
extensive screen use. An estimated 62 percent of school students 
now use social media during class, and up to 50 percent of class-
room distractions have been attributed to social media.11 College 
students spend a staggering eight to ten hours per day on social 
media sites, and as one would expect, time spent online is inversely 
correlated with academic performance.12 Unsurprisingly, there is 
consistent research evidence linking higher levels of Facebook use 
with higher levels of academic distraction, which in turn lowers 
academic achievement.13

�e noti�cations, messages, posts, likes, and other AI-  fueled 
feedback rewards hijack our attention and create a constant state 
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of hyper-  alertness, interruption, and distraction, capable of gener-
ating signi�cant levels of anxiety, stress, and withdrawal.14 �is is 
particularly problematic in young people, who are in the midst of 
their intellectual and identity development and depend on valida-
tion and feedback signals from others. Moreover, when our atten-
tion is co-  opted by AI-  enabled distractions, we tend to rely on more 
intuitive or heuristic decision-  making, which includes triggering 
our biases, stereotypes, and prejudices, all of which are prone to 
making young (and not-  so-  young) people more narrow-  minded 
and less inclusive.15 To have an open mind, you need to be willing 
to proactively seek information that runs counter to your own at-
titudes, which is much harder—  and less likely—  when you are not 
paying attention and are at the mercy of AI’s algorithms.16

Compelling scienti�c evidence indicates that distracting young 
people from social media tends to induce stress in them, much like 
separating smokers or drinkers from their addictive substances.17

Indeed, lower levels of attention control have been associated 
with heightened levels of anxiety, and the wide range of digital 
distractions delivered by the AI age are a threat to our attention 
control because they monopolize our attention. �e more vulner-
able you are to attention-control de�cits, the more your learning 
will be impaired by digital distractions. �us, in people who are 
naturally prone to inattention because they have poorer potential 
for attention control, social media use causes signi�cantly higher 
levels of psychological distress.18 Being digitally hooked also im-
pairs people’s health and physical well-  being. Already during the 
early stages of the AI and social media phase, academic studies 
reported a strong correlation between screen use and body mass 
index, and sedentary behavior has increased because naturalistic 
aspects of physical activity have been steadily decreasing over the 
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past twenty-  �ve years as internet technologies have become more 
popular.19

Professor David Meyer, a leading multitasking scholar, compares 
the damage of the AI age to the glory days of the tobacco industry: 
“People aren’t aware what’s happening to their mental processes in 
the same way that people years ago couldn’t look into their lungs 
and see the residual deposits.”20 Although this may be an overstate-
ment, it is clear that our typical patterns of focus have changed 
dramatically merely in the past ��een years. To borrow the words 
of tech writer Linda Stone, we are living in an age of “continuous 
partial attention.”21

Cognitive psychology has studied �oating attention for decades. 
One of the most prominent theories of attention gave rise to the fa-
mous cocktail party e�ect, which explains the common experience 
of chatting to someone at a party until our attention is interrupted 
by the sound of a familiar word—  perhaps our name or the name 
of someone we care about—  spoken in the background by another 
guest.22 Typically, we will then turn toward them and realize that 
we were actually also listening to them, at least in part.

�is raises an interesting question, namely, whether our atten-
tion to the o�  ine world is less focused than we think. Perhaps 
some things are on stage like in the theater, but there’s stu� hap-
pening behind the scenes that we are not fully oblivious to, a bit 
like people whispering to each other in the cinema when you are 
trying to watch a movie. For instance, we may be having dinner 
with someone, trying to listen to a colleague during an in-  person 
meeting, or playing with our kids, all without giving them our un-
divided attention. To achieve this, the AI age provides an endless 
�urry of automated distractions to �ll up not just our mental stage 
but also our back stage, penetrating our o�  ine experience and 
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existence by keeping a part of us always focused on, if not perpetu-
ally dependent on, digital updates.

It would be nice to have a simple solution to these problems, but 
there isn’t one. Technophobia may sound like a tempting option, 
but it comes at a high social and economic price, namely, turn-
ing us into useless and unproductive citizens of the AI age, where 
Luddites are rarely accepted or integrated. Being o�ine equates to 
having your entire existence ignored, like the mythical tree in the 
forest that falls when there is nobody there to hear it. Blocking apps 
or restricting internet access is an obvious in-  between compromise, 
allowing us to refrain from at least some digital distractions.23

Unlike our evolutionary ancestors, who were rewarded for ab-
sorbing as much of their sensory surroundings as they possibly 
could, what’s adaptive today is the ability to ignore rather than 
carefully surveil our environments, because we inhabit a world 
of noise, distraction, and ubiquitous sensory garbage. In times of 
information overload and nonstop digital media bombardment, 
distraction is destruction of our precious mental resources, and 
the only recipe for productivity is ruthless self-  discipline and self-
control. Fittingly, the internet is plagued with self-  help advice on 
how to avoid distractions and boost our focus and productivity, all 
of which are inversely related to the time you waste internalizing 
this online advice.

When legendary jazz genius John Coltrane, going through a 
compulsive saxophone-  playing phase, lamented to fellow band 
member Miles Davis that he was unable to stop playing the sax, 
Miles replied, “Have you tried putting the damn thing out of your 
mouth?” We could apply the same logic to controlling our most 
recurrent digital distractions. For example, I found that a useful 
way to avoid being distracted by Facebook is to delete the app 
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altogether. Who would have thought? Granted, there are times 
when I miss the nostalgic sentiment of snooping on my high 
school friends or monitoring what strangers are having for brunch 
or seeing whether my distant cousin has checked into the business 
lounge, but I somehow suspect this may not be a terrible loss for 
civilization.

Unproductivity Tools

Most technologies are designed with the purpose of improving 
our productivity. However, while the early wave of the digital 
revolution—  late 1990s and early 2000s—  did register relative pro-
ductivity increases, this can largely be attributed to the creation 
of IT-  intensive industries and the related expansion of the knowl-
edge economy. Basically, a whole new sector was created, which en-
abled lots of people to upskill and tons of new businesses to emerge. 
Imagine that everything that ever existed o�ine had to migrate 
online, too. However, as the Economist notes, “Since the mid 00’s 
productivity growth has tumbled, perhaps because the burden of 
distraction has crossed some critical threshold.”24

In other words, the same technologies that enabled us to make 
work more e�cient through democratized and scalable informa-
tion management tools, such as email, the internet, and smart-
phones, introduced a range of new distractions that disrupted our 
potential productivity gains. Some estimates suggest that workers 
reach for their smartphones for non-work-  related activities as o�en 
as twice a minute, and that the task recovery time a�er a typical 
digital interruption—  for example, checking your email, sports 
results, Facebook, or Twitter while you work—  may be as high as 

309849_02_029-046_r2.indd   38 28/10/22   6:13 PM



Weapons of Mass Distraction 39

twenty-  three minutes.25 If you still think we can become more pro-
ductive, then the bar must have been very low to begin with.

Knowledge workers, who are more likely than other workers to 
spend their working days digitally connected, and who were once 
the main bene�ciaries of digital technologies, waste an estimated 
25 percent of their time dealing with digital distractions.26 �e 
Economist reckons that digital distractions cost the US economy—
where knowledge workers account for at least 60 percent of GDP—
as much as $650 billion every year.27 Academic studies suggest that 
the productivity loss caused by distractions could be a staggering 
��een times higher than absenteeism, sickness, and health issues. 
Nearly 70 percent of workers report signi�cant productivity de�cits 
due to smartphone distractions.28

Multitasking is a nice idea but also a great myth. It is comforting 
to think that we can accomplish more by doing multiple things at 
once, and perhaps it even makes logical sense. People tend to per-
ceive multitasking as an e�cient productivity strategy, but research 
indicates that most of what they see as multitasking is in fact sim-
ply task switching.29 Estimates indicate that multitasking deducts 
the equivalent of ten IQ points from our performance and is twice 
as debilitating as smoking weed (and, one would assume, less en-
joyable).30 �ere are actually some parallels, as seeing or hearing a 
smartphone elevates our levels of cortisol, just like marijuana does. 
Although smartphones can obviously be tremendously helpful to 
make us work more e�ciently, prepandemic estimates indicated 
that between 60 percent and 85 percent of smartphone use occurring 
during working hours was devoted to nonwork activities.31 Cyber-
loa�ng was once de�ned as the amount of worktime people spend 
checking the internet, but now many people appear to occasionally 
work during their internet time, inverting the previous imbalance. 
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Certainly, those who worry about whether people are able to work 
productively from home overestimate the percentage of actual time 
people devote to work when they are in an o�ce, irrespective of 
whether distractions are caused by colleagues or smartphones.

It is somewhat ironic that the main reason most people tend 
to oppose hybrid work, in particular working from home, is the 
assumption that those who are not motivated enough to be pro-
ductive at home will somehow want to be productive when they 
are in an o�ce. Unless, of course, the o�ce could provide a wel-
come distraction from 24-7 digital immersion, reminding people 
that work also allows in-  person connections with others and that 
it is o�en quite stimulating and rewarding to interact with three-
dimensional, shoe-  wearing humans. In the AI age, being distracted 
by fellow o�ce workers may be a welcome distraction from AI and 
a nostalgic breath of fresh air.

Interestingly, AI �rms should worship working from home, 
since it means more attention and data from everyone, and stron-
ger adoption of their tools (courtesy of the lower levels of physical 
or real-  world interference), but when it comes to their own employ-
ees, they still prefer to bring people back to the o�ce.32 Scarface’s 
“don’t get high on your own supply” mantra is surprisingly relevant 
to the world of Big Tech.

Lost in the Search for Meaning

Self-  help and productivity articles abound on how o�en we should 
use our devices, and the answer is always “less.” In theory, we can 
all agree. In practice, we don’t, which is why we never actually de-
tach ourselves from our screens.
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�ere are more fruitful ways to live our days than doom-  scrolling 
on Twitter, and it is easy to spot the paradoxical nature under-
pinning the thriving market for apps allegedly devised to help us 
combat our smartphone addiction, like people who “reply all” to 
complain about people who hit “reply all.”33 However, these nat-
uralistic fantasies of what is perhaps a more organic and mindful 
approach to life seem rather far-  fetched for those who depend on 
technology to not just socialize, learn, and kill time but also try to 
be productive at work, as we learned when we all used technology 
to remain professionally active during the pandemic.

We did, a�er all, have the choice to spend our lockdown hours 
not binge-  watching YouTube or Net�ix, which increased paid sub-
scribers by 31 percent in 2020, each watching an average 3.2 hours 
content per day.34 Equally, nobody forced us to increase our use of 
Zoom or Microso� Teams, as opposed to just using the phone, or 
to spend yet more time on Facebook and Instagram, as opposed 
to reading books, tidying our house, or baking bread, which did 
become a popular activity during the lockdown, at least based on 
people’s social media updates. By the same token, the recent ex-
plosion of podcasts illustrates that attempts to escape the crowded 
digital space of ephemeral social media updates to focus our mind 
with more substantive content are quickly crowded and hijacked 
by content overload. Spotify went from 450,000 paid podcast sub-
scribers in 2019 to 2.2 million in 2021 and now boasts as many 
podcasts.35 Where to start? What to pick? How to stay focused on 
one, when there are so many other options?

As many parents will have realized by now, it is no longer ratio-
nal to ask children to stop playing computer games or get o� their 
iPads when the parents themselves are barely able to disconnect 
and the physical world provides no obvious alternative distractions. 
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Interestingly, Steve Jobs once noted that his kids were not allowed 
near his iPad and that they would never have one.36 A few days ago, 
a parent I know expressed deep anger and indignation at the fact 
that her preschooler had stolen and hacked into her iPad to hide for 
hours inside a closet to watch videos. Judging by what parents do all 
day, it would be more logical for kids to rebel by secretly going out 
to play in the park while their parents force them to spend the day 
on their iPads. Likewise, we all get annoyed when our partners are 
constantly on the phone, while we are constantly on ours.

Although we have been lamenting our excessive screen time 
for a while, the trend is still upward, including for older people. 
A 2019 Nielsen survey found that Americans sixty-  �ve and older 
spent ten hours a day or more on their screens. Even for those of 
us who average “only” around three to four hours of daily screen 
time, which is below the national average, that still means about 
ten years of our lives spent on a screen.37 It’s safe to assume that 
most of us feel guilty about these stats, though denial is always a 
soothing alternative. �e question is, why don’t we give up screen 
time for more real-  world interests: our kids, school, the moonrise, 
the fallen leaves? �e reason? Our online FOMO (fear of missing 
out) is bigger than any regrets that may arise from missing out on 
any real-  life activities.

I still recall my sense of surprise when, during a marketing con-
ference ten years ago, there was a growing interest in understand-
ing the impact of our second or third screen, which alluded to the 
fact that people were starting to watch TV shows while browsing 
their iPads and perhaps also chatting to their friends over the 
phone about one or the other. A fourth screen may seem hard to 
accommodate, unless we account for our smart watches, our part-
ners’ devices, or whatever is le� of the real world. We may indeed 
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be ready for Neuralink, Elon Musk’s brain-  implanted AI, if only for 
the sake of simplifying and consolidating it all inside our minds, 
or permanent virtual reality to transport us to a di�erent, less dis-
tracting reality. �e metaverse is closer than we think. Whether we 
realize it or not, we are all looking at the world through the lens of 
AI now, while somehow managing to pay less and less attention to 
the real world.

If living in a state of permanent misfocus is the price we pay for 
indulging in the never-  ending array of digital distractions, what 
do we actually get out of it? For any technology or innovation 
to become ubiquitous, it has to cater to our deep psychological 
cravings, as well as some evolutionary needs. �ere’s something 
more profound going on here than being bored or feeling FOMO 
if we don’t keep up with our digital updates. �at something is 
probably our thirst for meaning, that is, our desire to make sense 
of the world and translate an otherwise chaotic, ambivalent, and 
unpredictable reality into a meaningful, familiar, and predictable 
world.

While we have always pursued the quest for meaning with in-
defatigable passion, the sources of meaning have tended to change 
quite a bit throughout the course of our evolutionary history. At 
�rst, we relied on shamans and the wisdom of the old, sage mem-
bers of our group. We asked di�cult questions and believed their 
answers. �en came mysticism and religion, followed swi�ly by 
philosophy, science, and whatever cult or knowledge school you 
can think of. A�er philosophy, we got meaning from science, and 
there’s always been art, music, sports, entertainment, and of course, 
experience. Life provides us with the raw ingredients to construct a 
vast catalog of meaning—  we adore the conviction of having it and 
despair when we fail to �nd it.38
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However, the AI age has complicated our relationship with 
meaning. On the one hand, it has given us too much of it, inun-
dating us with sounds, images, and information that are specially 
tailored to our wants and needs. �e wide range of stimuli we 
encounter every day is unprecedented in human history—  from 
Facetuned images on Instagram to videos of car crashes, terrorist 
attacks, and insurrections on YouTube, and everything in between. 
More and more this barrage of stimuli is powered by algorithms 
that persuade us to click and like and buy, which implies validation 
of meaning or at least our craving for more.

On the other hand, we’ve become anesthetized to it all. As Greg-
ory Robson at Iowa State University points out, the consequence 
of sensory overstimulation is o�en intellectual understimulation.39

We may scroll through Instagram, browsing curated pictures of our 
friends and celebrities, but how o�en are we extracting real mean-
ing from these experiences? In the early phase of the digital age, we 
were mostly concerned about the rise of distractions; now we have 
shi�ed to a phase in which life itself seems like an entire distrac-
tion. Our highest hope seems to be to become someone else’s digital 
distraction, which, besides the self-  congratulatory digital popular-
ity metrics, does not make our own lives particularly ful�lling.

Historically, we have always depended on experience to shape 
our attitudes and values. We felt, thought, and formed our own 
opinions through impressions and lived experiences.40 But when 
our experiences are limited to predigested algorithmic information 
designed to cater to our existing values or beliefs, we are deprived 
of the intellectual equivalent of metabolic processing, just as junk 
food consumption or processed food slows down our metabolism.41

We seem to �nd meaning only when we �nd a way to remove 
ourselves from the surplus of information, the ubiquity of symbolic 
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overexposure, or the tedious repetition of everyday human experi-
ence. Finding more moments to be by ourselves, far from the dig-
ital crowds in the hopes that we can abstract our minds into deep 
thinking, may indeed be our best shot at reclaiming some of the 
meaning our lives seem to have lost. �e choice is ours: to ignore 
the irrelevant rather than make it relevant by attending to it. Our 
tickets to the metaverse have not been booked yet, but we are ne-
glecting life as we once knew it, to our own peril.

However, as the next chapter will show, the AI age has also dis-
rupted one of the major mental mechanisms to resist attentional 
distractions, namely, our sense of autonomy and self-  control. �e 
same algorithms that are responsible for toying with our focus and 
concentration, tangling a never-  ending array of digital carrots and 
virtual sweets, are eroding our patience and our ability to postpone 
grati�cation and make short-  term mental sacri�ces to enjoy long-
term emotional and intellectual bene�ts.
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TEST YOURSELF

Are You Unfocused?
Agree or disagree with the following statements:

• Your screen time continues to go up, in part because you keep moni-
toring your screen time stats.

• You rarely have lunch or dinner with someone without checking your 
phone.

• You wake up in the middle of the night to check your phone.

• You enjoy virtual meetings so long as you can multitask.

• During in-person meetings, you visit the restroom in order to secretly 
check your messages.

• You tend to connect to Wi-Fi on �ights, even if you don’t have work 
to do.

• You �nd it hard to concentrate or focus on anything for more than �ve 
minutes in a row.

• You have tried productivity apps, like distraction blockers, with little 
success.

• Your friends, partner, or work colleagues have complained about your 
smartphone addiction.

• You got distracted by other apps, sites, emails, or alerts while trying to 
complete this short assessment.

Add one point for every statement you agree with; then add up your points.
0–3: When it comes to distractibility, you are probably a cultural outlier, 

like someone still living in the 1980s.
4–6: You are within a range that can easily be �exed into the direction of 

more focus, attention, and less distractibility, though you will need to work 
at it.

7–10: You are the perfect customer of social media platforms and a cul-
tural emblem of the AI age. Detoxing from your AI-fueled platforms and 
tools may be the only way to remind yourself of what you are missing while 
your attention is hijacked by digital technologies: that thing called life.
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Chapter 3

The End of Patience
How the AI age is making 

us more impulsive

�e civilized man is distinguished from the savage mainly by 

prudence, or, to use a slightly wider term, forethought. He is 

willing to endure present pains for the sake of future pleasures, 

even if the future pleasures are rather distant.

—Bertrand Russell

“Good things come to those who wait.” Or do they?
�roughout human history, the most brilliant minds have high-

lighted the power of patience. For example, Aristotle wrote that 
“patience is bitter, but its fruit is sweet.” Tolstoy observed that “the 
strongest of all warriors are time and patience.” Molière remarked 
that “trees that are slow to grow bear the best fruit,” and Newton 
wrote that “genius is patience.” But, in a world that is structured 
around the one-  click-  away premise, that famous aphorism—  good 
things come to those who wait—  sounds more like a pretext from 
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people who miss deadlines or an excuse from the manager of a 
poorly run restaurant.

We no longer see patience as a virtue. Of course, we may ad-
mire those who exhibit it, but only because we are jealous of them. 
�ey’re outliers—  freaks of nature. It is similar to the way we hold 
humble leaders in high regard because the vast majority of leaders 
are utterly devoid of humility.1

In the AI age, we don’t just lament our inability to focus and 
switch o� but also be patient. Our impulsivity is out of control. Just 
a few seconds of bu�ering are enough to make our blood boil, and a 
slow connection is perhaps the best modern equivalent to medieval 
torture. For a species once celebrated for its self-  control, agency, 
deliberation, and capacity to postpone grati�cation, we have di-
gressed to the patience levels of an average �ve-  year-  old. No matter 
what we do or where we go, we can’t seem to go fast enough.

Life in the Fast Lane

Our interest in going faster has fueled much of the technological 
innovation of the past two decades. Before AI, we said the same 
for fast   food, the car, and pretty much every sphere of human con-
sumption. Humanity, it seems, appears to prefer perpetual acceler-
ation, living our lives in fast-  forward mode.

�ough how impatient or impulsive we are to begin with will 
predict our propensity to be addicted to WhatsApp, Instagram, 
and Facebook, our dependence on these and other AI-  driven plat-
forms will further increase our impulsivity levels, which explains 
why merely sixteen seconds of bu�ering are su�cient to trigger 
frustration in a typical modern adult.2 (I don’t know about you, but 
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I’m more of a three-  second kind of person.) Recent academic stud-
ies report that a third of smartphone users admit to grabbing their 
phones within �ve minutes of waking up, which is probably before 
they reach out to their partner, and over 40 percent of us reportedly 
check our smartphones throughout the night.3

Since the dawn of the internet, addictive technology usage has 
been proposed as a new, stand-  alone form of psychiatric pathology, 
and there’s wide consensus about the fact that compulsive digital 
usage mirrors other addictions, such as gambling, drinking, or 
smoking, in both symptomatology and the range of psychologi-
cal causes and consequences.4 However, what was once considered 
pathological and unusual—  for example, spending lots of time 
playing video games, shopping online, or being glued to our social 
media platforms—  has simply become the new normal. Naturally, 
the internet needed to happen for internet addictions to exist, but 
in merely two decades our digital compulsions have managed to 
both emerge and be downgraded in the mental health risk scale 
from symptoms of weird and niche pathology to a mere cultural or 
social symptom of our times.

How far we’ve come. In the late nineties, we were all excited 
with the adrenalizing sound of those twenty-  second intervals in 
which our computer attempted to establish a connection to the 
dial-  up internet—  the noise of being transported into a new world 
of seemingly endless possibilities and interactions with distant 
friends and relatives. Fast-  forward two decades and a �ve-  second 
delay in an incoming email, app refresh, so�ware update, or Net�ix 
bu�ering seems su�cient to ignite the desire to smash our screens 
or throw our devices through the window. While it’s too soon to 
say whether AI is reducing our patience or killing it altogether, 
there’s little doubt that major AI-  related tools, innovations, and 
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gizmos are largely focused on speeding things up. AI is broadly a 
time-  reduction tool, making things speedier and more e�cient.

Before the AI age, we used to go out to bars and talk to people, 
have a drink, and evaluate whether we should exchange num-
bers, talk more, and establish whether we should meet up to get 
to know each other. �en came Tinder and Bumble, which di-
luted much of the creative burden hitherto assigned to romantic 
in-  person encounters. Before the current pandemic, online and 
mobile dating had already emerged as the number one way to 
meet someone (39 percent for heterosexual Americans and much 
higher for LGBTQ dates).5 A signi�cant number of single—  and 
not so single—  people who visited bars did so having previously 
short-listed their matches through mobile dating apps, prompt-
ing some bars to o�er “Tinder Tuesday” nights where 100 percent 
of guests had a virtual date lined up. Tinder claims that since its 
launch a decade ago, it has produced 55 billion matches, proba-
bly more than all spontaneous analogue matches in the history of 
modern bars.6

�ink about the process of �nding a job. We used to primar-
ily rely on friends, colleagues, graduate recruitment fairs, or word 
of mouth and send job applications with the hope of an inter-
view, an internship, or participation in a formal assessment cen-
ter. �en came Indeed, LinkedIn, and HireVue, and the prospect 
of on-  demand jobs that can be sourced almost like a Tinder date 
seems just around the corner. Gig-  economy platforms like Upwork, 
Fiverr, and Uber still account for a tiny share of the total number 
of jobs in any economy, but things could change.7 AI is vastly im-
proving the experience of those services, too, using our past behav-
ior, and the behavior of others that look or act like us, to o�er an 
ever-  expanding range of personalized choices that reduce the time 
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and friction we would otherwise spend on meeting new people or 
�nding new jobs.

But the ability to quickly �nd a date or job does not increase our 
satisfaction with our choices, let alone our long-  term success with 
them. You will need patience to give the date or job a proper shot, as-
sess whether your choices made sense, and avoid FOMO while you 
are bombarded with other real or imaginary alternatives. It is no 
di�erent from Net�ix algorithms that instantly recommend what 
we should watch, only to have us think of all the other potential 
options we could be watching, according to its own recommenda-
tion engine. Even when life o�ers us an endless stream of possi-
bilities and opportunities, including unlimited content streaming, 
we never have enough time to try it all, leaving us unful�lled and 
ungrati�ed because of our awareness of what we are unable to ex-
perience and what we are missing, at least in our minds.

�is compulsive FOMO is most clearly highlighted in online 
shopping, with as many as 16 percent of American adults report-
edly engaging in compulsive consumption patterns regularly.8

Most sites use AI to curate, nudge, and upsell products to custom-
ers, creating sticky relationships between brands and consumers. 
�e behavioral indicators that have been identi�ed as key mark-
ers of compulsive online shopping look uncomfortably normal, 
suggesting that the actual �gure may be signi�cantly higher than 
16 percent: “I spend a lot of time thinking or planning online shop-
ping.” “�oughts about online shopping/buying keep popping in 
my mind.” “Sometimes I shop online in order to feel better.” “I 
have been bothered with poor conscience because of my online 
shopping/buying.”9

�ese statements seem as ordinary and normative as “I o�en 
shop online,” which does not in any way imply that online shopping 
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is unproblematic. On the contrary, it indicates the pervasive impact 
that our online retail compulsions have had. I would not be sur-
prised to see future regulations to protect consumers from these 
habits. �e mayor of Belgium’s third biggest city, Charleroi, recently 
called for abolishing online shopping in his country, describing 
e-  commerce as a “social and ecological degradation.”10

Not just government regulations but also cultural antidotes 
have emerged to contain or resist the fast and furious approach 
to life instilled by the AI age—  from the slow food movement 
in northern Italy to the proliferation of three-  hour movies or 
ten-  season series (as if content duration were positively related 
to award nominations), and even long-  term �nancial investment 
philosophies, such as Warren Bu�ett’s “only buy something that 
you’d be perfectly happy to hold if the market shut down for ten 
years.”11 �at’s sound investment advice, but for some, buying 
GameStop stock on Robinhood is more fun than dumping cash 
into an index fund.

However, all these attempts at slowing down are dwarfed by the 
typical challenges imposed by modern life, notably our need to im-
mediately access information, services, or people just by reaching 
for our phones. Consider how TikTok, which went from 100 mil-
lion to 1 billion users in the last three years, with some countries 
reporting average usage time of three hours per day, uses AI to 
hook consumers, earning TikTok the title “digital crack cocaine.”12

Without requiring users to even report much about themselves, the 
platform can quickly personalize content recommendations and 
progressively leverage users’ viewing patterns to increase content 
relevance. As analysts have noted, “TikTok is the �rst mainstream 
consumer app where arti�cial intelligence IS the product. It’s rep-
resentative of a broader shi�.”13
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TikTok is highly e�ective, but it’s not perfect. Like with any AI 
product, the quality of its algorithms depends on the army of users 
who train and re�ne it. When investigators at the Wall Street Jour-
nal created a hundred automated accounts, they discovered that, 
over time, “some of the accounts ended up lost in rabbit holes of 
similar content, including one that just watched videos about de-
pression. Others were served videos that encouraged eating disor-
ders, sexualized minors and discussed suicide.”14 If this minimal 
application of AI to increase the addictive nature of social media 
can be so impactful, it is scary to think what a fully �eshed and 
perfected AI engine could achieve.

Our Brain on Speed

If the AI age requires our brains to be always alert to minor 
changes and react quickly, optimizing for speed rather than accu-
racy and functioning on what behavioral economists have labeled 
System 1 mode (impulsive, intuitive, automatic, and unconscious 
decision-  making), then it shouldn’t surprise us that we are turning 
into a less patient version of ourselves.15

Of course, sometimes it’s optimal to react quickly or trust our 
guts. �e real problem comes when fast mindlessness is our pri-
mary mode of decision-  making. It causes us to make mistakes 
and impairs our ability to detect mistakes.16 More o�en than not, 
speedy decisions are borne out of ignorance.

Intuition can be great, but it ought to be hard-  earned. Experts, for 
example, are able to think on their feet because they’ve invested thou-
sands of hours in learning and practice: their intuition has become 
data-  driven. Only then are they able to act quickly in accordance with 
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their internalized expertise and evidence-  based experience. Alas, 
most people are not experts, though they o�en think they are. Most 
of us, especially when we interact with others on Twitter, act with 
expert-  like speed, assertiveness, and conviction, o�ering a wide range 
of opinions on epidemiology and global crises, without the substance 
of knowledge that underpins it. And thanks to AI, which ensures 
that our messages are delivered to an audience more prone to believ-
ing it, our delusions of expertise can be reinforced by our personal 
�lter bubble. We have an interesting tendency to �nd people more 
open-  minded, rational, and sensible when they think just like us.

Our digital impulsivity and general impatience impair our abil-
ity to grow intellectually, develop expertise, and acquire knowledge. 
Consider the little perseverance and meticulousness with which 
we consume actual information. And I say consume rather than 
inspect, analyze, or vet. One academic study estimated that the 
top-  10-percent digital rumors (many of them fake news) account 
for up to 36 percent of retweets, and that this e�ect is best explained 
in terms of the so-  called echo chamber, whereby retweets are based 
on clickbait that matches the retweeter’s views, beliefs, and ideol-
ogy, to the point that any discrepancy between those beliefs and 
the actual content of the underlying article may go unnoticed.17 Pa-
tience would mean spending time determining whether something 
is real or fake news, or whether there are any serious reasons to 
believe in someone’s point of view, especially when we agree with 
it. It’s not the absence of fact-  checking algorithms during presiden-
tial debates that deters us from voting for incompetent or dishon-
est politicians, but rather our intuition. Two factors mainly predict 
whether someone will win a presidential candidacy in the United 
States—  the candidate’s height and whether we would want to have 
a beer with them.
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While AI-  based internet platforms are a relatively recent type of 
technology, their impact on human behavior is consistent with pre-
vious evidence about the impact of other forms of mass media, such 
as TV or video games, which show a tendency to fuel ADHD-  like 
symptoms, like impulsivity, attention de�cits, and restless hyperac-
tivity.18 As the world increases in complexity and access to knowl-
edge widens, we avoid slowing down to pause, think, and re�ect, 
behaving like mindless automatons instead. Research indicates 
that faster information gathering online, for example, through in-
stant Googling of pressing questions, impairs long-  term knowledge 
acquisition as well as the ability to recall where our facts and infor-
mation came from.19

Unfortunately, it’s not so easy to �ght against our impulsive be-
havior or keep our impatience in check. �e brain is a highly mal-
leable organ, with an ability to become intertwined with the objects 
and tools it utilizes. Some of these adaptations may seem patholog-
ical in certain contexts or cultures, but they are essential survival 
tools in others: restless impatience and fast-  paced impulsivity are 
no exception.

Although we have the power to shape our habits and default 
patterns of behaviors to adjust to our habitat, if pace rather than 
patience is rewarded, then our impulsivity will be rewarded more 
than our patience. And if any adaptation is overly rewarded, it be-
comes a commoditized and overused strength, making us more 
rigid, less �exible, and a slave to our own habits, as well as less 
capable of displaying the reverse type of behavior.20 �e downside 
of our adaptive nature is that we quickly become an exaggerated 
version of ourselves: we mold ourselves into the very objects of our 
experience, amplifying the patterns that ensure �t. When that’s the 
case, then our behaviors become harder to move or change.21
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When I �rst returned to my hometown in Argentina a�er having 
spent a full year in London, my childhood friends wondered why 
my pace was so unnecessarily accelerated—“Why are you in such 
a hurry?” Fi�een years later, I experienced the same disconnect in 
speed when returning to London from New York City, where the 
pace is signi�cantly faster. Yet most New Yorkers seem slow by the 
relative standards of Hong Kong, a place where the button to close 
the elevator doors (two inward-  looking arrows facing each other) 
is usually worn out, and the automatic doors of the taxis open and 
close while the taxis are still moving. Snooze, and you truly lose.

�ere may be limited advantages to boosting our patience when 
the world moves faster and faster. �e right level of patience is al-
ways that which aligns with environmental demands and best suits 
the problems you need to solve. Patience is not always a virtue. If 
you are waiting longer than you should, then you are wasting your 
time. When patience breeds complacency or a false sense of opti-
mism, or when it nurtures inaction and passivity, then it may not 
be the most desirable state of mind and more of a character liabil-
ity than a mental muscle.22 In a similar vein, it is easy to think of 
real-  life problems that arise from having too much patience or, if 
you prefer, would bene�t from a bit of impatience: for example, ask-
ing for a promotion is usually a quicker way of getting it than pa-
tiently waiting for one; refraining from giving someone (e.g., a date, 
colleague, client, or past employer) a second chance can help you 
avoid predictable disappointments; and waiting patiently for an 
important email that never arrives can harm your ability to make 
better, alternative choices. In short, a strategic sense of urgency—
which is the reverse of patience—  can be rather advantageous.

�ere are also many moments when patience, and its deeper 
psychological enabler of self-control, may be an indispensable 
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adaptation. If the AI age seems disinterested in our capacity to wait 
and delay grati�cation, and patience becomes somewhat of a lost vir-
tue, we risk becoming a narrower and shallower version of ourselves.

Is There Hope?

Psychological science tells us that self-  control, de�ned as the 
“mental capacity of an individual to alter, modify, change or 
override their impulses, desires, and habitual responses” is like a 
core mental muscle.23 Although each of us is born with a certain 
predisposition—  our foundational strength or potential—  the more 
we exercise it, the stronger it gets. �is means that we all have the 
capacity to develop higher levels of self-  control to resist our digital 
temptations in order to �nesse our focus and cultivate our patience.

Alas, there is also a catch: as decades of research by Roy Bau-
meister, the leading scholar in this area, show, self-  control also tires
like a muscle.24 �at is, the more e�ort and willpower needed to 
strengthen our self-  control and resist temptations, the less energy 
reserves we have le�. For example, if you spend all day thinking 
that you mustn’t eat that cookie, the cookie will monopolize your 
willpower, depleting any energy to exercise self-  control with regard 
to anything else. You have a limited amount of motivational energy 
to fuel your self-  control: the more you use for one thing, the less 
you have le� for everything else. �e same goes for following diets, 
adopting a healthier lifestyle, or trying to be a better person. From 
the perspective of self-  control, monogamy is a bit like vegetarian-
ism: it may feel morally right and is surely a noble goal but does not 
quite eliminate the tasty aroma of charcoaled beef. And the same 
goes for resisting our technological temptations.
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Clearly, the only way to overcome our mindlessly impulsive de-
pendence on technology is to use less of it and replace some of our 
online time with o�ine activities. While the range of activities that 
we can pursue o�ine has steadily declined, there is one universal ac-
tivity that has enormous bene�ts and is strangely underrated: sleep.

A healthy sleep routine, including good quantity and quality of 
sleep (e.g., a good balance of restful, deep REM sleep), can expand 
your energy reserves, freshen your mind, and improve your mental 
and physical well-  being. In a recent meta-  analytic study, within-  
and between-  individual variability in sleep quality and quantity 
was positively related to self-  control.25

Interestingly, AI is advancing the science of sleep, helping to de-
tect sleep problems and improve interventions and treatments. Yet, 
our phones and their blue light are disrupting our sleep. But, hey, at 
least we have apps that track our sleep patterns.

Another great and widely available option to boost self-  control 
is exercise, with research showing that asking people to engage in 
two weeks of regular physical activity or disciplined �tness reduces 
their impulse shopping habits.26 Inevitably, you will need some self-
control or willpower to engage in exercise to begin with, just like 
attempting to eliminate any bad habits will require a �rm decision 
to get started, followed by some degree of commitment. However, 
such e�orts will tend to pay back as the relationship between self-
control and exercise is bidirectional: they both boost each other, so 
the more you exercise, the more you expand your mental stamina. 
�us, scienti�c reviews show that long-  term participation in exer-
cise, as well as improved physical �tness in general, signi�cantly 
enhance self-  control.27

�e point is that the ability of machines to control and manipu-
late us says more about our lack of willpower and weak motivational 
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strength than the sophistication of AI. Likewise, just because AI 
is advancing its ability to perform logical computations at scale, 
expanding the range of real-  world problems it can tackle doesn’t 
mean we have to downgrade our own intellectual performance in 
everyday life.

However, as the next chapter highlights, a critical yet rarely dis-
cussed characteristic of the AI age is the pervasive irrationality 
and bias underpinning human thought, which is by far a bigger 
threat to the world than the advancement of machine capabilities. 
We may have wanted arti�cial intelligence but have encountered 
human stupidity instead.
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TEST YOURSELF

Are You Patient?
Agree or disagree with the following statements:

• Few things are worse than a slow internet connection.

• Seeing the bu�ering sign for more than thirty seconds is enough to 
drive me insane.

• My days go by faster and faster, or at least it feels that way.

• I have been called impatient at times.

• Slow people irritate me.

• I have responded to emails faster than I should have.

• It takes me a great deal of e�ort to be o�ine.

• If I weren’t always connected, I would have more time to engage in 
healthy activities.

• The digital age has made me less patient.

• I often feel like I struggle with self-control issues.

Add one point for every statement you agree with; then add up your points.
0–3: You are a �ne example of someone who, despite all digital temp-

tations and distractions, has managed to remain composed, serene, and in 
control of things. Congrats! You’re a unicorn.

4–6: You’re average. You can work on some things.
7–10: The algorithms love you. They rule your life.
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Chapter 4

Taming Bias
How the AI age exacerbates our ignorance, 

prejudices, and irrationality

It is useless to attempt to reason a man out of a thing 

he was never reasoned into.

—Jonathan Swi�

Humans are generally known for their rationality, logical think-
ing, intelligent reasoning, and decision-  making—  at least accord-
ing to humans. �ese qualities have contributed to undeniable 
progress in the �elds of science, as well as advances in engineering, 
medicine, and even AI. But let’s be honest. Humans are also dumb, 
irrational, and biased. �is is especially true when we’re trying to 
win arguments, impress others, make rapid and impulsive deci-
sions, and feel good about the quality of our decisions (and more 
generally, ourselves).

Decades of research in behavioral economics show that humans 
are endowed with a remarkable range of reasoning biases to help 
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them navigate the sea of complexity and streamline or fast-  track 
their interactions with the world and others without overstretch-
ing their mental capacity.1 In the words of renowned neuroscientist 
Lisa Feldman Barrett, “�e brain is not for thinking.”2 Our brains 
evolved to make quick predictions about the world in order to en-
hance our adaptations, while economizing and preserving as much 
energy as possible. And the more complex things get, the more we 
try to do this and simplify things.

�e most common uses of AI do more to advance our ignorance 
than our knowledge, turning the world into a more foolish and 
prejudiced place. �ink of all the ways social media plays to our 
con�rmation biases. �e algorithms know what we like and feed 
us news stories that tend to �t our established view of the world. 
As expansive as the internet is, with its diverse perspectives and 
voices, we all operate inside our own �lter bubbles. For all the time 
we devote to determining whether AI is actually “intelligent,” there 
appears to be one unquestionable feature about it, namely, that its 
focus is largely to increase humans’ self-  esteem rather than intel-
ligence. AI algorithms function as a sort of motivational speaker 
or life coach, a con�dence-  boosting agent designed to make us 
feel good about ourselves, including our own ignorance, which 
they help us ignore. When AI algorithms target us with the stories 
we want to hear (and believe), they boost our con�dence without 
boosting our competence. To paraphrase comedian Patton Oswalt, 
in the sixties we put people on the moon with computers less pow-
erful than a calculator. Today everyone has a supercomputer in 
their pocket and they’re not sure if the world is �at or if vaccines 
are �lled with wizard poison.

�e modern history of human intelligence is very much an apol-
ogetic journey of self-  humiliation. We started with the premise that 
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people are not just rational but ruthlessly pragmatic and utilitar-
ian, so that they can always be expected to maximize the utility 
and rewards in their decisions and logically weigh the pros and 
cons, ultimately picking what’s best for them. �is was the phase of 
Homo economicus, or rational man. Humans were seen as objective 
and e�cient creatures of logic who would always act in intelligent 
ways. But the behavioral economics movement shattered this myth, 
presenting a long list of exceptions to this rule, making bias the 
norm and objectivity the exception, if not a utopia. Sure, we may 
be capable of acting rationally, but most of the time we will act 
on instinct and let our biases drive our decisions, as shown by the 
innumerable list of mental shortcuts or heuristics that make irra-
tionality a far more probable outcome than rationality.

Instead of following the logic of an argument or the trail of ev-
idence, we simply direct the argument or evidence toward a pre-
ferred outcome. Most of the time people act in irrational ways, even 
if they are still predictable.3 We act not as the impartial prosecutor 
of an investigation, but as the criminal lawyer of the guilty defen-
dant, which in this case is our ego. While this view still represents 
today’s consensus about human intelligence, things are more nu-
anced than behavioral economists suggested. If you look at modern 
personality psychology, it is clear that people are predictably irra-
tional, but you still need to decode each person’s unique patterns 
of irrationality to predict and understand their behavior. In other 
words, human stupidity—  more than human intelligence—  comes in 
many di�erent shapes and forms, which we can ascribe to person-
ality: the unique tendencies and biases that make you you. �e only 
universal bias is to assume that we are less biased than other people.

Can AI acquire a personality? If what is implied by this is a cer-
tain style of biased decisions, or a recurrent but unique pattern of 
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preferred adaptations to speci�c situations, then the answer is a 
de�nitive yes. For example, we could imagine a neurotic chatbot, 
prone to making pessimistic, self-  critical, and insecure interpreta-
tions of reality, craving excessive validation from others, and dis-
regarding positive feedback because things cannot possibly be as 
good as they seem. �is chatbot—  call it neurotic.ai—  would have 
mastered the art of impostor syndrome and continue to prepare for 
college and work assignments more than needed, while remaining 
dissatis�ed and hyper  critical about its own accomplishments. Or a 
machine learning algorithm with high impulsivity, prone to mak-
ing overcon�dent interpretations of data, and drawing bold and 
wild insights from very limited data points, insu�cient facts, and 
so on. Perhaps this overcon�dent AI would end up being rewarded 
for these careless and overly optimistic inferences, very much like 
overcon�dent and narcissistic executives are celebrated for their ar-
rogance and for being unjusti�ably pleased with themselves, which 
reinforces these delusional biases. People are inclined to follow 
and respect others when they see them as smart, which is unfortu-
nately in�uenced by a wide range of factors other than their actual 
intelligence. Delusional con�dence is high up the list. In that sense, 
if AI succeeds at emulating humans, we may end up mistaking al-
gorithmic overcon�dence for competence.

We could also picture some form of unfriendly or sel�sh AI that 
compensates for its lower self-  concept by bringing other people 
down and making negative evaluations of others, even if that means 
a poorer understanding of reality. �is could include truly racist 
or sexist chatbots who take personal pride in making derogatory 
remarks about certain demographic groups so that they feel better 
about their own, though this would probably require assigning a 
gender, race, or nationality to the chatbot’s identity. And perhaps 
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we could even design an overly curious, inventive, and creative AI 
that makes unusual associations and focuses more on style than 
substance, imitating the poetic thinking tendencies of artists rather 
than deploying rigid mathematical thinking, and so on.

You’re More Biased Than You Think

Most of us think of ourselves as less biased than we are and, of 
course, less biased than others. Liberals think that conservatives 
are the unwitting victims of mis-   and disinformation. Conserva-
tives think liberals are a threat to free speech. Most of us think 
that we surely don’t hold racial biases, while others do. Or we think 
we see the world as it really is, while others see it with rose-  tinted 
glasses. �is is false.4 If you genuinely disagree, you’re probably just 
bullshitting yourself. If we were to ask a hundred people if they are 
biased, probably less than 10 percent of respondents would agree. 
However, if we asked the same hundred people if other people are 
biased, 90 percent of them would say yes.

We may think our intellect is guiding us to act in logical or ra-
tional ways, but our will is in charge. In the famous words of the 
German philosopher Arthur Schopenhauer: “Will is the strong 
blind man who carries on his shoulders the lame man who can 
see.” Fittingly, Schopenhauer also wrote, “�e world is my idea,” a 
statement that epitomizes the rise of “subjectivity” as a core philo-
sophical principle and prompted his usually serious academic col-
leagues to ponder, “What does his wife have to say about this?”5

One of the oldest �ndings in social psychology is that people in-
terpret successful events as personal wins but blame unsuccessful 
events on external, uncontrollable circumstances, such as luck or 
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cosmic injustice.6 It’s always your skill or talent when it works out 
well, or at least hard work and dedication, but bad karma, unfair-
ness, or random freaks of nature when it doesn’t.

Indeed, research shows that the vast majority of us indulge in 
what is known as the optimism bias. As my UCL colleague Tali Sha-
rot states, “When it comes to predicting what will happen to us 
tomorrow, next week, or ��y years from now, we overestimate the 
likelihood of positive events, and underestimate the likelihood of 
negative events. For example, we underrate our chances of getting 
divorced, being in a car accident, or su�ering from cancer.”7

Yet, most of us don’t see ourselves this way. Which isn’t surpris-
ing since humans have a unique capacity for self-  deception, and 
there’s little one can do to persuade us otherwise.

We have a big awareness gap: most of us are willfully ignorant 
of our own biases, prejudices, and blind spots. But there’s more bad 
news: even if we make ourselves aware of our own limitations, we 
may not be able to �x the problem. Look no further than mod-
ern interventions to de-  bias the workplace, notably unconscious 
bias training, which is all the rage in HR circles. As a recent meta-
analysis of nearly �ve hundred studies shows, with a great deal of 
e�ort, it is possible to produce very small changes in implicit or un-
conscious measures of attitudes and biases, but these changes have 
no meaningful impact on behavior.8 Obviously, those who develop 
these programs mean well, as do the teams within organizations 
that host them. But they just don’t work.

First o�, they preach to the choir, or they appeal to those who 
think of themselves as “open-  minded” or “liberal” or “not prej-
udiced.” But there’s a small chance these descriptions are true; 
usually, they’re simply naive and overcon�dent strategies in self-
deception. �ey push us to blame others. And when we point the 
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�nger at others for being biased, we are implying that it’s they who 
are the problem rather than us or the system.

If you want to control your behavior, it may be bene�cial to un-
derstand not only your attitudes but also how others may judge 
them, and what behaviors they will inspect to infer your beliefs. 
But the problem is these de-  bias programs naively assume that 
the awareness of our own biases will lead us to act in more open-
minded ways. If only. And, by thinking this way, we’re failing to 
promote accountability and fairness while inhibiting our ability 
to evolve. �is is also why family dinners can be so frustrating. 
It doesn’t matter how crazy your dad is. No degree of evidence or 
proof will challenge his deep values or core beliefs. Plus, he’s sure 
to counter your facts with his own facts. �is is the de�ning irony 
of our times. �e more data and information we have access to, the 
easier it is to misinterpret or cherry-  pick data that con�rms your 
beliefs. �is is how di�erent countries or leaders made totally dif-
ferent interpretations of pandemic data, from “this is like a �u,” to 
inaccurate predictions about its e�ect on the economy, the housing 
market, and mental well-  being.9

If we truly want to become more rational, more inclusive, and 
less biased, we should worry less about what we really think or be-
lieve in, and be more open to accepting or at least trying to un-
derstand what others believe. �ere’s little use in trying to police 
people’s thoughts or ideas. Instead, we should try to behave in lov-
ing or at least polite ways. If hate is not directed at others, it is less 
likely to be directed inward. Research indicates that even if we have 
to force ourselves to behave in prosocial or kind ways to others, this 
will positively impact our mood and self-  concept, making us more 
open-  minded in turn, and that random acts of kindness have the 
ability to boost our empathy and altruism.10

309849_04_061-082_r2.indd   67 28/10/22   1:13 PM



68 I, Human

Kindness forces us to reconceptualize our self-  views and re-
frame our self-  concept, holding ourselves to higher moral grounds 
and ideals. So, even when we donate to charity with the primary 
purpose of seeming generous to others, we will end up seeing our-
selves as good people, which in turn will promote good behaviors 
going forward. Although most digital echo-  systems, particularly 
social media, foster impulsive reactions to people’s actions, which 
result in a great deal of hostility, trolling, and bullying, it is gen-
erally easier to display kindness and consideration online than 
o�ine. For starters, the opportunities to pause, re�ect, and exercise 
self-  control are much higher than in in-  person interaction. And the 
incentive is higher: anything you do online will be recorded and 
registered in perpetuity, and the entire world (well, at least your 
world) is watching. So, all you need to do is to stop yourself from 
reacting or responding until you have something positive to say—  I 
know, easier said than done.

Can AI Help Us?

Interestingly, AI may be able to help us on the bias front. One of 
its biggest potential utilities is to reduce human biases in decision-
making, which is something modern society appears to be genu-
inely interested in doing.

AI has been successfully trained to do what humans generally 
struggle to do, namely, to adopt and argue from di�erent perspec-
tives, including taking a self-  contrarian view or examining coun-
terarguments in legal cases.11 In general, you can think of AI as a 
pattern-  detection mechanism, a tool that identi�es connections be-
tween causes and e�ects, inputs and outputs. Furthermore, unlike 
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human intelligence, AI has no skin in the game: it is by de�nition 
neutral, unprejudiced, and objective. �is makes it a powerful 
weapon for exposing biases, a key advantage of AI that is rarely dis-
cussed. Here are a few examples.

Example 1: An online dating site with millions of users who 
report their romantic (and sexual) preferences by constantly 
training the algorithms to predict their preferences uses 
AI to discover what most men (straight or not) and women 
(straight or not) generally “optimize for.” In the process, AI 
improves the recommendations so that users have to devote 
less time to picking a potential date or partner.

Example 2: An online search engine that feeds people con-
tent (news, media, movies) deploys AI to detect what prefer-
ences viewers have by simply feeding people things that other 
people who are similar to them in either demographic or 
other preference features have. It quickly learns to e�ectively 
serve people the content they are most likely to consume and 
least likely to resist.

Example 3: A sought-  a�er employer with millions of job 
applications per year leverages AI to compare the charac-
teristics of job applicants with those of their employees, 
optimizing for a high degree of similarity in the pro�le of 
new job applicants and incumbents or current employees 
who have succeeded in the past. In essence, the more you 
resemble people who have historically done well in the com-
pany, the higher your likelihood of being selected for a job.

�is is all great. But herein lies the problem. AI and machine systems 
are only as good as their inputs. And if the data we use as input is 
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biased or dirty (we were all excited by big data until we realized this 
was mostly mean, dirty data), the outputs—  the algorithm-  based 
decisions—  will be biased, too. Worse, in some scenarios, including 
data-  intensive technical tasks, we trust AI over other humans. In 
some cases, this may be a valid response. But you can see the prob-
lem if a system is spitting out biased decisions and we blindly trust 
the results.

Yet, this problem also highlights the biggest potential AI has for 
de-  biasing our world. But it does require an understanding—  and 
willingness to acknowledge—  that the bias is not the product of AI, 
but rather, only exposed by AI. To stay with my examples: in the 
�rst, if you don’t use AI or algorithms to recommend to online dat-
ing users who they should date, their preferences may still be biased 
(e.g., people who belong to their own ethnicity, age, nationality, so-
cioeconomic status, or attractiveness group, not to mention height). 
In the second example, the only alternative to “giving people what 
they want” (to read, hear, and see online) would be to give them 
what they don’t want, which is an evolution in the moral conscious-
ness of advertising and media targeting, but perhaps not best for 
the survival of for-  pro�t corporations. In the third example, re-
fraining from using AI to select and recruit candidates that �t a 
certain mold (say, middle-  aged white male engineers) will not stop 
people who �t in with that tribe from succeeding in the future. If 
the bias does not go away just because you don’t use AI, then you 
can see where the bias actually lies—  in the real world, human soci-
ety, or the system that can be exposed through the use of AI.

Consider these two scenarios: a racist manager could mitigate 
his bias by hiring people on the basis of their algorithmic score on 
a job interview, using AI to pick up relevant interview cues to pre-
dict the candidate’s future job performance, all while ignoring their 
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race, which humans �nd impossible to do. �at’s an ideal scenario 
(though in an ideal world, of course, we would not have a racist 
manager in the �rst place).

Now, imagine a nonracist manager who may rely on an algorithm 
to automate the prescreening of candidates based on their educa-
tional credentials, previous job experience, or likelihood of being 
promoted. �at may sound optimal, but it could be highly prob-
lematic. For any AI system or algorithm to learn, it needs to ingest 
data sets including labels, such as “cancer” or “noncancer,” “tree” or 
“tra�c light,” and “mu�n” or “Chihuahua.” But when these labels 
are the product of subjective human opinions, such as in the case 
of “good employee” versus “bad employee,” it should not surprise 
us that AI will learn our biases. In this case, the use of the algo-
rithm could end up having adverse impact on minority candidates, 
prompting the manager to inadvertently make racist selections and, 
to make matters worse, assume their decisions are objective.

�is is, indeed, how AI has failed in the past—  through contam-
ination in the training data set or by making objective decisions 
on the basis of unfair, �awed, unethical historical decisions. So, 
when Microso� tried to deploy a Twitter chatbot to engage millen-
nials, (human) Twitter users quickly trained it to use foulmouthed 
language and post racist and sexist tweets—  no prizes for guessing 
where the dark side was engendered, that is, human versus arti�cial 
intelligence.12 �e fact that humans get a kick out of making chat-
bots do antisocial, sexist, racist things clearly says little about AI’s 
dark side and a great deal about the dark side of human psychol-
ogy. If reading this paragraph prompted you to check the racist and 
sexist tweets of Microso� chatbot Tay, the rule is rather valid for 
you, too. Likewise, when Amazon decided to scrap its recruitment 
AI on the basis that it recommended many more male than female 
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candidates for its open job vacancies, it is clear that eliminating the 
AI would not automatically eliminate the disproportionate number 
of male programmers who succeed relative to female employees.13

�us, most high-  pro�le cases of AI horror stories, or attempts to 
transfer human decision-  making to machines, are akin to “shoot-
ing the messenger.” �e very algorithms that are indispensable for 
exposing the bias of a system, organization, or society are lambasted 
for being biased, racist, or sexist, just because they do a terri�c job 
replicating human preferences or decision-  making. If only AI could 
convert people into a more open-  minded version of themselves by 
showing them what they don’t want to (but perhaps need to) hear, 
it would certainly do that. If I’m a neoconservative libertarian, AI 
could show me socialist or le�-  wing progressive content to increase 
my empathy for the le� or switch my political orientation. If my 
music-  listening habits reveal a very white, middle-  aged range of 
preferences, and AI could expose me to young, hip, Black, urban 
music, it could systematically change my taste.

If AI alone would present to hiring managers people who are 
categorically di�erent from those they have hired in the past and 
change the managers’ preferences, then we would not talk about 
open-  minded AI or ethical AI, but open-  minded humans or ethi-
cal, intelligent, curious humans. It’s the same for the reverse, which 
is the real world we live in.

�e risks of AI breaking bad or algorithms going rogue can be 
mitigated if ethical humans remain in the loop but exacerbated 
when humans lack integrity or expertise. Much of the outcome is 
determined by our (human) understanding of what we are actually 
asking AI to do. If, again, we ask algorithms to replicate the sta-
tus quo, and this combines a meritocratic or open-  minded illusion 
with political, nepotistic, prejudiced, or biased forces, the main 
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contribution of AI will be to refute the idea that what we have is 
fair, unbiased, and meritocratic.

If, conversely, ethical and competent humans are involved in the 
process of vetting, curating, and cleansing the training data that 
will fuel AI, then there’s tremendous opportunity to use AI as a 
tool to diagnose and expose biases, and actually overcome them. 
�erein lies one of AI’s big contradictions: what began as a tool 
to compete with human intelligence has the potential to reduce 
human bias but also risks exacerbating our �awed human nature 
by eroding our good bits and magnifying our bad bits.

At least humans are still very much in the driving seat, that is, in 
control of what AI is or is not used for. Opposition to AI, whether 
from the general public or actual AI users, is at its peak when AI 
recommends di�erent decisions, behaviors, and choices than what 
humans intuitively prefer: for example, watch this movie, hire this 
person, go to this restaurant, buy these sneakers. When AI aligns 
with our preferences while exposing their dark side, we are quick 
to blame AI for our own inner demons, instead of acknowledging 
our own biases.

In this way, AI could become the biggest reality check weapon 
in the history of technology but is instead co-  opted as a reality-
distortion tool. To the degree that AI can help us con�rm our own 
interpretations of reality or make us look good, we will embrace it. 
Failing that, we should regard AI as a failed experiment.

Reality Bites

We all believe what we want to believe. Why? Because our delu-
sions are comforting. �ey help us replace an unpleasant version of 
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reality with one that is soothing and compatible with our generous 
and lenient self-  views.14

To combat our own self-  delusions, we need to be less con�dent 
in our own views, opinions, and knowledge. Asking questions is 
more important than having answers. And as Stephen Hawking 
famously noted, “�e biggest enemy of knowledge is not ignorance, 
but the illusion of knowledge.”

We also need to be willing to accept feedback from others, which 
closes the gap between how we see ourselves and how others see 
us.15 But that’s a tall task, as the AI age has diluted feedback to a 
meaningless, repetitive, and semiautomatic ritual that produces 
positive feedback loops. So, for instance, when we post stu� on 
Facebook, Snapchat, TikTok, Twitter, or Instagram, it’s not hard to 
get likes because liking something is a relatively low-  energy, low-
cost thing to do. Most people will like it, even if the feedback is 
fake, and it’s likely to result in reciprocity later on. In the early days 
of LinkedIn, some people collected long endorsements from others, 
which they then reciprocated, so the endorsements said more about 
your friends than your skills or talents. However, this makes feed-
back far less useful than it should be. Facebook took over a decade 
to �nally decide to include a “dislike” button, though Mark Zuck-
erberg described it as a function to express “empathy.”16 Relative to 
the positive feedback function, it is hardly used. Whatever we post, 
people will either like it or ignore it, but they will probably not dis-
like it. We may not be getting any real feedback from others, and 
instead we are being bombarded with fake positive feedback.

We’re also incentivized to ignore the little critical or honest feed-
back we may actually receive. �ink about the job or role where 
helping others with constructive feedback matters most, namely, 
leadership. Research shows that managers �nd it extremely hard to 
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provide employees with negative feedback on their performance, 
which is why employees are o�en surprised when they fail to get a 
promotion or a bonus, and even when they are �red.17 At the other 
end, managers and leaders are prewired to ignore negative feedback 
because they are not self-  critical and prefer to surround themselves 
with people who suck up to them. �e more you suck as a leader, 
the more you can expect people to suck up to you.

So, when we hear that we shouldn’t worry about what people 
think of us and that if we think we are great, we probably are. We 
are the hero we are in our mind. �e AI age has turned us all into 
a mini version of Kim and Kanye: we can all create echo cham-
bers where even our most trivial and meaningless comments are 
celebrated and glori�ed, and where we are actually rewarded for 
behaving in a self-  centered way, showcasing our egotistical self-
obsessions, and for indulging in inappropriate self-  disclosure. �e 
best way to get fans and followers is to become your biggest fan. Not 
even our parents thought as highly of us, though they surely have 
their quota of responsibility for in�ating our egos.

Academic research indicates that people who function e�ec-
tively interpersonally and have accurate self-  perceptions tend to 
incorporate other people’s opinions into their sense of self, which 
runs counter to the idea that we should just be ourselves and ignore 
people’s perceptions of us.18 �e ability to present ourselves in stra-
tegically and politically astute ways is indeed critical to succeeding 
in any professional context.19 �ose who live by the mantra “don’t 
worry too much about what other people think of you” are rarely 
positively viewed by others. Academic reviews have highlighted that 
successful people worry a lot about their reputations, and they care 
deeply about portraying themselves in a socially desirable way.20

When we enjoy the luxury of convening with colleagues and clients 
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in person, we allow others to gain impressions of us based on our 
physical presence in a three-  dimensional space, including our hand-
shakes and our voices, which, as author Erica Dhawan explains in 
Digital Body Language, is largely replicated in virtual settings.21

�e trouble is the alternative isn’t much fun. Being your own 
harshest critic, judging your actions through a demanding and 
perfectionistic lens, is the exact opposite of what anyone would do 
if even remotely interested in enjoying life.

And even though self-  awareness is a necessary driver of e�ec-
tive personal development, it is insu�cient. It is perfectly possible 
for someone to become self-  aware and gain a deeper level of self-
understanding and yet not improve.

The Human Ethics of the AI Age

Much of the discussion around AI centers on the issue of eth-
ics, with the most common assumption being that machines are 
going to either become evil and turn against us—  presumably be-
cause they are amoral at best and immoral or worst—  or replicate 
our worst character traits (of the two options, this is the best-  case 
scenario). �ese fears are o�en based on the assumption that since 
humans created AI based on a human moral code, it will by de�-
nition misbehave or do wrong.22 However, there’s much more to 
human nature than the capacity for evil, and since AI can cherry-
pick what elements of human behavior to emulate—  mimicking 
some, but avoiding other traits—  AI is at least capable of recreat-
ing benevolent or ethical human actions, or even perfecting them.

�e question of AI morality is complicated by the fact that 
machines are incapable of acting ethically or unethically except 
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according to human standards. In that sense, judging the moral 
character of AI is like judging the moral character of a dog: an 
anthropomorphic projection, unless our intention is to judge the 
moral character of the dog’s owners. Humans project a sense of 
ethics onto their own and others’ behaviors, including machines. 
So, when we look at decisions made by machines and we don’t ap-
prove of them morally or ethically, because they fail to “align” with 
our own human values, we are mostly judging the humans who 
programmed the machines.23

Ethical questions always go back to humans, even if the behavior 
seems to be autonomously generated by machines or results from 
cascading errors inadvertently learned by machines that were em-
ulating humans. �e foundations of any ethical code are essentially 
human because we are always examining things from a human 
perspective. In that sense, horror stories about AI exterminating 
humans because we interfere with its objectives are not so much an 
example of unethical or evil, but single-  minded AI. For example, 
say we program AI to produce as many paper clips as possible, and 
AI learned that in order to attain this goal, it must control a range 
of resources and components that would cause the extinction of 
humans, or even directly eliminate humans for interfering with 
its goal. �is says less about AI’s lack of empathy or moral sym-
pathy for humans and more about its superpowers—  assuming it 
could actually achieve this.24 From an ethics standpoint, the closest 
human equivalent may be extinguishing certain animals because 
they are tasty or make good hunting trophies, or destroying the 
planet because we enjoy �ying to in-  person business meetings or 
cooling our o�ces with air-  conditioning.

�e stakes are higher when we are tasked with designing or 
programming machines that will replicate or reproduce human 
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decisions at scale. Here again, though, AI is as ethical or unethical 
as your dog. You can reward your dog for doing certain things, 
like waiting patiently for her cookie, and punish her for others, like 
peeing in your living room. But there is no likely accusation of im-
morality when the dog violates any of the rules we taught her. If we 
train the dog to attack white people or women, then it is surely not 
the dog who’s being unethical. If you would rather have a robot dog, 
such as Sony’s Aibo, you can expect it to come with certain prepro-
gramed behaviors straight out of the box, but in addition to these 
preprogrammed factory settings, it will also learn to adapt your 
personal ethics, thus incorporating your own moral standards. By 
the same token, any technology can be put to good or bad use, de-
pending on the intention and ethics of the human and the ethical 
parameters we use to judge such intentions. If, in the paper-  clip 
apocalypse problem, the tragic outcomes are caused by unforeseen 
programming consequences, then that says more about human 
stupidity than human morality, let alone arti�cial intelligence.

Consider the personal genomics and biotech �rm 23andMe, 
which translates human saliva into genetic predispositions and 
medical pro�les. While genetic pro�ling sounds rather frightening 
and o�-  putting to many people, not least because of its associations 
with Nazi eugenics or ethnic cleansing, the reality is that there are 
many possible applications for this technique, which will likely dif-
fer in their perceived morality. At the ethical or moral end of the 
spectrum, we can think of personalized medicine for the e�ective 
treatment of highly heritable illnesses. In particular, the technology 
23andMe uses—  single nucleotide polymorphism genotyping—
could be deployed to help patients bene�t from highly customized 
and targeted treatment for some of the 1 percent rare medical con-
ditions that are about 99 percent genetic.25
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Perhaps less ethical, but still not necessarily immoral, is the ap-
plication of personal genomics to the auto insurance industry: cus-
tomizing your policy on the basis of your character or personality. 
For example, traits such as conscientiousness, self-  control, and reck-
less risk-  taking are partly genetic, and they also predict individual 
di�erences in driving styles and performance. One of the reasons 
women end up in fewer road accidents and should be cheaper to in-
sure than men is that they are generally more conscientiousness and 
less reckless from a personality standpoint. Objecting to any type 
of probabilistic segmentation or stochastic personalization simply 
means safer drivers will end up subsidizing their reckless coun-
terparts, which is arguably unfair. Furthermore, since personality 
simply in�uences driving patterns rather than determining them, 
giving drivers feedback on their personality may help them adjust 
their behavior to correct bad habits and inhibit risky tendencies. 
Measuring how well people drive, especially when they are improv-
ing on their default tendencies, would end up overriding the earlier 
genetic predictions to increase not just fairness but also accuracy.

Even controversial applications of AI could be redirected toward 
slightly di�erent goals to improve their ethical implications. For 
example, when a Facebook algorithm is trained to detect people 
who, because of their preferences data and personal behavioral 
patterns, may be regarded as probably undecided in their political 
orientation, the goal may be to inform or misinform or to nudge 
them to vote for X, Y, or Z or remain undecided altogether. �at 
those potential voters are bombarded with fake news or that the 
additional “spin doctor” service of Cambridge Analytica included 
a range of non-  AI-  related methods, such as embezzlement, brib-
ery, and the framing of politicians with prostitutes, does not make 
the company evidently ethical. Equally, if Facebook breached any 
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data con�dentiality or anonymity by selling or harvesting personal 
data to other parties, that is a matter that existing laws and reg-
ulations can address by typically targeting humans rather than 
algorithms. In short, the most algorithms can do, whether for Face-
book, 23andMe, or Cambridge Analytica, is to identify patterns in 
the data: people who do or have X are more likely to do or have Y, 
without judging whether that makes them good or bad.

You can be sure that the AI tools used in digital political target-
ing are politically more neutral than Switzerland. Even if AI did 
play a role in determining the outcome for the 2016 Brexit referen-
dum and the Trump election, the algorithms deployed did not truly 
care about Brexit or Trump, not least because they had no real un-
derstanding of this—  perhaps like many of the humans who voted 
for or against these outcomes. Part of the scandalous reaction per-
taining to the alleged digital or algorithmic interference with the 
2016 EU referendum in Britain and the US presidential election is 
caused by critics’ disdain of the result, because they consider Brexit 
and Trump a less moral or ethical outcome of those democratic 
elections. As a dual UK and US resident, I am myself part of that 
liberal group but accept the fact that my opinion may not be shared 
by around 50 percent of the voters in both elections.

Algorithms do pose a threat, as does any application of AI. If you 
use technology to standardize or automate unfair or unethical pro-
cesses, you will simply augment, if not automate, inequality.26 �is 
happens when credit scores deny someone credit because they fail 
to meet certain criteria, or when insurance algorithms leave people 
unprotected because of a probabilistic error in their computation.

It is hard to be ethical without understanding the meaning of 
ethical to begin with, though of course one could be ethical by 
accident, especially when you don’t understand immorality or 
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un-  ethics either. Discussions of ethical issues tend to default to legal 
matters, which are obviously pretty imperfect as a moral compass. 
Consider that homosexuality was listed as a psychiatric disorder in 
the United States until 1973, and that slavery was only abolished in 
America in 1865.27 In the 1950s, it was illegal to sell your house to a 
Black person, and as Ronald Reagan noted, “Personally I would sell 
my house to anyone and you can buy it if you like, but it is only fair 
that people have the freedom to decide who they sell their house 
to.” Is this ethical? By Reagan’s standards, it is perhaps not totally 
unethical, let alone surprising. A simple yardstick to measure the 
ethical nature of our actions comes from Kant’s famous categorical 
imperative: What would happen to the world if everyone acted like 
you? Would it be a better or worse place? Would it go up or down in 
the intergalactic ratings of Transparency International?

Ethics are a complex topic, and there’s no shortcut to deter-
mining what is right and wrong without opening an arduous 
and potentially unsolvable debate, which would at best result in a 
cul-  de-  sac of religious, ideological, or cultural di�erences we call 
“moral conviction.” But the only hope to improve fairness and well-
being in our civilization is to agree on certain basic parameters that 
can provide the foundations for a moral, legal, and cultural code of 
action. Ethics are the governance framework that make one society 
more appealing and less toxic than others. We can measure it by 
the well-  being of the poorest and most disenfranchised members. 
For example, a society in which it is virtually impossible for some-
one born poor to become rich must be questioned from an ethical 
standpoint, just as a society in which the rich abuse power and con-
trol systems via status or privilege must be held to ethical scrutiny. 
As Petra Costa notes, it is hard for democracy to function properly 
unless the rich feel somewhat threatened by the poor.28
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TEST YOURSELF

Are You Biased?
How biased are you, especially compared with others?

• I am rarely unsure about things.

• I’m a black-or-white kind of person.

• I am at my best when I make quick decisions.

• I’m a highly intuitive person.

• Most of my friends have the same political orientation.

• I may have some biases, but I am less biased than the average person.

• I can read people like a book.

• I have never been impacted by fake news.

• My decision-making is always rational.

• It is important to work with people who share your values.

Add one point for every statement you agree with; then add up your points.
0–3: You are largely immune to the common biases and pervasive reality 

distortion that permeates our age (either that, or you have successfully de-
ceived yourself into thinking that you are incredibly open-minded).

4–6: You may consider yourself average and within a range that can easily 
be �exed into the direction of more bias or less.

7–10: You are the perfect customer of social media platforms and a cul-
tural emblem of the AI age, particularly if this high score surprises you.
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Chapter 5

Digital Narcissism
How the AI age makes us even 
more self-  centered and entitled 

than we were already

Legions of lusty men and bevies of girls desired him.

—Ovid

In the original mythological version that gave name to the trait, 
Narcissus, a handsome but emotionally detached and pompous 
young man, is punished by Aphrodite, the goddess of love, for his 
refusal to love anyone. His curse is to love only himself, so he ends 
up drowning while admiring his own re�ection on a lake.1

�e moral of the story? While a little self-  love is to be expected, 
if you love yourself too much, you will have no interest in other 
people, which will harm your ability to function as a well-  adjusted 
member of society.
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Unsurprisingly, researchers have studied the behavioral con-
sequences of digital technologies, including their relationship 
to narcissism, a psychological trait associated with a grandiose 
and in�ated sense of self-  importance and uniqueness, which tends 
to reduce people’s ability to tolerate criticism, care about others, 
and accurately interpret reality, particularly their own abilities, 
achievements, and failures.2 Even if you are not part of the 2 percent 
to 5 percent of the population that can be expected to meet the 
medical criteria for pathological or clinical narcissism according 
to psychiatric diagnosis, the AI age has normalized narcissism by 
legitimizing the public displays of our egotistical and self-  obsessed 
nature. In that sense, we are all digital narcissists or are at least 
nudged to behave like narcissists when we are online.3

The Rise of Narcissism

For over a century, prominent writers and social scientists have 
warned that we’re living in a self-  obsessed era, a narcissistic epi-
demic, and that younger generations can only be described as the 
me generation.4 While it may be easy to dismiss these claims as 
alarmist—  and they probably were for past generations—  there’s ev-
idence that narcissism is on the rise.

Psychologist Jean Twenge has tracked generational changes in 
scienti�cally validated measures of clinical narcissism. For example, 
one of the questions asked by these surveys is whether people think 
they’re destined to be famous. In the 1920s, only 20 percent of 
the overall population answered yes. By the 1950s, the �gure in-
creased to 40 percent; in the 1980s, it went up to 50 percent; by the 
early 2000s, it had risen to 80 percent. �is suggests that, just as 
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by today’s standards somebody who was deemed narcissistic in the 
1950s would seem very modest and low-key, in 2050 we may look 
back and �nd even people like Elon Musk, Kim Kardashian, and 
Cristiano Ronaldo quite inhibited and private.

Narcissism, whether in its clinical or subclinical (i.e., lighter, 
adaptive, and much more pervasive) form can be understood as an 
extreme quest for self-  enhancement, in the sense that everything 
narcissistic individuals do is motivated by a strong desire to in�ate 
their self-  views, lubricate their egos, and pamper their high opin-
ion of themselves.5 �is includes the tendency to compare them-
selves with less successful people in order to validate their own 
self-  concept, and the proclivity to evaluate their own talents (e.g., 
job performance, attractiveness, leadership potential, intelligence, 
etc.) in an unrealistically positive way, especially compared with 
how other people evaluate these.6

One of the key facets of narcissism is grandiose exhibitionism, which 
is characterized by self-  absorption, vanity, and self-  promotional im-
pulses and is especially well-  suited to a world in which human rela-
tions have been transferred almost entirely to digital environments. 
More than anyone else, narcissistic individuals feel the constant 
need to be the center of attention, even if the means to achieving this 
is to engage in inappropriate, awkward, or eccentric interpersonal 
behaviors. Back to Elon Musk, who wasn’t content with monopoliz-
ing so much attention on Twitter, so he o�ered $44 billion to buy the 
entire business (then getting even more attention by pulling out of 
the agreed deal).7

Although most studies on digital narcissism report a correlation 
rather than causation, evidence points to a bidirectional link be-
tween narcissism and social media use. In other words, the more 
narcissistic you are, the more you use social media, which in turn 
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makes you more narcissistic. Furthermore, experimental and lon-
gitudinal studies, which unlike correlational studies can detect cau-
sality, indicate that social media sites do in�ate people’s self-  views.8

�e AI age has given us a safety cushion. We can safely �sh for 
compliments and seek praise without fearing rejection, even if it re-
quires engaging in exaggerated self-  promotion while actually being 
ashamed of our true self and pretending that others actually believe 
they are seeing the real version of ourselves.9 �e feedback we get 
from others reinforces the notion that our public persona is some-
how real or genuine, which distances us further and further from 
who we genuinely are. Meanwhile, social media pays lip service to 
“authenticity,” as if we were truly encouraged to act in natural or 
uninhibited ways instead of carefully curating our online persona. 
�e American novelist Kurt Vonnegut once noted that “we are what 
we pretend to be, so we must be careful what we pretend to be.” In 
the AI age, our digital persona has become the most emblematic 
version of our self, and its most generalizable feature is narcissism. 
If we are not narcissistic, we appear to pretend to be.

Of course, we cannot fully blame social media for making us 
narcissistic. A�er all, without a species already obsessed with itself, 
none of the technological platforms, systems, and innovations that 
fuel the AI age would exist in the �rst place. Had it not been for our 
constant self-  focus, AI would be starved of data, and AI with no 
data is like music without sound, social media without the internet, 
or attention-  seeking individuals without an audience.

Luckily for AI—  and all of those who pro�t from it—  there is no 
shortage of self-  absorbing and egotistical activities to feed it: for 
example, posting sel�es, sharing thoughts, engaging in inappropri-
ate levels of public self-  disclosure, and broadcasting our feelings, 
views, attitudes, and beliefs to the world as if we were the center 
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of the universe or everyone else truly cared about them.10 If the 
algorithms analyzing us were humans, they would surely wonder 
how a species so pathetically self-  obsessed and insecure could have 
managed to get this far.

Consider a study that scanned people’s brains to measure 
how they react to feedback on their sel�es on social media. �e 
researchers manipulated feedback—  likes versus no likes—  and 
tracked the level of psychological distress that subjects experienced 
while performing a challenging cognitive task. People exposed to 
positive feedback experienced less psychological distress, suggest-
ing that social media approval can help narcissists alleviate the 
pain from social exclusion.11

�ough we may think that the problem is with a small number 
of pathological users, we must point the �nger at ourselves, too, and 
our self-  aggrandizing needs as a human species. In this way, social 
media platforms are a lot like casinos. Even if you’re not a compul-
sive gambler, if you spent enough time in a casino, you would prob-
ably place bets or play the slots. �e same is true for social media. 
�ough we may criticize those who show narcissistic tendencies on 
Snapchat, Facebook, and TikTok, these platforms encourage us to 
act in similar ways. Yet, just like spending more time at the casino 
won’t improve our luck or winning streak, social media won’t so-
lidify or boost our self-  concept. It does the opposite and tends to 
increase our insecurities.

Still, it will create an adrenalizing buzz or faux popularity and 
appreciation that will temporarily help us feel good about our-
selves, exchanging our time and attention for ephemeral digital 
love bites. In this way, your pro-  social instincts can be co-  opted 
by algorithms that make it easy for you to accumulate “friends,” 
churning out new connections like an Amazon recommendation 
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engine suggests new sneakers, boosting your social status in the 
process, just like narcissistic individuals seek to widen or deepen 
their networks in order to satisfy their vanity levels and massage 
their egos rather than because of any real interest in people.12 As 
such, the “social” aspect of social media resembles the antisocial 
aspect of the real world.

If people were forced to choose between a phone with a sel�e 
camera or one with a traditional camera, you would have to bet 
on the former outselling the latter. �e sel�e is a dominant form 
of photography in the AI age, with global estimates suggesting that 
one person dies each week as a direct consequence of taking sel�es 
(e.g., hit by a car, attacked by a thug, and falling from a roo�op).13

But throughout the evolution of photography, self-  portraits were the 
exception rather than the norm. Of course, famous visual artists 
(e.g., Velázquez, Rembrandt, Van Gogh, and Modigliani) did pro-
duce self-  portraits, but they were generally more interested in those 
aspects of the world that did not include themselves. �e thought 
that if they were alive today, they would spend most of their time 
posting sel�es on social media does not bode well for anyone con-
vinced that technological advancement equates to cultural progress 
or evolution.

�e digital world encourages behavior that would never �y in 
the real world. In the real world, if you spend all your time talking 
about yourself and sharing everything you do and think with every-
one else, with no �lter or inhibition, people will leave the room and, 
unless you are their boss, give you hints that you are being obnox-
ious. But on Facebook or any social media platform, the worst that 
can happen is that people ignore you, without anyone else really 
noticing it. �e much more likely scenario is that they will at least 
fake like what you do, reinforcing your shameless self-  promotion 
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and inappropriate self-  disclosure with the help of algorithms that 
promote you for self-  promoting.

�e metrics of engagement, and the algorithms deployed to 
increase the time we spend on these platforms, are inherently 
egotistical—  think of them as narcissistic nudges.14 So, we are en-
couraged to share content, ideas, and media in order to get others’ 
approval, like an insecure egomaniac who needs people’s validation 
to maintain an in�ated self-  concept. We are permanently boast-
ing, acting, and engaging in inappropriate self-  disclosure in order 
to make an impact on others. A natural consequence of this is a 
recent psychological phenomenon de�ned as “broadcast intoxica-
tion,” which takes place “when an individual experiences aspects of 
their self-  esteem and social valuation by the reviews and reactions 
of others on social media.”15

Although there are no objective societal advantages to loving 
ourselves, it is obviously rewarding to do so and certainly more 
pleasant than the alternatives—  questioning or hating yourself. 
But from an evolutionary standpoint, a healthy self-  esteem should 
function as an accurate indicator of one’s social worth or reputa-
tion, signaling whether others accept, value, or appreciate us.16 Our 
self-  esteem evolved to tell us when and how we need to change our 
behavior so that we can do better in life. For example, if my ego is 
wounded because I get a low grade on a school exam, or I fail to get 
a job o�er I desperately want, or my girlfriend breaks up with me, I 
am presented with great opportunities to repair these wounds to my 
ego by bouncing back from these setbacks, but it does require me to 
accept them in the �rst place. �ese opportunities are certainly less 
likely to emerge if my reaction is to be in denial about these failures.

Alas, when I’m starved of negative feedback, and living under the 
illusion that everything I do is admirable, courtesy of an avalanche 
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of positive self-  esteem-  boosting signals from social media likes and 
other fake positive feedback, it is too easy to end up with a distorted 
self-  concept and to become quite addicted to these self-  enhancing 
psychological lubricants.

The Bright Side of Vanity, Vanished

Humans have always displayed a deep desire for appreciation, which 
is not only responsible for much of the vanity and entitlement in 
the world, but also civilization and progress. Our cultural evolu-
tion is fueled by the self-  important motives and stubborn vanities 
of a small number of great individuals who are disproportionately 
responsible for driving the changes, innovations, and institutions 
that reshape and improve our world. �e Medicis and Vanderbilts 
didn’t have Twitter, but there’s no reason to believe that their need 
for recognition and egos were any smaller than those of Elon Musk 
or Bill Gates. Human progress and innovation in any �eld is not 
just the story of great people, but also the material manifestation of 
their God complex.

Traditionally, however, the drive of exceptional achievers required 
not just a clear dose of unful�lled vanity and self-  importance but an 
even bigger dose of genius, brilliance, and grit, not to mention the 
ability to keep their egos in check in order to manage other people 
e�ectively so that they become a high-  performing team. What-
ever you think of cathedrals, symphonies, and hundred-  year-  old 
corporations, they are rarely the product of pure narcissism, but 
rather a watered-  down version of it, diluted with hard work and 
competence, including leadership talent. It is this full combination 
of ingredients that has always represented the human algorithm 
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underpinning extraordinary achievements, and that explains why 
even the God complex that may have driven the Rockefellers and 
Carnegies, and may drive Bezos and Musk today, still leaves society 
with a surplus of innovations that advance people’s quality of life 
and changes the world for the better. You can look at this as a form 
of benevolent or altruistic narcissism.

Yet, excessive sel�shness or greed is the parasite that corrodes 
our ability to function collectively as a well-  oiled and cohesive so-
cial unit. Greed is a major cause of inequality, not because of its 
valuable accomplishments, but because of its tendency to crave an 
excess of power, status, and control, and, in turn, undermine de-
mocracy.17 When le� unchecked by laws or empathy, greed is the 
reason why humans self-  destroy and destroy others, why institu-
tions and entire states fail, and why inequality mushrooms in every 
period of history.

�e world has never been wealthier than today, but it has also 
never been greedier. �e twenty-  six richest men in the world own 
more wealth than the poorest 50 percent of the world’s population 
combined.18 �at’s nearly 4 billion people. Greed is ultimately a 
form of lust, so the more you try to satiate it, the bigger it gets. As 
Winston Churchill said about Hitler when he �rst came to power, 
“His appetite may grow with eating.”19 Societies that censor or con-
demn greed, rather than tolerating or celebrating it, are less vul-
nerable to its toxic consequences—  because they will have less of it.

If the bright side of vanity is corrupted by greed, it is completely 
extinguished in the absence of talent and hard work. In an age of 
rampant narcissism, fame and success are at the top of the values 
pyramid, irrespective of merit. Historically, our admiration for 
people, like their actual fame, was a product of their actual achieve-
ments and our acknowledgment that these resulted from some 
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kind of merit rather than sheer luck of privilege. For example, we 
admired Maria Callas because of her amazing voice and presence, 
Velázquez because of his paradigm-  shi�ing portraits, or Catherine 
the Great because of her vision and leadership. We have always ad-
mired famous individuals, but our tendency to admire individuals 
who are just famous for admiring themselves is a very recent phe-
nomenon. In the AI age, if your fame is actually the result of certain 
talents or accomplishments, it almost seems second rate compared 
with those who managed to become famous for being famous. All 
style and no substance will get you further than no style and all 
substance. Same goes for politics and leadership: for every Angela 
Merkel, we have many Bolsonaros, Johnsons, Orbáns, and Putins.

So, for instance, Kim Kardashian’s main achievement is to be 
famous without having any obvious talents, other than a sub-
lime talent for self-  promotion. �e wide range of in�uencers you 
may never have heard of—  like “Cooking with dog” (in which a 
Japanese woman explains how to cook traditional Japanese dishes 
while she is translated to English by her assistant dog); or “Ask 
a mortician” (which advocates for the reform of the Western fu-
neral industry and covers a wide range of death-  related matters, 
such as the current physical state of those who died in the Titanic
and whether our nails continue to grow once we are dead). We 
have turned fame into a self-  ful�lling prophecy, the result of glu-
ing people’s eyeballs onto some viral social media content and 
turning them into the main vehicle for in�uencing and produc-
tizing other people’s behaviors with the help of ruthlessly e�cient 
algorithms.

Since the AI age provides so many mechanisms for boosting our 
egos, we feel guilty as soon as we fail to achieve this. Every tweet or 
post you share with others is an attempt to bolster your reputation, 
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and when you don’t get instant positive reinforcement, it’s as if you 
are being ignored or rejected by others.20

Unsurprisingly, research shows that people’s depression and 
anxiety levels increase when they are unfriended on Facebook, 
which, let’s face it, is as deep an approach to friendship as Martin 
Garrix is to the evolution of music, or Jordan Peterson to the evolu-
tion of philosophy (e.g., tidy your room, make friends with people 
who care about you, don’t lie, and so on).21

Although the desire to be liked and accepted is a fundamental 
requirement in any society, and the basis for much pro-  social be-
havior, if you are so worried about what others think of you, you 
can turn into a mindless conformist and lose any sense of indepen-
dent or critical thinking. You’ll also experience any form of nega-
tive feedback as apocalyptic and su�er from depression as soon as 
others reject you. �is obsessional proclivity to depend on others 
has been equated to neurotic or insecure narcissism. We need oth-
ers to in�ate our egos in order to ful�ll our narcissistic cravings. As 
soon as they fail to do this, our deep insecurities and inner vulner-
abilities are exposed, and it feels unbearable.

The Authenticity Trap

�ough over-  depending on the opinions and approval of others is a 
big problem, the opposite is also true. If you don’t care at all about 
what others think of you—  if you choose to behave in spontaneous, 
un�ltered, and uninhibited ways—  then you’re going to act in self-
ish, toxic, and antisocial ways.22

�inking of others can have pro-  social e�ects. To use myself as 
an example (which is rather appropriate in a chapter devoted to 
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narcissism), as I’m writing these words, I have to make a special ef-
fort to avoid being myself, taking into account what you, dear reader, 
may want to hear, what my publisher is interested in printing, and 
what other experts in this �eld may think of my ideas. All this is not 
a sign of weakness, mindless sheep  like conformity, or gullibility, 
but an essential ingredient for e�ective interpersonal functioning. 
My ability to relate to others in a healthy way fully depends on my 
willingness to conform to these expectations and norms.

Only in a highly narcissistic world would one of the most widely 
circulated pieces of popular advice on how to approach consequen-
tial career situations, such as a job interview, be the notion that the 
strongest formula for success is to “just be yourself” and not worry 
too much about what others think of you. �is is probably one 
of the most harmful pieces of career advice ever given, and since 
people are still able to get jobs, one can only imagine that there is a 
high enough volume of people, if not a majority, that safely ignores 
this advice.23

In work settings, what people, and especially job interviewers, 
are interested in seeing is the best version of you.24 �at is, you on 
your best behavior, telling people what they want to hear, even if 
it isn’t what you want to say impulsively. As the great sociologist 
Erving Go�man noted, “We are all just actors trying to control 
and manage our public image, we act based on how others might 
see us.”25 Adhering to the social etiquette, showing restraint and 
self-  control, and playing the game of self-  presentation will max-
imize your chances of landing a job, whereas being yourself may 
make you look spoiled, entitled, and narcissistic.

If you wanted to seriously adopt a free-  spirit approach to life, 
you would have to go back to the very beginnings of life and avoid 
any in�uence from parents, family, friends, teachers, and culture 
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altogether. In the unlikely event that you were to succeed at this 
enterprise, you would probably end up as a total outcast and mis�t, 
marginalized from the very rules you have decided to ignore. Sa-
vant or primitive behaviors would be your normative modus ope-
randi, and you could forget about language, manners, or adaptive 
functioning to any social setting. �is would, in short, be the total 
opposite of what you normally do, which is to adopt socially accept-
able or recommended behaviors and follow group-  related norms.

A more moderate or loose interpretation of this mantra simply 
encourages us to release our social inhibitions, to approach each 
situation and especially important ones in an un�ltered, uncen-
sored, and spontaneous way, as we would perhaps when in the 
company of close friends or relatives. So, for instance, if you go to 
a job interview, you may want to answer each question honestly. If 
you have a big client meeting, you may speak up openly and freely, 
even if it means revealing your true views about the product or 
indeed the client. And if your colleagues ask you whether you are 
happy to see them, you can tell them quite frankly that it pains 
you to have to interact with them, and so on. Equally, when you 
are going on a date, you can reveal your worst habits; a�er all, if 
they like you, they should like you as you truly are, with your au-
thentic �aws. And others will admire or appreciate even your �aws 
so long as they are genuine, while your arti�cial virtues will have 
less value, for they don’t represent our natural or real self. While 
this version of being yourself is more attainable, it is also more 
counterproductive.

As Je�rey Pfe�er points out in his excellent book Leadership 
BS, being “authentic,” in the sense of exhibiting one’s true feelings, 
“is pretty much the opposite of what leaders must do.”26 �is runs 
counter to most (bad) self-  help advice, which encourages leaders 
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to behave in spontaneous and uninhibited ways without much 
concern for what others may think of them and being truthful to 
themselves. Not only is this advice data-  free, but it also probably ac-
counts for a great deal of the problems leaders create in their teams 
and organizations. �e best and most e�ective coaching focuses on 
helping leaders inhibit their spontaneous and authentic tendencies 
to instead develop an e�ective behavioral repertoire that replaces 
these natural or default habits with more considerate, pro-  social, 
and controlled behaviors. In that sense, coaching is largely an at-
tempt to dissuade leaders from expressing their authentic self. Why 
be yourself if you can be a better version of yourself? Why do what 
feels natural, when you can pause, think, and act in a way that 
makes you more e�ective? Nobody is a leader to be themselves, but 
to have the most positive in�uence on others that they can, which 
typically requires careful consideration, attention, and manage-
ment of their actions, including repressing their natural instincts 
if needed.

For a species so accustomed to impression management and de-
ception, it is perplexing how distasteful and immoral most people 
�nd the fact that the actual norm in any society—  not just modern 
Los Angeles, Victorian England, or twentieth-  century high-  class 
Vienna—  is not authenticity but to fake it, though such a reaction is 
itself testimony to the pervasive power of impression management, 
which we have internalized to the point of being unaware of it.

Even if we were actually incentivized to act in spontaneous and 
natural ways, it would not be easy to accomplish this. Perhaps this 
is the strongest evidence for the fact that we are naturally pre-
wired to fake it, preprogrammed to restrain, adjust, and inhibit 
ourselves in any meaningful social setting since an early age. �is 
is why parents shouldn’t be surprised that from a very young age, 
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their kids are generally well behaved when they visit other par-
ents’ kids, but not at home. Very early in life, we learn about the 
importance of not being ourselves, particularly in high-  stakes sit-
uations, which is why if you are a well-  adjusted and mature adult, 
you will �nd it rather di�cult to follow the “just be yourself” 
prompt.

Meanwhile we spend a great deal of time curating our virtual 
selves in an e�ort to harness our digital identity in order to please 
others.27 We pick photos we love, selectively report our success sto-
ries, while hiding our deepest anxieties and politely celebrating 
other people’s equally fake and underwhelming achievements. As 
an old social media joke stated, nobody is as happy as they seem on 
Facebook, as successful as they seem on LinkedIn, or as smart as 
they seem on Twitter. But what if there is very little le� in terms of 
behavioral remains or reputation a�er we accounted for those on-
line activities and all the other digital platforms that consume our 
everyday life?

Needless to say, there is a comforting and reassuring aspect to 
the notion that there’s more to us than what people see, which 
would also imply that AI can at best mimic our public or profes-
sional persona rather than our true or real self. �en again, like our 
work colleagues, AI may be less interested in our true self than the 
person who shows up every day, works, acts, and relates in a given 
way, regardless of what their inner self may be like.

Your true self may need ten years of psychotherapy to be discov-
ered, but you can get to a pretty good model to predict your rele-
vant everyday behaviors a�er a few weeks. Importantly, your true 
self is someone who perhaps four or �ve people in the world have 
learned to love—  or at least tolerate—  and not for the entire duration 
of the Christmas lunch.
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Only Humility Can Save Us

If you accept the premise that our narcissistic culture is out of con-
trol, and that AI-  based technologies are not only a huge bene�ciary 
of this but also exacerbating it, then it makes sense that you wonder 
how on earth we can make things better, how can we escape this 
world of ubiquitous self-  absorption, and what is the main antidote 
to the age of the self?

Humility, the ability to understand your limitations and avoid 
overestimating your talents, could be the answer.28 At the individ-
ual level, being seen as humble is associated with a more positive 
reputation and higher degrees of likability. We think of someone 
as humble when they seem more talented than they think they are. 
Contrast this to narcissists who are less talented than they think they 
are, or at least want to think. Research shows that when we detect a 
surplus of hubris in people relative to their talents, they become less 
likable.29 Perhaps if we remember this rule during our social media 
interactions, we can stop reinforcing narcissistic behaviors.

Another individual advantage of humility concerns personal 
risk management.30 �e less you bullshit yourself about your own 
talents, the more likely you will be to avoid unnecessary risks, mis-
takes, and failure. Only people who overestimate their abilities go 
to critical job interviews, client presentations, and academic exams 
ill-  prepared. It also takes a certain level of arrogance to avoid med-
ical advice, engage in self-  destructive activities that put you and 
others in danger, and underestimate the risks of smoking, drink-
ing, or drunk driving, or to refuse vaccinations during a global 
pandemic. By the same token, you are much more likely to develop 
new skills if you have accurately identi�ed gaps between the skills 
you need and the ones you actually have.
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�ere are collective advantages to humility, too. A society that 
values humility over narcissism will be less likely to end up with the 
wrong people in charge. In general, many narcissists are chosen as 
leaders because they’re able to fool people into thinking that their 
con�dence is a sign of competence. As the eminent historians Will 
and Ariel Durant wrote, “Human history is a brief spot in space, 
and its �rst lesson is modesty.”31 In my own research, summarized 
in my previous book, Why Do So Many Incompetent Men Become 
Leaders?, I highlight that the main explanation for the importance 
of humility in leadership is that we generally don’t select for it.32

Ironically, those who are self-  deceived about their talents, to the 
point of being quite narcissistic, are o�en seen as leadership mate-
rial. �ere is no better way to fool others if you have already man-
aged to fool yourself. �is comes at a cost, which is that we rarely 
end up with leaders who are aware of their limitations, and we o�en 
end up with leaders who are unjusti�ably pleased with themselves, 
heroes in their own mind, and too arrogant to accept responsibility 
for their own mistakes or have awareness of their blind spots.

Having leaders who lack humility is particularly problematic 
during a crisis, as they will fail to pay attention to other people’s 
feedback, take on board others’ expertise, or be accountable for 
their poor decisions. To develop humility, you need to have some 
humility to begin with, and most people do. If, as a leader, you can 
accept your limitations, even if it’s painful, you will have every op-
portunity to improve and get better. It is only by realizing that you 
are not as good as you want to be that you can embark on a genuine 
quest for self-  improvement, which is what every leader must do. No 
matter how much potential or talent you have as a leader, you will 
need to get better to ful�ll it. Great leaders are always a work in 
progress; a leader who is a �nished product is probably �nished. A 
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simple thing you can do to develop your humility: pay more atten-
tion to negative feedback.

We live in a world that, fortunately, is quite civilized, but this 
also means that fake positive feedback, including ingratiation, is 
more common than candid critical feedback, particularly from 
your direct reports. And you need exactly that type of feedback. 
As my colleague Amy Edmonson and I have argued, one of the 
best indicators of humble leadership is to create a climate of psy-
chological safety in your team and organization, where those who 
report to you feel free to provide you with negative feedback.33 Try 
doing this by asking the right questions. Instead of saying, “Wasn’t 
I great?” which is a way to encourage praise, ask “How could I have 
done this better?” “What would you have done di�erently?” “What 
is the single thing you would de�nitely want to change about my 
presentation, report, or decision?” And of course, be grateful when 
people give you this feedback, because it is not easy. �ey would 
�nd it much easier to suck up to you.

Humble societies—  as well as groups, organizations, institutions, 
teams, and so on—  would be far less likely to decay, since we’d de-
value the traits that help narcissists thrive and we’d reward people 
for their actual talent and e�ort. In this kind of world, substance will 
trump style. And, rather than promoting those who think highly 
of themselves, we’ll look for people who try to reduce their faults, 
problems, and imperfections, while remaining humble enough to 
want to strive for more. Last, but not least, a humble society would 
place more value on empathy, respect, and consideration than on 
sel�shness and greed, because we would all agree that a fair system 
makes it easier for people to thrive on merit.

We all have the power to exercise more humility, no matter 
how much time we spend on TikTok. We also have the power to 

309849_05_083-102_r2.indd   100 28/10/22   1:13 PM



Digital Narcissism 101

disincentivize others from acting in arrogant, self-  important ways. 
Not falling in love with their own vanity, carefully scrutinizing 
their actual talents, and preferring others who are either humble or 
capable of faking humility in a convincing way are all fairly attain-
able ways to improve our cultural evolution in the AI age.

Humility is the possible cure for the malaise of arrogance and 
self-  importance in the AI age. We may not be able to change our 
culture, but at least we can resist being in�uenced by it by rewarding 
humility rather than arrogance in others and behaving in humble 
ways ourselves.
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TEST YOURSELF

Are You a Narcissist?
How narcissistic are you? Test yourself and �nd out.

• I love being the center of attention.

• I would rather be rich and famous than a good person.

• I am often jealous of other people’s success.

• I am easily annoyed when others criticize me.

• People who know me appreciate my talents.

• I view myself more favorably than others do.

• I like to surround myself with people who admire me.

• I crave other people’s approval.

• I am destined for greatness.

• I �nd it hard to fake humility.

Add one point for every statement you agree with; then add up your points.
0–3: You are a cultural outlier: the last humble human.
4–6: Consider yourself average; you can �ex in the direction of more (or 

less) humility.
7–10: You are the perfect customer for social media platforms and a cul-

tural referent for the AI age.
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Chapter 6

The Rise of Predictable 
Machines

How AI turned us into very dull creatures

Maybe it’s not until we experience machines that we appreciate the 

human. �e inhumane has not only given us an appetite for the 

human; it’s teaching us what it is.

—Brian Christian

Although AI has been rightly labeled a prediction machine, the 
most striking aspect of the AI age is that it is turning us humans 
into predictable machines.

When it comes to our everyday lives, algorithms have become 
more predictive because the AI age has con�ned our everyday lives 
to repetitive automaton-  like behaviors. Press here, look there, drag 
down or up, focus and unfocus. By construing and constraining 
our range of behaviors, we have advanced the predictive accuracy 
of AI and reduced our complexity as a species.
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Oddly, this critical aspect of AI has been largely overlooked: 
it has reduced the variety, richness, and range of our psycholog-
ical experience to a rather limited repertoire of seemingly mind-
less, dull, and repetitive activities, such as staring at ourselves on 
a screen all day, telling work colleagues that they are on mute, or 
selecting the right emoji for our neighbor’s funny cat pictures, all in 
the interest of allowing AI to predict us better.

As if it weren’t enough to enhance the value of AI and Big Tech 
through our nonstop training of the algorithms, we are reducing 
the value (and meaning) of our own experience and existence by 
eliminating much of the intellectual complexity and creative depth 
that has historically characterized us.

Humanity as AI’s Self-  Ful�lling Prediction

When the algorithms treat or process the very data we use to make 
practical and consequential decisions and life choices, AI is not 
just predicting but also impacting our behavior, changing the way 
we act.

Some of the data-  driven changes AI in�icts upon our life may 
seem trivial, like when you buy a book you’ll never read or sub-
scribe to a TV channel you never watch, while others can be life-
changing, like when you swipe right on your future spouse. Most 
of us know of marriages that started (or ended) with Tinder, with 
research suggesting that more long-  term relationships form via 
online dating than any other means.1 Along those lines, when we 
use Waze to work out how to get from A to B, check the weather 
app before we get dressed, or use Vivino to crowdsource a wine 
rating, we are asking AI to act as our life concierge, reducing our 
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need to think while attempting to increase our satisfaction with 
our choices.

Having trouble coming up with a new password? Don’t worry— 
it will be auto-  generated for you. Don’t feel like �nishing a sentence 
on email? All good—it will be written for you. And if you don’t 
particularly feel like studying the map of a city you are visiting, 
learning the words of a foreign language, or observing the weather 
patterns, you can always rely on technology to do the job for you. 
Just as there’s no need to learn and memorize people’s phone num-
bers anymore, you can get by in any remote and novel destination 
by following Google Maps. Auto-  translate AI will help you copy and 
paste any message to anyone in any language you want, or translate 
any language to yours, so why bother learning one? And, of course, 
the only way to avoid spending more time picking a movie than 
actually watching it is to follow the �rst thing Net�ix recommends.

In this way, AI absolves us from the mental pain caused by hav-
ing too many choices—  something researchers call the choice par-
adox. With greater choice comes a greater inability to choose or 
be satis�ed with our choices, and AI is largely an attempt to min-
imize complexities by making the choices for us. NYU professor 
and author of Post Corona Scott Galloway noted that what consum-
ers want is not actually more choice but rather con�dence in their 
choices. And the more choices you have, the less con�dent you will 
logically be in your ability to make the right choice. It seems that 
Henry Ford was exercising a strong form of customer-  centricity 
when he famously stated that “customers are free to pick their car 
in any color, so long as it is black.”

Regardless of how AI unfolds, it will probably continue to take 
more e�ort out of our choices. A future in which we ask Google 
what we should study, where we should work, or who we should 
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marry is by no means far-  fetched. Needless to say, humans don’t 
have a brilliant track record at any of these choices, not least be-
cause historically we’ve approached such decisions in a serendip-
itous and impulsive way. So, much as in other areas of human 
behavior that become the target of AI automation—  for example, 
autonomous vehicles, video interview bots, and jury decisions—  the 
current bar is low. AI does not need to be too precise, let alone per-
fect, to provide value over average or typical human behaviors. In 
the case of self-  driving cars, this would simply mean reducing the 
1.35 million people who die in car accidents each year.2 In the case 
of video interview bots, the goal would be to account for more than 
the 9 percent of variability in future job performance that tradi-
tional job interviews account for (correlation of 0.3 at best).3 And in 
the case of jury decisions, it would simply require us to reduce the 
current 25 percent probability that juries have to wrongly convict 
an innocent person—  that’s nearly three in ten defendants.4

�us, rather than worrying about the bene�ts of AI for e�ec-
tively taking care of decisions that historically relied purely on 
our own thinking, we should perhaps wonder what exactly we are 
doing with the thinking time AI frees up. If AI frees us from bor-
ing, trivial, and even di�cult decision-  making, what do we do with 
this gained mental freedom? �is was, a�er all, always the promise 
and hope of any technological revolution—  standardize, automate, 
and outsource tasks to machines so that we can engage in higher-
level intellectual or creative activities.

However, when what is automated is our thinking, our decision-
making, and even our key life choices, what are we supposed to 
think about? �ere is not much evidence that the rise of AI has 
been leveraged in some way to elevate our curiosity or intellectual 
development, or that we are becoming any wiser. Our lives seem 
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not just predicted but also dictated by AI. We live constrained by 
the algorithms that script our everyday moves, and we feel increas-
ingly empty without them. You can’t blame technology for trying 
to automate us, but we can, and should, blame ourselves for allow-
ing it to squeeze any creativity, inventiveness, and ingenuity out of 
us just to turn us into more predictable creatures.

�e problem is that we may be missing out on the chance to 
infuse some spark, richness, and randomness—  not to mention 
humanity—  into our lives. While we optimize our lives for AI, we 
dilute the breadth and depth of our experience as humans. AI has 
brought us too much optimization at the expense of improvisation. 
We appear to have surrendered our humanity to the algorithms, 
like a digital version of Stockholm syndrome. Our very identity 
and existence have been collapsed to the categories machines use to 
understand and predict our behavior, our whole character reduced 
to the things AI predicts about us.

Historically, we operated under the assumption that humans 
were psychologically complex and somewhat deep creatures, which 
is why it took us time to truly get to know someone. Say you are try-
ing to help a fellow human understand who you are—  a monumen-
tal, perhaps even impossible task. Consider that “who you are” could 
be broken down into the sum of all your behaviors—  something dif-
�cult to track, record, attend to, and interpret, even in the current 
age of surveillance capitalism—  plus the sum of all your thoughts 
and feelings, which is arguably even murkier. Moreover, consider all 
the levels of explanation needed to make sense of each aspect of you, 
from biological processes (e.g., your unique physiology, biology, ge-
netic makeup, etc.) to social, psychological, cultural, and philosoph-
ical theories aimed at translating your personal patterns of activity 
into a meaningful model of you. At the low end of the complexity 
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spectrum is the AI   approach to de�ning us: it substantially simpli-
�es the challenge and tackles the question in a very super�cial, ge-
neric way, namely, to simply constrain the range of things you do, 
feel, and think, limiting the potential repertoire of behaviors you are 
likely to display on an average day, or lifetime, to improve whatever 
mental models others have of you. In other words, rather than overly 
simplifying the model, you can just try to simplify yourself.

�e world of human creations may help illustrate this point. For 
example, it is more complex to understand Citizen Kane than Fast 
and Furious 8. It is more complex to understand Wagner than Ari-
ana Grande. It is more complex to understand Velázquez’s Las Meni-
nas than some mass-  produced elevator art hanging in the corridors 
of a Hampton Inn. It’s the same with people: we all di�er in our 
self-  complexity, such that some of us are more “multidimensional” 
than others.5 Some people are so easy to read that even one or two 
categories may help you understand and predict them, in the sense 
that they are emblematic of their relevant categories. Some manage 
to combine competing interests, antagonistic attitudes, and almost 
paradoxical patterns of behavior; we may call them unpredictable 
people. If you want to help others understand who you are, what 
you are like, or what you are likely to do, just strive to eliminate any 
complexity and unpredictability from your life. Reduce your life to 
the obvious, the monotonous, and the repetitive, and my model of 
you will rapidly grow in predictive power, no matter how simple. 
For example, if my model of you is that of a human who will spend 
their days looking at various screens and clicking away, tapping in, 
scrolling down di�erent pages in ever more repetitive fashion, even 
a computer will be able to understand who you are. Acting like a 
robot makes us more familiar to robots, and we are optimizing our 
lives for this purpose.
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Life on the Virtual Assembly Line

Does AI make us less free? Of course, free will is a big topic in 
philosophy, psychology, and neuroscience. Contrary to what com-
mon sense would dictate, scientists have the conventional view that 
there is no such thing as free will, that our decisions are made for
rather than by us, and that consciousness is at best an inexplica-
ble le�over of human evolution and at worst a made-  up construct.6

�ere is an interesting parallel to consider, namely, the role of pre-
dictability. When you can predict something, you have more con-
trol over it, and if you have more control over it, that renders that 
thing less free. Not that we can control the weather when we can 
predict it, but predicting it gives you more control over the weather 
and lessens the control that the weather has over you.

It is also philosophically complex to understand who is in con-
trol, say, when we act in predictable ways: an inner force that pos-
sesses us, the system, the AI, Big Tech, our nature, or just us. A�er 
all, I agree to watch the next YouTube clip, follow the suggested 
Waze route, or have another beer. Who is in control of my Uber 
ride—  me, the driver, the Uber app, or some unknown cosmic force 
called the universe, God, or AI? Or do all these behaviors leave us 
guilty and helpless because we experience a lack of control and we 
rarely decide to alter them? In an insightful article, author Adam 
Grant recently noted that we are languishing rather than living, a 
word that could summarize many of the feelings evoked or at least 
imputed in this book.7 Would a guilt-  free life consist of controlling 
or inhibiting our tech temptations? And what precise aspect of it 
would actually make us feel free?

Many philosophers noted that it is OK to lack free will, so long as 
we can live under the illusion that we don’t. �e reverse, however, is 
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far less palatable: feeling no control over our lives while we are ac-
tually free to shape and create them. In other words, equipped with 
free will but having no awareness of it whatsoever, as if we lived 
under the illusion that our choices are made for us and that we have 
been reduced to automatons or machines controlled by AI. �is 
feeling of lacking agency not only signals a moral or spiritual de-
feat but also severely limits our sense of freedom and responsibility. 
Certainly, since AI has only recently arrived in our lives, there are 
limits to what we can blame it for. By the same token, there’s a dif-
ference between controlling someone with data and simply collect-
ing data on them. Much of what technology, and even AI, does is to 
monitor, measure, inspect. Many of the problems we attribute to AI 
or tech don’t go away if we just shut down the algorithms, remove 
AI, or stop measuring things.

For example, my sleep patterns are no di�erent when I discon-
nect my Oura Ring or forget to charge it. If, as philosopher Ludwig 
Wittgenstein noted, the di�erence between my hand going up and 
my raising my hand is free will, then the feeling of control or sub-
jective experience of agentic action may be the key. �at’s what’s we 
risk losing in an age where we lack analogue alternatives and feel 
easily trapped in a web of algorithmic predictions, irresistible but 
pointless digital nudges, and a never-  ending, existential fear loop. 
Clearly, a Luddite life of recycled retro activities isn’t precisely cre-
ative anyway, so how to create, what to create, and why?

Of course, the analogue world isn’t free of these problems. Orga-
nizations have always sought to control and manage their workers 
through the design and structuring of tasks and activities around 
predictable, measurable, and improvable outcomes.8 What began as 
“scienti�c management” with Frederick Taylor’s assembly lines has 
now moved fully virtual in the AI age, exempli�ed by gig workers 
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who are fully dependent on a platform and managed exclusively by 
algorithms. Taylor’s idea was that workers would be controlled by 
a “distant brain,” namely, senior management. Today that brain is 
AI, though it is still very much in development.9 And before being 
alarmed by this, remember that senior management is not a very 
high bar to beat.

�ere are many potential advantages to having algorithms mon-
itor, measure, and manage your performance, such as higher pre-
cision, objectivity, consistency, and the reduction of political favors 
and toxic behaviors.10 For example, it’s a lot harder to be harassed 
by AI than a human boss.11 But there is also a clear dehumanizing 
side to being managed by a machine, particularly when its goal is to 
turn us into a machine, too.

Whereas previous technological breakthroughs, such as the 
industrial revolution, were about mechanizing manual labor—
replacing human behaviors with machine activity—  the current 
AI revolution, o�en called the fourth industrial revolution, is 
about mechanizing intellectual work, replacing human thinking, 
and learning with machine alternatives.12 �is, too, has positive 
sides. For example, self-  driving cars will improve the lives of pas-
sengers and pedestrians because they will reduce the chances of 
dying or injury in car accidents and travel more safely from one 
place to another. Passengers can remain productive (or relax) 
while their cars drive themselves, not least because they have 
nothing else to do.

Our ingenuity has enabled us to increase e�ciencies in every 
area of life. We have created technologies and automated systems 
that decrease the need for deep thinking. Where there is even a 
remote routine component to something, we have learned to econ-
omize thinking or reduced the need to think hard to just a single 
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instance, so we can standardize decisions and responses to free up 
our minds for something else.

But to what end? If we’re going to automate or outsource our 
judgment and decision-  making, there are no strong indictors that 
we are willing to invest our released mental resources in any cre-
ative, inspiring, or enriching activities. As the brilliant author and 
professor Gianpiero Petriglieri points out, it is critical to defy the 
“dehumanization of workplaces,” which can happen only if we stop 
optimizing for ever more e�ciency and start reclaiming “re�ne-
ment, rationality, and restraint.”13

Sometimes, it seems as if we’re all actors, performing the same 
role and reciting the same lines, night a�er night. When we work 
and live in a digital world, more and more deprived of proper an-
alogue experiences, we are forced to remain constantly in role: we 
browse, click, and react; we forward, classify, and ignore. In the 
process, we risk ignoring life as it once was, simultaneously simpler 
and richer, slower and faster, serendipitous yet certain. Unsurpris-
ingly, in recent years, we’ve seen a dramatic increase in mindful-
ness research and interventions, which aim to carve a bit of mental 
space, peace, and tranquility for our overly stimulated brains, en-
abling us to live in the moment and make a deeper connection with 
reality.14 �ere is now a booming market for digital mindfulness 
apps, guides, and tools.15 �e irony is hard to miss, like a YouTube 
video on how to stop watching YouTube or the no-  peeing section 
of a swimming pool.

�e concerns about the degree of control that algorithms and AI 
have gained over us seem quite sensible and justi�ed. If Amazon 
can predict what we buy, how much control do we have over it? 
If Net�ix can predict what we want to watch, how much free will 
do we have? And if the world is cataloged around a vast range of 
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metrics concerning what all of us and each of us will prefer, how 
much freedom do we have to behave in serendipitous ways? If we 
are the sum of the things AI can predict about us, do we still have 
the freedom to make unpredictable decisions? Or is our freedom 
only found in the decisions and behaviors that fall outside the algo-
rithms’ remit? Perhaps one day we will take pleasure in fooling AI, 
even with the simple act of deliberately misclassifying the wheels, 
lamp post, and tra�c lights in a cybersecurity test, the common 
challenge deployed to identify whether we are humans or AI (by 
the way, I confess that I have personally failed this common “test 
of humanity” more than once, so I’m beginning to question my 
own status). Even if freedom is reduced to the perception of it—  self-
perceived free will, if you like—  surely the way to increase it is to act 
in ways AI or the algorithms don’t expect. A life optimized to re-
fute AI and invalidate its predictions seems a life more interesting 
than one the algorithms fully account for. Want to join?

Engineering Serendipity

Serendipity used to be routine; it represented the basic syntax of life. 
We built it into our everyday existence and operating model as we 
learned to live with it, even when we didn’t consciously love it. Still, 
there was something quite magical about realizing that someone 
you just met likes the same song or went to the same college, not to 
mention those random bar encounters, including those resulting in 
marriages. Now we look back to serendipity as a lost chapter in our 
lives. We don’t totally miss it, but we wouldn’t mind having some 
of it back. It is almost an acquired skill these days because our lives 
are predominantly optimized to avoid it.
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How to change this? To begin, in the digital world, creativity 
and serendipity will come from acting in ways that algorithms can’t 
expect or predict. For example, what will you choose to search on 
Google? �e creative answer is something that Google autocom-
plete cannot predict. Equally, imagine saying something unex-
pected on Twitter, or watching something you don’t usually watch 
on Net�ix, and so on. We live in a world optimized for prediction, 
so algorithms (and their hosting platforms) are trying to stan-
dardize our habits to increase their predictive power. It’s just like 
working with someone who is a bit obsessional or being married 
to a control freak: move one thing out of place and their models 
and systems will collapse. �ey feel anxious and out of context if 
you surprise them, so they try to make the world as predictable as 
possible. �e same is true for Facebook or Google algorithms.

Broadly speaking, the goal should be to create a richer, more 
comprehensive, varied, diverse, and heterogeneous version of our-
selves. �ink of it as diversity at an individual level: to broaden our 
identity in order to encompass many me’s, a multi-  me, as entre-
preneur Riccarda Zezza notes, that actually enriches our character 
and perspectives.16 As a result, we would also become less predict-
able versions of ourselves, because our habits, beliefs, and opinions 
would not re�ect a uniform ideology or narrow self-  concept. When 
knowing a single thing about someone (e.g., whom they vote for, 
where they live, what they do, what their favorite food is, or what 
news channel they watch) is enough to accurately predict every-
thing else about them, then there is not much complexity to them. 
Even intellectually, their consistent and narrow self-  concept has 
saved them from having to think, reason, or make novel decisions. 
And the more predictable they are, the less control, agency, and 
creativity they have.
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We are the hardest part of the world to change, but also the most 
important one. We need to examine our actions and create new 
patterns of behavior, reexamine our beliefs, and instill a minimum 
dose of innovation in our lives. If we don’t, then we better resign 
ourselves to being sheer passengers or spectators in this world.

Despite all the money, power, and science behind the attempt to 
predict everything we do and understand everything we are, there 
are no obvious signs that AI has managed to truly decode us. So 
far, there is no evidence that either AI or any other tool can predict 
broad outcomes, such as our relationships, career, and general life 
success, with a great deal of accuracy. We are more than algorithms 
assume and are capable of unpredictable actions.

Randomness is in the eye of the beholder. If you create a situa-
tion in which people experience randomness and serendipity, but 
everything is staged and predetermined, you in e�ect recreate the 
free-  will illusion: Who cares if I’m not free to choose so long as I 
feel that I am? Interestingly, AI o�en follows the reverse approach: it 
attempts to force predictability even when we have free will, mostly 
to oversell its predictive powers to marketers and the market. So, 
when an algorithm tells us that we probably want to watch X movie 
or read X book, there is something of a self-  ful�lling prophecy 
here. If we trust the algorithms more than ourselves or have lim-
ited knowledge to evaluate the accuracy of such predictions, then 
we may just go for it, which may in turn reinforce the perceived 
accuracy of the algorithms. �is placebo e�ect is reminiscent of the 
famous anecdote about Niels Bohr, the Nobel Prize–  winning phys-
icist, who allegedly kept a good-  luck horseshoe in his o�ce because 
he was “told it works whether you believe in it or not.”17

�ere is more complexity to human behavior than AI can handle. 
We can create and shape our actions in ways the algorithms don’t 
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expect. �e capacity to elude algorithmic predictions, the founda-
tional arithmetic of AI, still remains a fundamental part of human 
creativity and freedom. �is can be an asset in the future: our will-
ingness to escape the little boxes or cages in which AI is trying to 
place us. �is is a critical component of creativity: when you think 
about someone—  friend, colleague, person—  whom you designate as 
“creative,” that is probably because they have the ability to surprise 
you, which means they disprove your predictions of their behavior. 
�ey render your models �awed or invalid.

Let’s try to be less predictable. When you are told that you 
have certain habits that you don’t like, it triggers certain desires 
to change and get better. If we were shown the models AI has for 
us and, in e�ect, watched a movie based on our everyday behav-
iors and tendencies, realizing how boring our lives have become, 
we could surely �nd a reason to try to become a more creative and 
unpredictable version of ourselves.

Watch the movies Net�ix would never expect you to watch. 
Connect with people that Facebook or LinkedIn never expect 
you to connect with. Watch the videos YouTube never expects 
you to watch. Invalidating AI’s predictions may be the ultimate 
way to harness a life beyond the algorithms’ models of us or at 
least feel free.

One day in the not-  so-  distant future, we will be grateful for all 
the undocumented and unregistered moments of our lives that 
exist only in our memories. �e experience of trying to share your 
memories with others who shared those actual experiences still 
surpasses anything you can see on YouTube. What is a friendship 
but the ability to recap shared experiences with others, especially 
when there’s no digital records of them? And as most of us will have 
experienced during the Covid-  19 pandemic, digital friendships are 
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not quite the substitute for face-  to-  face friendships, which provide 
a much wider range of psychological bene�ts.18 Likewise, despite 
attempts to create “friendly AI,” these consist mainly of polite bots 
that, much like dogs, are friendly in the sense that they remain nice 
and docile even when mistreated.19

Perhaps when our kids grow up, they will meet their childhood 
friends and ask, “Do you remember when I liked your TikTok 
video?” or “Do you recall when we watched that Instagram feed?” 
or “Do you remember the �rst time we saw KSI play FIFA on You-
Tube?” but it seems those memories will be somewhat less intense 
than what happens when you are not on TikTok or Instagram.

If the ability to thrive as humans largely depends on �nding 
space, then the challenge in this AI chapter of our cultural evolu-
tion is to �nd or make space between the algorithms, our phones, 
screen time, and so on. When Viktor Frankl recalls his concen-
tration camp experiences, he makes it clear that humans have a 
unique ability to create space out of nothing and express them-
selves even in the most constrained and inhumane situations.20 In 
a world where everything relevant to us is increasingly digital, then 
the irrelevant things may be what makes being human an interest-
ing endeavor.

AI, as of now, does not pass the Turing test when it comes to cre-
ativity. But it is sure to get better. AI for music creation is already 
pretty mature, with several platforms and programs that o�er plug-
and-  play improvisation and composition, based on whatever pa-
rameters we pick, including emotional sentiment and style. Most of 
the tech giants, including Microso�, Google, IBM Watson, and Sony, 
as well as specialized startups like Aiva and Amper, have o�-  the-
shelf products, which have been used to create commercial albums, 
such as I Am AI by YouTube star Taryn Southern.21

309849_06_103-120_r2.indd   117 28/10/22   1:13 PM



118 I, Human

To give you a sense of how far advanced this area is, AI—  running 
on a smartphone—  has been used to complete Schubert’s famous 
Symphony No. 8, which the composer had abandoned a�er two 
movements. Stanford researchers have trained AI to e�ectively im-
provise jazz in the style of Miles Davis (with a 90 percent validation 
rate from human listeners).22 �ere are many more examples. You 
can imagine that things are much easier with less complex genres 
than classical and jazz, not least because even before AI was used to 
compose music, we had elevator music that sounded like a total ma-
chine creation. AI has already written many books with dedicated 
online stores, such as www.booksby.ai.23 For example, Google’s AI 
ingested eleven thousand books to create poems like “horses are to 
buy any groceries. horses are to buy any animal. horses the favorite 
any animal.”24 Despite the tough job market for poets, this suggests 
that they are not about to be automated.

�e problem with judging AI’s artistic abilities is that art is a very 
subjective thing. For instance, the main di�erence between Joseph 
Beuys’s �e End of the Twentieth Century and a pile of large stones, 
like the di�erence between Tracey Emin’s My Bed and my bed, is 
that neither my bed nor any other large stones found their way into 
the Tate Modern. �is also means there is a big di�erence in value 
or valuation, which of course is entirely subjective or culturally de-
termined. So, when Christie’s recently sold an AI-  generated work 
called Portrait of Edmond de Belamy for $432,500, there was noth-
ing new about those who objected to this being real art. In reality, 
algorithmic art has existed since the early seventies, so perhaps the 
main change is that the quality of artwork got better or that we are 
now more open to designating AI creations as “art,” or both.

As AI advances, the only thing that sets humans apart is that 
we can do a bit of everything, even if AI outperforms us on each 
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of those tasks. It is the inability to develop arti�cial general intel-
ligence that still makes general human intelligence quite valuable, 
and the ability to act in unpredictable ways that limits AI’s scope to 
accrue human-  like abilities.

�is is why experts such as Margaret Boden, a professor of cog-
nitive science, have argued that the main learning from the AI age 
so far is that the human mind is a great deal richer, more complex, 
and subtle than we originally assumed, at least when the AI �eld 
got started.25 Perhaps this is the clue to maintaining our relevance 
or even our edge over machines, demonstrating our creativity 
in the future: surprising not just other humans but also AI. Sur-
prise is a fundamental feature of creativity. If you are not acting 
in unexpected or unpredictable ways, then you are probably not 
creative.

You need to defy the order of things, go against the status quo 
and convention, and think that you are able to make things better. 
You have to disdain to some degree the ideas that are right, because 
creativity is never right in expected ways. Poet Charles Bukowski 
said, “Find a passion and let it kill you.” �at is a good illustration 
of the creative process, or what philosopher Martin Heidegger de-
scribed as “being-  towards-  death.”

Importantly, there are many practical ways to try to boost your 
creativity. For example, better prioritization (which includes saying 
no more o�en), changes in routine (such as taking a di�erent route 
to work, adopting new habits, exposing yourself to new people, 
ideas, and topics), freeing time to unleash your curiosity, and �nd-
ing hobbies or activities that make you feel creative (e.g., cooking, 
writing, playing music, photography, designing something) may all 
produce rich and valuable deviations from your predictable life, to 
the chagrin of AI.26
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TEST YOURSELF

Are You Predictable?
Ideally, the question whether you have become or are at least acting like a 
predictable machine would be asked of other people rather than you. Oth-
erwise, it feels like asking AI or a chatbot whether it is human. However, 
the following statements are designed to help you get a sense of whether 
you are living a standardized life that, at least from a subjective experience 
perspective, feels somewhat robotic.

• I am not totally sure that I haven’t been automated.

• At times, I feel like I have little freedom or control over my behaviors.

• Everything I do seems to be predictable and repetitive.

• I can’t remember the last time I surprised myself by doing something 
di�erent.

• My life feels like Groundhog Day.

• I feel like the algorithms that mine my life know me better than I know 
myself.

• Time goes by very quickly.

• I often experience a sense of languishing.

• I don’t feel like I have the freedom to be creative anymore.

• I often feel like a robot.

Add one point for every statement you agree with; then add up your points.
0–3: You are probably not spending as much time connected as your 

peers, or somehow �nd ways to surprise yourself and unleash your creativity.
4–6: You are average and within a range that can easily be �exed into the 

direction of more creative or more robotic behaviors. You may not have 
become a predictable machine yet but may want to try to remain somewhat 
spontaneous and free.

7–10: You are the perfect customer of social media platforms and a bas-
tion of the AI age. Now for the good news: being aware of these issues is 
necessary for achieving any positive change. When would you like to start?
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Chapter 7

Automating Curiosity
How the AI age inhibits our hungry minds

Nothing in life is to be feared, it is only to be understood.

—Marie Curie

Among the wide range of thinking skills that make us the humans 
we are, few have been made more important by the AI age than 
curiosity, the desire or will to learn.

All humans are born with an instinct for curiosity; studies have 
measured curiosity in four-  month-  old babies.1 If you’ve spent any 
time around infants, you’ve seen how di�erent things capture their 
attention, and looking time is one of the earliest indicators of infant 
curiosity: the more time kids spend looking at something, particu-
larly novel objects, and the more interest they show in novel stimuli, 
the more likely it is that they will display curiosity as adults.2 In 
other words, the hungry mind of adults starts developing from a 
very early age.3 Sadly, it is also true that curiosity levels tend to peak 
at the age of four or �ve for most humans, only to decline a�erward.
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Even though past civilizations, from Ancient Egypt and Greece 
to the French and British Enlightenment, harnessed a reputation 
for open-  mindedness and curiosity, at least relative to others, civ-
ilization has generally conspired to hinder or tame our hungry 
minds. �roughout much of our evolutionary history, there were 
generally limited incentives for displaying curiosity.

Instead, our main survival tactics favored only a minimal dose 
of curiosity, such as for exploring new sources of food or trying 
out new hunting tools.4 Consider hunter-gatherers. If tribe X were 
to wander around the African savanna and one of its members 
suddenly felt the need to wander in a di�erent direction to explore 
what tribe Z was doing, perhaps in the hopes of mitigating his bore-
dom or overcoming his unconscious biases, he would be killed and 
eaten. Best-  case scenario? Return to tribe X with interesting stories, 
but also more parasites, which might extinguish many of his peers. 
As we all learned during the Covid pandemic, the risk of parasitic 
infection is signi�cantly higher if you socialize outside your closed 
circle.5 �at may mean twenty people in Italy and two in Finland, 
but there is always a tax on exceeding your biological safety zone, 
especially if you want to keep parasites at bay.

Is AI More Curious Than Humans?

Although the suppression of curiosity is rooted in our evolutionary 
history, technology has exacerbated it. To some degree, most of the 
complex tasks that AI has automated are evidence for the limited 
value of human curiosity over and above targeted machine learning. 
Even if we don’t like to describe AI learning in terms of curiosity, 
it is clear that AI is increasingly a substitute for tasks that hitherto 
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required a great deal of human curiosity, from �nding the answer 
to all the pressing questions we now Google to exploring potential 
careers, hobbies, vacation destinations, and romantic partners.

Most AI problems involve de�ning an objective or goal that be-
comes the computer’s number   one priority. To appreciate the force 
of this motivation, just imagine if your desire to learn something 
ranked highest among all your motivational priorities, above your 
need for social status or even your physiological needs. In that 
sense, AI is way more obsessed with learning than humans are. At 
the same time, AI is constrained in what it can learn. Its focus and 
scope are very narrow compared with that of a human, and its in-
satiable learning appetite applies only to extrinsic directives—  learn 
X, Y, or Z. �is starkly contrasts to AI’s inability to self-  direct or be 
intrinsically curious.6 In this sense, arti�cial curiosity is the exact 
opposite of human curiosity; people are rarely curious about some-
thing because they are told to be. Yet, this is arguably the biggest 
downside to human curiosity: it is free-  �owing and capricious, so 
we cannot just boost it at will, either in ourselves or in others.

Innovative ideas once required curiosity, followed by design 
and testing in a lab. Now, computers can assist curiosity e�orts by 
searching for design optimizations on their own. Consider the cu-
riosity that went into automobile safety innovation, for example. 
Remember automobile crash tests? Due to the dramatic increase in 
power, a computer can now simulate a car crash.7 With this intelli-
gent design process, the computer owns the entire life cycle of idea 
creation, testing, and validation. �e �nal designs, if given enough 
�exibility, can o�en surpass what’s humanly possible.

Consider a human playing a computer game. Many games start 
out with repeated trial and error, so humans must attempt new 
things and innovate to succeed in the game: “If I try this, then 
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what? What if I go here?” Early versions of game robots were not 
very capable; they knew where their human rivals were and what 
they were doing, but that didn’t make them better than them. But 
since 2015, something new has happened: computers can beat us 
on equal grounds, without much contextual information, thanks to 
deep learning.8 Both humans and the computers can make real-  time 
decisions about their next move. (As an example, see the video of a 
deep network learning to play the game Super Mario World.9 )

With AI, the process of design-  test-  feedback can happen in mil-
liseconds instead of weeks. In the future, the tunable design param-
eters and speed will only increase, thus broadening our possible 
applications for human-  inspired design.

Consider the face-  to-  face interview, which every working adult 
has had to endure. Improving the quality of hires is a constant goal 
for companies, but how do you do it? A human recruiter’s curiosity 
could inspire them to vary future interviews by question or duration. 
In this case, the process for testing new questions and grading criteria 
is limited by the number of candidates and observations. In some 
cases, a company may lack the applicant volume to do any meaning-
ful studies to perfect its interview process. But machine learning can 
be applied directly to recorded video interviews, and the learning-
feedback process can be tested in seconds.10 Interviewers can compare 
candidates based on features related to speech and social behavior.

Micro   competencies that matter—  such as attention, friendliness, 
and achievement-  based language—  can be tested and validated 
from video, audio, and language in minutes, while controlling for 
irrelevant variables and eliminating the e�ects of unconscious (and 
conscious) biases. In contrast, human interviewers are o�en not 
curious enough to ask candidates important questions, or they are 
curious about the wrong things, so they end up paying attention to 
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irrelevant factors and making unfair decisions. Yet research shows 
that candidates still prefer face-  to-  face interviews, in a clear case of 
“better the devil you know.”11 Perhaps the prospect of being liked by 
humans matters more than the ability to impress the algorithms—
or is it that we prefer to be discriminated by humans rather than AI?

Computers can constantly learn and test ideas faster than we 
can, so long as they have clear instructions and a clearly de�ned 
goal. However, computers still lack the ability to venture into new 
problem domains and connect analogous problems, perhaps be-
cause of their inability to relate unrelated experiences. For instance, 
the hiring algorithms can’t play checkers, and the car design al-
gorithms can’t play computer games. In short, when it comes to 
performance, AI will have an edge over humans in a growing num-
ber of tasks, but the capacity to remain capriciously curious about 
anything, including random things, and pursue one’s interest with 
passion may remain exclusively human.

Even if we train AI to display actions that resemble human curi-
osity, for every problem AI solves, there will be many questions that 
arise. �e questions are generally not asked or formulated by AI, 
particularly if we are talking about novel questions, but by humans. 
A good way to not just think about AI, but also leverage it, is to have 
it answer the questions we generate, which should really leave us 
more time to ask questions that can be answered and hypotheses 
that can be tested.

Wait, But Why?

�roughout human history, a variety of thinkers have pointed out 
that the most salient aspect of knowledge or expertise consists not 
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in �nding answers, but rather in asking the right questions. Most 
notably, Socrates believed that the role of the philosopher is to ap-
proach any conversation with an inquisitive mind to extract an-
swers to even the most profound questions from ordinary people, 
so long as you can guide them with evermore poignant questions.12

We can imagine a future in which AI has all the answers, even if 
it got there by crowdsourcing them from all people and we are le� 
with the main responsibility of asking relevant questions. Google 
would have been a dream to Socrates, since it can give us all the an-
swers, so long as we ask the right questions. And it gets smarter the 
more questions we ask. We, on the other hand, get dumber, because 
our motivation to learn, to retain facts, to dig deeper and go beyond 
the surface of information that we are served with the �rst hit in a 
Google search decreases, and with it our intellectual curiosity.

Google’s AI can answer most of the questions we ask (apparently 
only 15 percent of questions asked have never been asked before).13

But it cannot yet help us ask the right questions; the closest it gets 
is to expose the similarities between the sentences we start when 
we ask questions and other sentences asked by most Google users 
deemed similar to us, at least in terms of current location.

But perhaps human curiosity has not yet been deemed worthy of 
automation because it would be like AI disrupting or cannibaliz-
ing itself. Google sells answers to our questions, whether smart or 
dumb. If it killed our questions, it would be le� with nothing to sell, 
unless it was truly able to predict what questions we wanted to ask 
and managed to monetize or sell its answers without having us go 
through the trouble of asking the questions in the �rst place.

Automating certain aspects of curiosity is an interesting and 
useful objective for AI, and not incompatible with our incen-
tive to free up some of the basic and predictable elements of our 
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curiosity—  like knowing where the bathroom is—  in the interests 
of asking deeper questions. �e only way to automate, and perhaps 
even kill, curiosity is to answer every question we have or convey 
the illusion that all our questions, both actual and potential, have 
been answered. �is is why we have little incentive to waste time on 
asking questions or thinking much about any answers: it can all be 
Googled anyway and for everything else there is Mastercard.

�ink of a near-  term future in which we just ask Google whom 
we should date, marry, or work for. A�er all, with the volume and 
depth of data Google has on us, and its continuous re�nement of 
its algorithms and neural networks, you can expect Google’s an-
swers to these questions to be less imprecise and certainly more 
data-  driven than our own intuitive—  and subjective—  choices, not 
to mention our parents’, friends’, or crazy uncle’s.

Reclaiming Curiosity

�e fact that curiosity is becoming rarer in the AI age explains 
why it is in high demand. Indeed, curiosity is hailed as one of the 
most critical competencies for the modern workplace, and re-
search evidence suggests that it is not just a signi�cant predictor of 
an individual’s employability—  a person’s ability to gain and main-
tain a desirable job.14 Countries where people have higher curiosity 
levels also enjoy more economic and political freedom as well as 
higher GDPs.15

As future jobs become less predictable, more organizations 
will hire individuals on the basis of what they could learn, rather 
than on what they already know. Of course, people’s careers still 
largely depend on their academic achievements, which are (still) 
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in�uenced by their curiosity (more on this later).16 Since no skill 
can be learned without a minimum level of interest, curiosity may 
be considered one of the critical foundations of talent.17 As Albert 
Einstein famously noted, “I have no special talent. I am only pas-
sionately curious.”18

�e AI age has exacerbated the importance of curiosity with re-
gard to job and careers. For each job that AI and technology auto-
mate, new jobs are created, but they require a new range of skills 
and abilities, which in turn will require curiosity or what some 
have referred to as learnability, the desire to adapt your skill set to 
remain employable throughout your working life.19

At a World Economic Forum meeting in Davos, Manpower-
Group predicted that learnability would be a key antidote to au-
tomation.20 �ose who are more willing and able to upskill and 
develop new expertise are less likely to be automated. �e wider the 
range of skills and abilities you acquire, the more relevant you will 
remain in the workplace. Conversely, if you’re focused on optimiz-
ing your performance, your job will eventually consist of repetitive 
and standardized actions that a machine could better execute.

Being curious—  or open-  minded—  is easier said than done. 
Within psychology, there is a rich history of studying open-
mindedness, usually under the label of “openness to experience.” 
Perhaps because the data is heavily skewed toward US psychology 
students, who are generally as liberal as the academics who conduct 
this research, open-  mindedness has more or less been de�ned as 
politically liberal or, shall we say, Democrat rather than Republi-
can. If this were exclusively a measure of political orientation, the 
only questionable thing would be the label, which celebrates one 
political a�liation while condemning the other. However, mat-
ters are made worst by the fact that we have glori�ed openness as 
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a general measure of curiosity, artistic inclination, cultural re�ne-
ment, and verbal intelligence. So, people with high openness scores 
are more liberal, less religious, and more intellectually oriented. As 
you can imagine, this means they usually don’t mix with conser-
vative, religious, or culturally unsophisticated individuals. And, of 
course, the feeling is mutual.

A truly open human being, however, would not fall into one or 
the other extreme, but oscillate slightly within the middle range of 
scores. �ey would, to use the now infamous Cambridge Analytica 
term, be psychologically persuadable, for their ideology would not 
preclude them from trying to connect with those who are di�er-
ent or motivate them to exclude someone from their circles based 
purely on the fact that they don’t agree with them or have di�erent 
lifestyles, backgrounds, and so on. �is kind of open-  minded, non-
partisan, value-  agnostic thinking is not just hard to achieve; there 
are actually few incentives to do so. In theory, it sounds like a great 
idea and logically critical to increase diversity and inclusion in any 
group or organization. �e reality is that it would be intellectu-
ally demanding—  requiring us to evaluate everything and everyone 
with a clean slate, therefore ditching our ability to think fast—  and 
marginalize us from our friends and social circles. As society be-
comes more tribal, there are fewer rewards for those who behave in 
anti-  tribal ways.

Much of today’s debate about cancel culture is not so much driven 
by open-  minded academics, but by conservative ideologues who feel 
that the le� has hijacked the narrative in academic circles. �ey have 
a point: universities have become psychologically homogeneous, 
and in top US colleges, Democratic professors outnumber Repub-
licans by a factor of nine to one.21 Although there is a fair amount 
of self-  victimizing by a few controversial right-  wing thinkers who 
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have been uninvited from campuses to give their contrarian lec-
tures, there is clearly logic to this argument: universities should 
help people think for themselves and nurture a critical mind, which 
is impeded by exposing them only to people who think like them.

What does this mean for current diversity and inclusion pro-
grams, which are basically asking people to accept, and ideally like, 
those who are totally di�erent from them? It’s like hoping to erase 
three hundred thousand years of evolution, just to ensure that our 
employer doesn’t get into trouble and is seen as a champion of justice 
and equality. Of course, that is not how many people see it, for much 
of humanity is truly committed to increasing meritocracy and fair-
ness, and overriding millennia of ape  like attitudes toward the other. 
Culture has the power to in�uence how our primordial instincts 
are manifested, but it does not silence our genes. �e only sane and 
honest conclusion one can make about humans and diversity is that 
the brain is biased by design. �is means the best we can do is to 
eliminate cultural sanctions to our curiosity and praise people for 
exploring novel and distinct environments, including other people.

While we love to tell others that we are mysteriously complex 
and unpredictable, we would be the �rst ones to freak out if we 
truly were unpredictable: imagine seeing a di�erent person every 
time you look at yourself in the mirror, or having no sense of what 
you would do in a given situation (e.g., meeting a client, going on 
a date, or getting your Starbucks co�ee). We need to make sense of 
our actions, interpret, and label our motives, until we organize a 
well-  rounded and meaningful self-  concept that easily conveys who 
we are, to others and to ourselves. We need to stitch together all 
the tiny behavioral fragments in our everyday life to paint a cogent 
self-  portrait. In a raw format, we are profoundly decomposed, so 
our job is to reconstitute, recompose, and reformat.
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Putting labels of categories on others to summarize their entire 
existence is easy, but doing this with ourselves is hard, which is 
why we don’t accept it when others do it about us. �e fact that 
you cannot agree or disagree with anyone on either side without 
being (successfully) pigeonholed into one camp or another shows 
how predictable our attitudes and identities have become. Tell me 
one thing about you and I will tell you everything else. Consider 
the basic di�erence between a Trump voter and a Biden voter; it is 
all you need to know about someone to predict whether they love 
or hate guns, vegans, climate change activists, and gender-  neutral 
pronouns. �ese snippets of identity are meaningful indicators 
of people’s values, a rapid guide to sensible decision-  making or a 
moral compass that organizes their actions with the goal of making 
them feel rational, decent, and predictable. We all create and love 
our �lter bubbles, but that is how we become less curious and more 
narrow-  minded as we age.

Another simple hack is to develop the habit of asking why, which is 
something we are all good at as three-  year-  olds but struggle with in 
our thirties. And another one is to impose regular routine changes in 
our lives so that we increase our own exploratory behaviors and add 
more variety and unpredictability to our lives. People tend to make 
the world as predictable and familiar as possible so it doesn’t freak 
them out, but that’s also how we end up mentally lazy.

Evolving Our Own Intelligence

Irrespective of AI’s ability to advance, it seems clear that in the 
AI age, the essence of human intelligence is highly con�ated with 
humility and curiosity, perhaps more so than with knowledge 
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or logic. When all of the world’s knowledge has been organized, 
stored, and is easily retrievable, what matters most is the ability to 
ask questions, particularly the right questions, and the willingness 
to evaluate the quality of the answers we get. We also need the 
humility to question our own intelligence and expertise so that we 
can remain grounded and maintain an inherent desire to learn and 
get better.

So, if we take AI as the context for human intelligence, what 
does intelligence need to do di�erently in the presence of AI? As 
Ajay Agrawal and colleagues note in Prediction Machines, since AI 
is basically a computer engine devoted to the rapid and scalable 
identi�cation of patterns, we are better o� putting our intelligence 
to a di�erent use.22 A�er all, we can expect machines to spot co-
variations, co-  occurrences, and sequences in data sets with a level 
of precision that far exceeds even the most advanced of human 
capabilities and the smartest human. When AI masters and mo-
nopolizes the task of prediction, the fundamental role of human 
intelligence is con�ned to two speci�c tasks: (1) structuring prob-
lems as prediction problems; (2) working out what to do with a 
prediction.

�e �rst is in essence what scientists have been doing for centu-
ries: to formulate testable—  falsi�able—  hypotheses and de�ne ob-
servations that can help them test or support their assumptions. 
An example of the �rst task could be “if we spend less time in 
meetings, we will become more productive,” meaning that average 
meeting time could indicate or signal performance. An example 
of the second task could be “since this manager spends 40 per-
cent more time in meetings than others, I will tell her to spend 
less time in meetings” (“and if she doesn’t, I will replace her with 
someone else”).
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Although these principles may sound obvious, there is one 
major obstacle to putting them in place: our own intuition. �ere 
will be many times when AI will run counter to our common 
sense, telling us to do A when our gut tells us to do B. Just as when 
Waze or Google Maps recommends that we follow route A, but 
our own experience and intuition tell us to take B, the data-  driven 
insights derived from any AI may con�ict with our own instincts. 
If you think of yourself as a savvy driver, and you feel that you 
know your way around a town or city, you may still use Waze but 
decide to trust it only on occasions—  when it con�rms your own 
instincts.

When it comes to structuring problems as if-  then scenarios, the 
issue is that there are so many potential variables and factors to con-
sider. We tend to select those that interest us most, which already 
captures many of the biases governing the human mind. Consider 
the manager who designs a highly structured job interview, putting 
candidates through the exact same questions and with a prede�ned 
scoring key to interpret and score their answers against relevant job 
demands and requirements. Although this type of interview has 
long been identi�ed as one of the most accurate methods for select-
ing employees for a job, it is not without bias.23 One of the hardest 
ones to address—  at least for humans—  is the fact that any a priori 
selection of if-  then scenarios will be limited, so even before the in-
terview starts, interviewers will have already cherry-  picked certain 
attributes and signals while ignoring others. �e more comprehen-
sive and thorough they try to be, the harder it is for them to pick 
up the right signals during the actual interview—  we can really only 
pay attention to one thing at a time.

In theory, it is sensible to think of structuring problems as pre-
diction problems. But in practice, we have limited capacity for 
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laying out multiple predictions at once, let alone paying attention 
to the outcomes. Our imaginary hiring manager may well have 
identi�ed important indicators they need to observe in their inter-
view candidates, but they will probably represent a small subset of 
the potential patterns—  both relevant and irrelevant—  that emerge 
in the actual interviews. For instance, if candidates speak a lot, 
they may be more likely to be narcissistic or self-  centered (if-  then 
pattern), so I shall not hire people who speak a lot (what to do 
with a prediction). But this pattern may just be one of hundreds or 
even thousands of patterns that increase the probability of some-
one being a mis�t for a job. And even if there was just one pattern, 
that doesn’t mean that we are good at spotting it, at least not in a 
reliable way.24

Let us assume that our hiring manager decides that someone is 
a good candidate for a job. Can we really be sure that they truly de-
cided based on their logic, rather than on some other factors? Per-
haps on paper the person met the formal criteria—  like the person 
didn’t speak too much—  but what about all the potential reasons 
that were not registered or accounted for? �ese would include the 
candidate’s charisma, likability, and attractiveness.25

�e same applies when we judge famous artists or actors on their 
talents. For instance, I always found Cameron Diaz to be a good 
actress, as well as funny and charismatic, but perhaps I am just at-
tracted to her. And when someone persuades himself that their col-
league is boring or unintelligent, can we be sure that this decision 
is based on facts rather than the colleague’s race, gender, class, or 
nationality? �e science of consciousness is complex and inconclu-
sive, but one of the little-  known facts is that free will is an illusion, 
for we make most decisions in�uenced by an array of neurochemi-
cal activity that is a�ected by tons of factors other than logic, from 
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the amount of sunlight to room temperature, sleep quality, caf-
feine consumption, and, of course, a �rm preference for being right 
rather than wrong, one who is rarely intimidated by facts.

Our Deep Desire to Understand

Even if AI is capable of acquiring something along the lines of 
human curiosity, most AI applications to date have been in the 
prediction phase, with very few instances when prediction trans-
lates into understanding—that is, going from what to why de-
pends on human intelligence and curiosity. It is our expertise and 
insights that turn predictions into explanations, and it is our own 
deep desire to understand things that di�ers from AI’s relentless 
obsession for predicting things. We may well be the sum of ev-
erything we do, but the mere sum of what we do is insu�cient to 
explain who we really are or why we do what we do. In that sense, 
AI’s curiosity is rather limited, at least compared with humans. 
Even when we are unable to predict what we or others do, we have 
the capacity to wonder. �ough there would be astonishing merit 
in deciphering who we are, particularly if computers could do this 
in a seamless, scalable, and automated way, the more mundane 
reality is that the big AI �rms have gotten fat and rich without 
even trying.

We don’t always buy what Amazon recommends, watch what 
Net�ix suggests, or listen to what Spotify picks for us (though, ap-
parently, I do). Part of the reason is that we still trust our instincts 
more than AI, even though we allow our instincts to become more 
data-  driven and AI-  guided. �e other part is that we don’t always 
understand the reason for those predictions. It’s as if an online 
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dating app suggested we marry Yvonne, because that’s what AI rec-
ommends, without actually explaining the reasons. It would be a 
lot easier to trust AI if it didn’t just stop at the prediction stage but 
also included an explanation: marry Yvonne because you and she 
share similar interests and will have great conversations, wonderful 
sex, smart children, and so on. By the same token, if AI recom-
mended our best possible job, we would want to know why that’s 
a good �t for us: Is it the company culture, the people, the nature 
of the role, the potential to grow and get promoted, or is it that all 
other options are just worse? In short, we want AI to not just pre-
dict but also explain things.

So far, most of the behavioral recommendations of AI can rely on 
data-  driven insights that humans can leverage to make decisions, 
unless they decide to ignore them. AI has little need for theory; it 
is a blind or black-  box data-  mining approach. In contrast, science 
is data plus theory, and it still represents the best bet for acquir-
ing knowledge because of its replicable, transparent, ethical, and 
explainable approach to formulating and evaluating hypotheses. If 
we accept the basic premise that AI and human intelligence share 
a quest to identify patterns or to link di�erent variables with each 
other to spot covariations, then we must acknowledge the poten-
tial AI has for advancing our understanding of people, including 
ourselves.

Clearly, Spotify is capable of predicting my musical preferences 
very well, better than my best friend. However, that is not a con-
vincing indicator that it actually knows me in the sense that my 
best friend does, let alone understands me. To actually under-
stand me, Spotify would need to add context, theory, and more 
data to its models, data that goes beyond my musical preferences. 
�is is why my best friend knows me better than Spotify, because 
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she has a far broader range of behavioral signals to draw from, 
context, and a theory, albeit rudimentary, to translate this data 
into insights. My friend may not have a 100 percent or even 60 
percent hit rate recommending music to me, but she may imme-
diately realize that my choice of songs today reveals I’m feeling 
nostalgic, more so than usual. She may also understand why: 
Diego Maradona, the greatest footballer of all time and Argen-
tina’s �nest export, has died. And she, of course, can share my 
sadness at this event and understand that our devotion for this 
epic player and iconic cultural �gure also indicates certain anti-
establishment, contrarian, rebellious aspects of our personalities, 
which we don’t just share but which also explain our friendship to 
begin with—  and as of today, you need to be human to understand 
this sentence.

One of the nice things about friends is that they understand us. 
Friendships are valued because we have an inherent need to be un-
derstood. As the famous quote from Orwell’s 1984 states, “Perhaps 
one did not want to be loved so much as to be understood.”26 �e 
other nice thing about friends is that we seem to understand them, 
which highlights the human need to make sense of the world. Our 
close friends may be one of the few things in the world we actu-
ally understand. It is precisely this understanding that provides the 
foundations of shared experiences, camaraderie, and a�ection that 
make human relationships better than human-  machine relations, 
so much so that we can still enjoy connecting to humans even when 
it happens via machines. It’s a formula that cannot be scaled or 
applied to everyone, but there are clearly good reasons for trying to 
replicate this deep understanding to the wider world. It would be 
nice to live in a world where people are understood, which would 
also require us to understand ourselves.
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Our world is very much the opposite: it su�ers from too little 
understanding or a crisis of misunderstanding. As a consequence, 
people make irrational decisions on consequential matters such as 
careers, relationships, health, and life in general. As anthropologist 
Ashley Montagu noted, “Human beings are the only creatures who 
are able to behave irrationally in the name of reason.”

�e bad news (or perhaps the good news) is that we are still a far 
cry from having “empathetic” AI, that is, AI that actually under-
stands how we think and feel, let alone cares about it. Even when 
AI can predict our choices and preferences better than our friends 
can, it has no working model of our personality. In that sense, the 
di�erence between AI and human intelligence is largely based on 
people’s ability to understand humans. If I told you that every night 
Jake takes out $400 from an ATM outside the casino, your conclu-
sion will be that Jake has a gambling problem (and a lot of money 
to burn). On the other hand, AI will simply conclude that tomor-
row Jake will take out another $400, refraining from any moral 
judgment.

By the same token, what Twitter’s algorithms infer from your 
followers and Twitter activity is that you may like X or Y content, 
without understanding whether you are right or le� wing, smart or 
dumb, curious or narrow-  minded. Importantly, especially if you 
have been binge-watching Cobra Kai, Tiger King, and Bling Em-
pire, Net�ix’s algorithms won’t assume that you are shallow and 
unintellectual. �is is something only humans do, as it is humans’ 
preoccupation to explain that this was only a result of lockdown 
boredom or an ironic and morbid curiosity with low and popular 
culture—  at least that is my excuse.

A world of greater understanding would help us avoid many 
bad life choices. Just as it is easier to avoid wasting time in airports 
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when you know there is a �ight delay, or waiting to meet a friend 
when you know he’s typically late, it would be much easier to mini-
mize the risk of bad critical life choices when we are able to not just 
predict but also understand the likely outcome of these choices. For 
instance, people end up in un�attering, hideous, and unreward-
ing careers because someone told them it was a good idea, perhaps 
their aunt, uncle, mother, or cousin: “Go be a lawyer like your 
Uncle Tom.” Imagine, instead, if they could actually understand 
that a di�erent choice of job or career would see them thriving, 
performing well, succeeding.
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TEST YOURSELF

Are You Curious?
How much (or how little) curiosity do you display in your everyday life?

• I rarely spend time reading books.

• I prefer to read headlines than entire stories.

• The good news about social media is that you can keep up with the 
news without studying things in detail.

• I was a lot more curious in my younger days.

• I have little time to ask why.

• So long as things work, I am not terribly interested in the details.

• There’s no point in studying stu� when you can get any answer you 
want online.

• I waste little time daydreaming about stu�.

• I have no desire to understand why people have the wrong opinions.

• My friends and I think alike.

Add one point for every statement you agree with; then add up your points.
0–3: You may be living in a di�erent age, or universe, or perhaps you are 

an exceptionally curious human. Despite technological distractions, you �nd 
time to exercise your mental muscles and feed your hungry mind.

4–6: You are average and within a range that can easily be �exed into the 
direction of more or less curiosity. Like most people, you should be careful 
that technological tools and other digital e�ciencies don’t hijack your desire 
to learn.

7–10: You are the perfect citizen of the AI age. Remember that machines 
may have the answer to any question, but this is only useful if you are actually 
able to ask any meaningful or relevant questions and critically evaluate the 
answers you get. It’s time to unleash your ability to learn.
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Chapter 8

How to Be Human
Toward a more humane AI age

You may not control all the events that happen to you, but you can 

decide not to be reduced by them.

—Maya Angelou

�e German explorer Alexander von Humboldt wrote that the aim 
of existence is a “distillation of the widest possible experience of life 
into wisdom.”1

As this book has attempted to highlight, an honest self-
assessment of humanity in this early phase of the AI age suggests 
that we are probably far from applying von Humboldt’s principle. 
Instead, it would be more accurate to say that the aim of our exis-
tence these days is to increase the wisdom of machines.

Whatever you think of humanity, it is not one click away. On 
the contrary, we may be departing from it, one click at a time. Star-
ing at a phone or computer screen all day, o�en merely to look at 
our faces and at times to allocate ten-  second attentional intervals 
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to a �urry of repetitive activities, apparently isn’t distilling a wide 
range of experiences into wisdom. AI, on the other hand, seems to 
be following von Humboldt’s precepts more closely than we do. AI 
today can experience humanity in all its dimensions—  the good, 
the bad, the boring, and the useless.

�roughout history, humans have generally refrained from ques-
tioning their own utility, a bit like the turkey canceling �anksgiving 
dinner. By the same token, we are probably not the most objective in 
judging the importance of our own species, not least since we aren’t 
even objective to begin with. If we want to determine whether hu-
mans are likely to be automated or evolve as a species, humans may 
not be the most objective source of an answer. As playwright William 
Inge noted, “It is useless for the sheep to pass resolutions in favor of 
vegetarianism, while the wolf remains of a di�erent opinion.”

At the same time, the world is the product of human progress 
and inventiveness. Everything we’ve built, including AI, is the re-
sult of our creativity, talent, and ingenuity. �is holds true even 
when many of our own inventions have resulted in making people 
less useful. Most famously, the industrial revolution led to system-
atic technological unemployment, a type of structural unemploy-
ment that is commonly attributed to technological innovations.2

So, millions of artisan weavers became productively irrelevant, 
not to mention poor, when mechanized looms were introduced in 
order to produce more with less, the universal goal of technology, 
and the “less” part of this slogan tends to refer to humans.3

�e good news is that there are no obvious signs that this is about 
to happen again any time soon. Just as in previous technological 
revolutions, AI is making certain tasks redundant while creating 
many new ones, keeping humans rather busy, provided they have 
the skills and motivation to partake in the new activities AI has 
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created (e.g., store managers becoming e-  commerce supervisors, 
e-  commerce supervisors becoming cybersecurity analysts, and cy-
bersecurity analysts becoming AI ethicists). �e bad news, how-
ever, is that, irrespective of whether we can remain professionally 
active or useful, the AI age seems to bring out some of the worst in 
us. Rather than raising the psychological standards of humanity, 
it has lowered them, turning us into a perfectly dull and primitive 
version of ourselves.

�is, I think, is the biggest tragedy of the AI age: while we were 
worrying about the automation of jobs and work, we have managed 
to somehow automate ourselves and our lives, injecting a strong 
dose of sanitized monotony and standardization into what was 
once a relatively interesting and fun life, at least when we look back 
from our current vantage point. While we are helping AI to up-
grade itself, we are steadily downgrading ourselves. We can blame 
the Covid-  19 pandemic and lockdowns for this dilution in cultural 
creativity and human imagination, which, compared with the real 
tragedy of those who got sick or lost their jobs or lives, would be 
best described as a #�rstworldproblem. Perhaps a more accurate 
interpretation is that the pandemic has merely reminded us of the 
important things we lost—  real rather than digital connectedness, a 
variety of experiences, and the richness of analogue adventures—
by con�ning us to a form of life that resembles the hybrid predeces-
sor of the metaverse. Fortunately, we can still ask whether there are 
better ways to express our humanity and strive for a more human 
and humane way of life in the AI age.

Admittedly, there are many ways of being human, and culture 
plays a strong role in determining the notable behavioral and 
attitudinal di�erences among large groups of people, including 
the observable commonalities, generalizations, and patterns that 
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make history, once de�ned as “one damn thing a�er another,” a 
meaningful and captivating human story.4 If you have traveled 
abroad—which, at the time of writing this, requires a fair amount 
of imagination—you will have noticed these di�erences as soon as 
you landed in a foreign airport. Time, like culture and geography, 
is a potent in�uence on social behaviors, providing the basic norms 
and rules we use to express our humanity. So, there was a partic-
ular way of being human in the Roman empire, the Middle Ages, 
the Renaissance, and the original industrial revolution, and so on. 
�at said, within each age or era, there are still more or less humane 
ways to express our humanity, so even if AI is unleashing some of 
our least desirable tendencies, on an individual level we all have the 
power and ability to resist this.

Chasing Happiness

�e dehumanizing and sterilizing e�ects of technological e�ciency 
on our lives represent a powerful fuel for positive psychology, a 
spiritual movement aimed at reclaiming some of the lost joy and 
ful�llment of being human. Positive psychology postulates that the 
essence of our being should be to transcend ourselves, attain spiri-
tual equilibrium, and optimize our lives for positive emotions, such 
as subjective well-  being and happiness. “Be happy” is the de�ning 
mantra of our times, permeating much of the meaning and purpose 
many people hope to extract from work and life. �is proposition is 
now so mainstream that it seems hard to believe that our obsession 
with happiness is a fairly recent phenomenon, �rst propelled by the 
consumer society: chicken soup for the soul, upli�ing melodies for 
our self-  esteem.
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Although there is nothing wrong with chasing happiness, aca-
demic research has long indicated that we are not very good at it, 
particularly when we obsess about it. From an evolutionary stand-
point, it makes sense for happiness to be a moving target. As Oscar 
Wilde noted, “In this world there are only two tragedies. One is not 
getting what one wants, and the other is getting it.”5 But in fact, 
this is not equally true for everyone. Some people are prewired for 
happiness, which is why biologically determined personality traits, 
such as emotional stability, extraversion, and agreeableness (what 
academic psychologists call “EQ”), are a better predictor of lifelong 
happiness than external life events or circumstances, including 
winning the lottery or getting married—  or for some, divorced.6 Of 
course, we are all capable of experiencing happiness, but the point 
is that there is huge variability in the degree to which people need 
it, want it, and seek it, so telling someone to be happier is like telling 
someone to be more extraverted, less agreeable, and so on—  like 
asking them to change their personality.

Happiness can at times turn into a pretty sel�sh or narcissistic 
goal, and there is evidence that the more satis�ed you are with your 
life, especially your personal accomplishments, the more narcissis-
tic you are.7 How pleased you are when you look at yourself in the 
mirror says more about your ego than about the actual person in the 
mirror, particularly their objective accomplishments. If it feels good 
to be great, that’s because you feel that you are great to begin with.

Leaving narcissism aside, there is no shortage of examples of 
humans optimizing their lives for happiness without contributing 
to any form of progress and in many ways obstructing it for ev-
eryone else. If your happiness is other people’s misery, and your 
misery is other people’s happiness, it is clear that something isn’t 
working well. Contrary to popular belief, dissatisfaction, anger, 
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and unhappiness are not only powerful but also productive human 
forces, so we shouldn’t default to medicating ourselves against 
them. For every happiness pill or drug we consume—  including the 
self-  enhancing feedback we extract from AI-  fueled social media 
platforms—  a potential drive or ambition is numbed.

�roughout much of the industrialized world, the pursuit of hap-
piness has turned into a biochemical quest, especially in the United 
States, which accounts for around 40 percent of the global pharma 
market, with just 5 percent of the world’s population.8 Yet if his-
tory is the biography of great people, their accomplishments are the 
product of their discontent rather than their blissful mindset. �e 
Declaration of Independence mentions the “pursuit” rather than 
attainment of happiness, and it is not uncommon for the individual 
who is greatly focused on pursuing happiness to end up rather un-
happy, even if in the process they end up attaining valuable things.

Any innovation or milestone in the evolution of human civiliza-
tion is the result of people who were profoundly unhappy with the 
status quo, which is precisely why they acted upon their grumpy 
discontent to replace established norms, products, and ideas with 
better ones. �e ancient Greeks created one of the most advanced 
and sophisticated civilizations in human history, yet they were “pas-
sionate, unhappy, and at war with themselves.”9 �is is also true for 
all ambitious modern corporations, whether Tesla, Goldman Sachs, 
or Facebook, which, admittedly, may not strike us as the most obvi-
ous progress-  enhancing innovations in human history. A�er all, for 
the greatest portion of our evolution, we have somehow managed 
to exist without telling the world what our dog had for breakfast or 
discovering what our school classmates look like two decades later, 
which, thanks to schadenfreude, can at times make us feel hap-
pier about ourselves, at least temporarily. And yet, to many of the 
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2.3 billion people spending an average of forty minutes of their daily 
lives on Facebook, life would be far less enjoyable without it. Even 
a�er accounting for all the deep fakes, Belarussian hackers, and 
Russian bots, we are talking about 40 percent of the human race.

Importantly, if you are reluctant to accept that these examples 
indicate much progress, then remember that your unhappiness 
is as important a driver or incentive to change things. As Maya 
Angelou famously stated, “If you don’t like something, change it.” 
Equally, most of the groundbreaking innovations in the arts, sci-
ence, and technology may have never been produced if their cre-
ators had been happy or interested simply in having a good time, 
feeling good, or having fun, as opposed to working hard in the pur-
suit of other people’s happiness and collective progress.

Chasing happiness would be far more acceptable if we ap-
proached this from an other- rather than a self-  perspective. Unlike 
in the individualistic West, people in collectivistic Eastern cultures 
are more inclined to harness happiness in others than themselves. 
So, what if the ultimate expression of our humanity were to live our 
lives trying to make other people happy or at least reduce their level 
of misery? What if, as Gandhi noted, “the only way to �nd yourself 
is to lose yourself in the interest of others”? Seen from this perspec-
tive, our ability to contribute to other people’s happiness should be 
seen as more meaningful than our own personal happiness, and 
perhaps even a precondition for it.

Humanity Is a Work in Progress

Where will humans go? We should not decide on the basis of where 
AI can take us, for we are still in the driver’s seat, even if it o�en 
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doesn’t feel that way. Driverless cars are not here yet, and hopefully 
we are not waiting for driverless humans anytime soon. So long as 
we still have a soul, and the ability to listen to it, we can avoid losing 
out, giving up, and fading into digital oblivion forever. We are more 
than a data-  emission vessel and should cherish the ability to love, 
cry, smell, and smile, as these are still inherently and exclusively 
human activities. Pet lovers may disagree, but they are probably 
just projecting, though admittedly AI is still not as smart or obedi-
ent as my dog.

Even as AI and technology attempt to optimize our lives, and 
our wants and wonts are fully mediated by 0s and 1s, we are still 
largely busy with the same set of ancient activities: we learn, we 
talk, we work, we love, we hate, we bond, and in the middle of it all, 
we alternate between some certainty and a far larger dose of confu-
sion, such as trying to understand why we are here to begin with. 
Perhaps not to get liked or retweeted?

At any given point in time and history, from Paleolithic cavemen 
to Instagram in�uencers, humans have always needed to get along 
with one another, get ahead of one another, and �nd meaning and 
purpose in their main life activities (e.g., religion, science, hobbies, 
work, or relationships). To the degree that we can leverage AI, or in-
deed any other tool we invent, to improve our ability to ful�ll these 
needs—  and assuming this makes us better in the process—  we can 
feel optimistic about our own evolution.

Ultimately, the most important request is that humans try to 
better themselves, that is, �nd a better way of being human and 
improve humanity by making themselves better. As philosopher 
Simon Blackburn concludes in his brilliant short introduction to 
ethics, Being Good: “If we are careful, and mature, and imaginative, 
and fair, and nice, and lucky, the moral mirror in which we gaze at 
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ourselves may not show us saints. But it need not show us monsters, 
either.”10 We all have the power to become a better version of our-
selves, but that requires not just willpower but a sense of direction. If 
you are running very fast in the wrong direction, you will only end 
up further away from where you need to be, fooled by the illusion of 
progress and activity, and you will only manage to get lost quicker. 
As Lewis Carroll’s cat tells Alice, “If you don’t care much about where 
you want to go, then it really doesn’t matter which way you go.”11

We can do good, just as we are capable of doing bad even when 
we have moderate levels of intelligence and maturity. Adam Smith, 
the famous champion of free-  market capitalism, is o�en evoked in 
the context of the “invisible hand” that allegedly manages to turn 
greedy and sel�sh for-  pro�t motives into a benevolent order of 
things. Smith never really used that term, and a complete under-
standing of his theory and ideas ought to include his acknowledg-
ment of the key importance of caring, empathy, and sel�ess drives, 
or as he notes: “How sel�sh soever man may be supposed, there 
are evidently some principles in his nature, which interest him in 
the fortune of others, and render their happiness necessary to him, 
though he derives nothing from it except the pleasure of seeing it. 
Of this kind is pity or compassion, the emotion which we feel for 
the misery of others, when we either see it, or are made to conceive 
it in a very lively manner.”12

Simply put, groups are better o� when their individuals be-
have in unsel�sh ways, because they can collectively bene�t from 
one another’s behaviors. Team performance is only possible if 
people focus less on their own individual goals and more on the 
goals of the team, and one person’s sacri�ces are another per-
son’s privileges. But this counterintuitive dynamic is not a nat-
ural state of a�airs in groups, organizations, or societies. �ey 
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need leadership to articulate or at least manage the tension be-
tween individual greed and collective productivity. �e welfare 
of groups and societies cannot exist if its members are purely 
individualistic and sel�sh creatures. Take recycling: it is far less 
taxing and time-consuming to avoid it, but if everybody does so, 
then the environment collapses. �at said, a few individuals can 
behave like leeches or parasites by refraining from recycling, so 
long as everyone else does. Or paying taxes: when Donald Trump 
bragged about being too smart to pay taxes, what he assumed 
was many people in the country do not care enough about this 
as much as we would expect, which explains why he is the most 
widely voted presidential candidate in US history (137.2 million 
votes across two elections).

As I write this, the world is witnessing another act of counter-
productive greed around vaccine inequalities, with rich countries 
hoarding Covid vaccines beyond their needs while poor countries 
keep collapsing from the virus. Japan, Canada, and Australia have 
fewer than 1 percent of the world’s Covid-  19 cases but secured 
more vaccines than Latin America and the Caribbean, which are 
home to almost 20 percent of cases. You may think this is purely 
the result of meritocracy and therefore fairness in action, yet even 
rich countries lose when poor countries don’t get vaccinated. 
So, it is not just that sheer altruism is missing but that greed is 
self-  destructive.

But there is a catch: the kinder and more caring a group or system 
is, the bigger the incentive to not be kind. Not only is there less need 
for your kindness, because everyone is nice, but you also have more 
to gain by being a sel�sh leech and getting fat on other people’s 
kindness—so long as you are part of a small minority of leeches. As 
soon as the leeches outnumber the Samaritans, competition within
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the system will weaken the system’s ability to compete with other 
groups.

�e most e�ective forms of group behavior manage to �nd per-
fect equilibrium between individual ambition and considerate 
empathy and prosocial orientation toward others. Such groups 
understand that individual success can’t come at the expense of 
group well-  being, and that group well-  being is not possible with-
out unleashing individual potential. Just as Adam Smith has an 
unfair reputation for promoting ruthless and cut-  throat capital-
ism, while in reality he put kindness and empathy at the center of 
highly functioning societies, Darwin is usually bastardized as a 
proponent of dog-  eats-  dog Darwinism, when he really saw altru-
ism and ethics as fundamental virtues for adaptive group survival 
and competitiveness: “Although a high standard of morality gives 
but a slight or no advantage to each individual man and his chil-
dren over the other men of the same tribe . . . an advancement in 
the standard of morality will certainly give an immense advantage 
to one tribe over another.”13

In the early days of the AI age, our main concern was that social 
media and excessive digital self-  focus could make us sel�sh and 
antisocial, which, as shown in this book, studies have by now cor-
roborated. But it is certainly too soon to conclude that the AI age 
causes systematic cultural shi�s in sel�shness. If kindness were a 
given, a default reaction, then we wouldn’t be spending so much 
time lamenting that we don’t have enough of it, or encouraging 
more people to be kind. Still, some people are kinder than others, 
and some cultures are kinder than others. And the main point is 
that kinder societies are better o�, at least when you optimize for 
the majority of people rather than those who are at the top, espe-
cially when it isn’t kindness that helps people get there. �erein 
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lies the problem: when we try to make the world kind, then un-
kind people can take advantage of others and climb the hierarchy 
through sheer exploitation of people’s kindness. And when we try 
to make the world unkind, then we lament the scarcity of kindness 
while the most brutally unkind crawl up the ladder with parasitic 
toxicity.

How, then, can we nurture moral kindness? We can’t even get 
enough people to recycle or to genuinely care about the planet, 
which incidentally leads to their own self-  destruction. Could AI 
help? Google spent the �rst ten years of its existence reminding it-
self (and us) that it must not be evil and a great proportion of the 
next ten years settling lawsuits, cleaning up its reputation, and �r-
ing its AI ethics researchers.14 At least, today, worrying about the 
potential consequences of autonomous AI systems capable of ac-
quiring immoral or unethical motives seems like the perfect excuse 
for not questioning our own moral standards.

In the quest to get better or become a better version of our-
selves, we must demand that AI plays a bigger, more impactful 
role than it has played so far. If we can use technology to increase 
self-  awareness and provide us with better self-  understanding—
including the things we may not like so much about ourselves—
and highlight a gap between the person we are and the person we’d 
like to be, then there is clearly an opportunity to turn AI into a self-
improvement tool and partner. Importantly, we don’t even need AI 
to make huge advances in order to achieve this. It is possible, feasi-
ble, and straightforward to manage this even today.

�ere is no universal de�nition of progress, particularly at the 
individual human level. Someone may want to run a marathon, an-
other may want to write a novel, and another may want to establish 
an empire. �ere are many di�erent ways to conceptualize success, 

309849_08_141-158_r2.indd   152 28/10/22   1:13 PM



How to Be Human 153

and each approach or interpretation has been encapsulated in one 
psychological model or another, particularly taxonomies of human 
values, which can group them into di�erent buckets, such as status, 
freedom, joy, security, and so on. But one thing seems clear none-
theless: namely, that change is always part of the equation. You 
don’t get better by staying the same or keeping things as they are.

Even for those who, like you and I, are privileged to belong to 
the educated proportion of the labor market known as knowledge 
workers, and who are less threatened by job automation and more 
likely to enjoy the bene�ts of improved working conditions and 
the evolution of work, our daily experience of work seems not too 
di�erent from that of an alienated factory worker or the people in 
the industrial revolution. Objectively speaking we are better o�, yet 
subjectively and vis-  à-  vis our rising and unrealistic expectations, 
the pressure to ful�ll our dreams via our real work experiences 
may be too much of a psychological or spiritual burden. No wonder 
most people are disappointed, disengaged, and looking for another 
job, career, or life.

We need more magical experiences, and they will not happen 
online. Although we may not realize it, which speaks to the shrewd 
nudging tactics of Big Tech, there’s a di�erence between optimizing 
our lives and optimizing the performance of the algorithms. �ere 
is also a di�erence between making our life easier and making the 
world a better place. In a rather counterintuitive fashion, our ability 
to increase the e�ciencies of life, which today is largely achieved 
through algorithmic optimization, may be killing the very drive to 
deploy our human ingenuity to change the world for the better. �e 
more satis�ed we are with our everyday conveniences and e�cien-
cies, the less likely we are to inject radical changes and innovations 
in the world.
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Our Opportunity to Upgrade Humanity

Our opportunity is clear: to leverage AI to upgrade rather than 
downgrade or dilute our humanity. We have a signi�cant chance 
to evolve as a species if we can capitalize on the AI revolution to 
make work more meaningful, unlock our potential, boost our un-
derstanding of ourselves and others, and create a less biased, more 
rational, and meaningful world. But there’s a catch: we will only be 
able to achieve this if we can �rst acknowledge the potential risks 
that AI ampli�es our less desirable, more destructive, and counter-
productive tendencies. We have to use AI to unlock or harness our 
potential rather than to undermine or handicap our own existence. 
Quite clearly, there are important lessons from the rise of AI on 
how di�erent dimensions of our humanity are not just being ex-
pressed and exposed but also reshaped.

What major expressions of our humanity will AI evoke or elicit? 
Will AI ultimately make or break us? Will it confer a signi�cant 
economic, social, and cultural advantage to those societies that 
learn to master it? While we don’t know how AI will ultimately 
change us, we can assume that some degree of change has already 
taken place—  some good, some bad, and perhaps most of it unde-
tectable. As author Margaret Visser remarked, “�e extent to which 
we take everyday objects for granted is the precise extent to which 
they govern and inform our lives.”15

Historian Melvin Kranzberg once noted that technology is nei-
ther good, nor bad, nor neutral. In fact, the only way for technology 
to not a�ect our humanity is for no one to use it, which is exactly 
the opposite of where we are today.16 It has also been said that hu-
mans are prone to overestimating the short-  term impact of tech-
nology but underestimating its long-  term impact.17
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Our children and grandchildren will probably learn about our 
predigital way of being through all our stories accessible via You-
Tube or its future equivalent. As in the pre-  Sumerian civilizations, 
where legends and stories were passed orally from generation to 
generation through songs and plays, they shall hear of our adven-
turous dial-  up explorations into a vastly unpopulated web, made 
of rustic digital landscapes devoid of Zoom fatigue, cat �lters, and 
deep fakes, in which nobody knew we were dogs.

Humanity is a work in progress. �is can only be a good thing. 
�e alternative would mean that we have already reached the 
pinnacle of our evolution. Luckily, we haven’t yet peaked, and there 
are clear signs that mankind is still developing and, yes, getting 
better.18 �is is not about colonizing Mars, building driverless cars, 
mastering quantum computing, or printing our perfect spouse in 
4D, but about upgrading ourselves: creating a more adaptable, im-
proved, and future-  ready version of us.

You are the only person in the world whom you are guaranteed to 
in�uence, though it is not always easy. Even when others are able to in-
�uence you, it is only because you let them. Likewise when you are able 
to change others, it is only because you are able to in�uence your own 
behavior �rst. �e wish may be overly optimistic and naive, at least if 
we accept the historical fact that humans have generally had very little 
incentive to out-  behave their predecessors on the basis of evolution-
ary, let alone moral grounds. And yet, if we create the conditions that 
incentivize people to raise their own bar—  looking for opportunities 
to stretch their potential—  then we may see human civilization make 
progress, bottom-  up, in an organic and incremental fashion.

Perhaps in the future we will take pleasure in escaping the 
web of predictions from machines and �nd enchanting moments 
of serendipity symbolizing that our creativity, ingenuity, and 
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imagination are still intact. We may �nd ourselves in those magical 
white spaces we invent and produce, far from the reach of the algo-
rithms, expanding our existence into the almost forgotten capac-
ity for surprise, or at least self-  surprise. An existence in which we 
deliberately trick AI to escape the boring and repetitive syntax of 
our existence and rewrite the grammar of life according to feelings, 
ideas, and acts that are of little interest and value to machines but 
deeply relevant to us. A life in which machines don’t downgrade 
our intelligence and AI doesn’t turn us into machines.

We can reclaim some of the rich variety of human experience 
and rediscover the balance between a somewhat algorithmic and 
e�cient existence, on the one hand, and a fun, unpredictable, 
magical experience of life, on the other. We should not be the last 
generation to exist outside the matrix or the �rst to have its soul 
swallowed by machine learning. Instead, we should try to �ourish. 
We can allow machines to continue learning, without ceasing to 
learn ourselves. We can outsmart AI, simply by not diluting our 
own intellectual capabilities or outsourcing our lives to computer 
algorithms. �ere is no point in automating any parts of our lives, 
let alone our entire existence, unless we have a plan for reinvesting 
that freedom and with it our capabilities and worthwhile activities. 
We have the power to be the main bene�ciaries of AI and any other 
technology we invent and deploy, as opposed to becoming its prod-
uct. Let us hope we can also �nd the will.

While the solution to our problems is far from clear, let alone 
simple, it will surely have to incorporate a combination of kind-
ness, wisdom, and ingenuity. As Noam Chomsky notes:

We’re human beings, we’re not automatons. You work at your 
job but you don’t stop being a human being. Being a human 
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being means bene�ting from rich cultural traditions—  not 
just your own traditions but many others—  and becoming not 
just skilled but also wise. Somebody who can think—  think 
creatively, think independently, explore, inquire—  and con-
tribute to society. If you don’t have that, you might as well be 
replaced by a robot. I think that simply can’t be ignored if we 
want to have a society that’s worth living in.19

�e future starts today. �e work starts now.
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