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Preface



“Innovation is the ability to see change as an opportunity, not as a threat.”

- Steve Jobs (apparently)



Even at this point in 2021, the majority of Computer Science, IT, and Electronics university curricula across the globe haven’t advanced enough to train students not to strictly pick between black and white and go for their comfortable shade of gray (no pun intended). To such students, the DevOps philosophy of participating in the best of both worlds (Development and Operations) comfortably, sounds elitist and far-fetched. Conversely, the industry is rapidly migrating towards cost-efficient, cloud-native, AI-driven DevOps workflow, which makes upskilling more of a necessity than an ambition.

To be honest, by the time Containers and their role in DevOps became mainstream, both of the authors of this book had already completed their academics. We were awestruck by the potential of Containers, Docker, and Kubernetes when we came across them. Personal projects, hobby projects, start-ups, enterprises… Everyone can benefit by adopting containerized microservice application model! Their creative and potentially productive ideas can break-free from the shackles of inevitable large-scale IT infrastructure dependence and the financial risks associated with it. We had jumped into the field of e-learning with these topics and have been serving thousands of students virtually ever since. This book is the culmination of our experience and our expressive attempt to make students, professionals, and enthusiasts of all levels appreciate this technology as much as we do.

The writing of this book is aimed to reach a sweet spot between casual comfortable discussions and accurate technical facts. While the chapter and topic sequencing have been carried out to be comfortable to the complete beginners, the information sprinkle is aimed to keep even the seasoned professionals engaged. We have tried to answer as many Whys, Hows, and What ifs as possible. Almost every topic is explained with practical examples, necessary tutorials and its real-world implications. Codes, commands, figures, and screenshots are double-checked to avoid any misunderstandings. Things that are not supposed to be taken so seriously (jokes, puns, personal opinions, and curiosities) are written in italic to maintain a uniform sense of separation.

To expand the context about the content of the book further, the first page of each chapter is pretty special. The Introduction section gives a brief idea of what you will learn from it, the Structure section provides a list of major topics in the chapter, and the Objective section lets you know how the chapter will serve you in your journey of learning containers (point A to point B stuff).

Here are one liners for what each chapter delivers (after all, we don’t want to spoil too much).


	Chapter 1 explains microservices and establishes the need for virtualization.

	Chapter 2 explores virtualization and containerization with a little computing history.

	Chapter 3 introduces Docker with its architecture and a hands-on example.

	Chapter 4 teaches how to write your own Dockerfiles for Container Images.

	Chapter 5 demonstrates Container lifecycle and operations with Docker CLI.

	Chapter 6 covers Docker Networks and Docker Storage objects with their drivers.

	Chapter 7 construes Docker Compose to easily write multi-container applications.

	Chapter 8 elucidates Container Orchestration with Docker Swarm.

	Chapter 9 says “Hello!” to Kubernetes with its architecture, cluster bootstrapping, and an example.

	Chapter 10 expands upon workload orchestration with pods and its controlling Kubernetes Objects.

	Chapter 11 digs deep into a diverse range of network and storage options of Kubernetes.

	Chapter 12 reinforces cluster robustness with Kubernetes access management and security standards.

	Chapter 13 simplifies Hosted/Managed Kubernetes on Cloud offerings with Google Kubernetes Engine to further leverage Kubernetes’ orchestration potential.

	Chapter 14 dives deep into the Container ecosystem with supportive tools such as Helm, Spinnaker, Stack Driver, Prometheus, and Istio.

	Chapter 15 glosses over Serverless Kubernetes with Cloud Run.

	Chapter 16 concludes the journey on an optimistic note (for now).



The book has a prologue but not an epilogue because the containers are still a growing technology, so writing an epilogue would be kind of premature.

We really hope you like this book, and it finds a permanent place in your digital or physical bookshelves, office desks, and university recommendations as the time goes on.

Wish you a very happy and satisfactory reading journey!
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CHAPTER 1

Prologue to the Containers


Introduction

This is an introductory chapter intended to bring a spectrum of readers from different technical backgrounds on the same page. We will explore the current landscape of IT industry and learn how a majority of software ideas are developed and delivered. This will take us to topics like Web applications, DevOps philosophy, and Microservice architecture.

Structure

This chapter covers:


	The web applications

	Agile and DevOps

	Microservices



Objective

Since this is the beginning of the book, the tone of this chapter is casual and lightweight. The context of this chapter focuses on a discussion about the state of internet-powered applications. By the end of this chapter, you will have a clear understanding of when you require microservice architecture and when you do not. Overall, it will play the role of a precursor of the container-focused content in the further chapters.

The web applications

At some point in our childhood, all of us wanted our own version of Dexter’s Laboratory in the basement with an intelligent supercomputer like Iron Man’s Jarvis. As life took its course, we grew up to realize that most of us are not as wealthy as Tony Stark, and God knows where Dexter’s funding came from. Fiction aside, it is not even a distant past when we used to have albums full of Blu-Ray DVDs, portable hard drives full of backup data, and a limited amount of mp3 songs stored in portable USB sticks or memory cards.

Although the lifestyle was not inconvenient, the tech offerings were not designed for scale. Just think about it, with such an evolving volume of growing data and content, it would have been impossible for individual users to have their personal copy of data. For example, how many servers would you need just to store Netflix and Instagram data?


[image: ]

Figure 1.1: Conceptual representation of a world without web apps

As the generations of wired and wireless mobile communication kept evolving, high-speed Wi-Fi, and Mobile Internet became affordable and accessible to people across the globe. This was the trigger for the rise of the client-server application model. Instead of performing computing, data storage, data processing, and data access over your devices, the data would get served to you depending on your request. This gave rise to a lot of possibilities including but definitely not limited to:


	Digital content (music, videos, gaming, and education) at your fingertips

	Access to world Map and live navigation

	Opportunity to socialize with billions of people across the globe

	Data Storage on Cloud

	Cloud Computing

	E-commerce, E-governance, and Internet Banking



All of these services were commonly categorized as web applications. The inspiration behind the name is simply their access mode being the internet (mostly HTTP(s) requests). Such a model was not a new discovery. Your television cable operator was “serving” you the content at scheduled times, your telephone operator used switching centers to “serve” you the calls (and eventually messages), Internet itself always operated on data being “served” to you regardless of the type of website (search engines, blogs, content management, and so on). With the rise of internet-enabled businesses, the notion of web applications became more widespread, and the market became more optimistic about the model. Today, almost every aspect of your life is connected to internet in some or another way, and the trend will just go upwards as stronger internet generations, and IoT finds their way in the hands of average consumers.

Agile and DevOps

With the growing web-application market, freemium and ad-based revenue models became mainstream, and the applications started to get competitive. It was no longer possible to wait for 6 months to roll out software updates. Developers started to roll out smaller updates at a higher frequency. Major platforms like Facebook even started to use models like Continuous Integration/Continuous Delivery (CI/CD) that would continuously update some aspects of their services without any need of performing manual application updates. Such fast feature rollout and the development process behind it was called Agile (due to agility of development and deployment).

Agile was easier said than done. Transformation in the pace of development and deployment could not be achieved without adopting new work culture and tools. Just the fact that the updates rolled out more frequently did not mean the code could escape the cycles of testing, or deployment would become any less infrastructure dependent or tedious. A buggy, an unstable agile application, was as problematic as a stable but slowly updating traditionally developed (waterfall model) one. The application developers and system administrators had to switch to an intertwined workflow where neither of their work was independent from each other.

The new work approach was called DevOps (Developers + Operators) that brought new roles like DevOps Engineers into the market. DevOps focused on coordinated application development in smaller but continuously deployable pieces of code. While programming is still a manual process, many other aspects of the DevOps cycle had to be automated such as code version controlling (using tools like Git), Infrastructure deployment as Code (using tools like Chef or Puppet on premises or using Public Cloud Platforms like Amazon Web Services or Google Cloud Platform), Automated logging and Monitoring (using tools like FluentD, Prometheus, Grafana, and so on), and integration of all of this (using tools like Jenkins). This increased the reliability of the software products, with bug fixes being released quicker and, in the worst case, unstable patches being rolled back. From feedback acquisition to catching up with the competitors, from data processing to pricing manipulation, everything became more efficient. The most significant achievement of DevOps workflow is improving broader contextual understanding and awareness of the application, its performance, and its caveats in the heads of the people working on it (aka DevOps Engineers). This inherently created an informed and coordinated decision-making culture, reducing the risks and increasing the returns. It is no surprise that the bleeding edge IT workspaces offer some of the most satisfying jobs.

Microservices

With developers and the development-deployment models changing so much, the applications themselves had to change as well! Heavily integrated major applications running on a single piece of hardware as a tree of processes and threads were divided into smaller, and decoupled services that would operate independently and communicate data in the form of requests and responses over the internet. Such small services are called Microservices. Microservices are easier and quicker to scale (up or down) and distribute over clusters of infrastructures with isolated operation environments (physical or virtual). This makes them dispensable, secure, and avoids single point of failure. It also made planning and execution of updates easier.

At this point, it is quite likely that you came across the existence and title of this book via some microservices on professional or casual social media! Of course, not all applications are microservices. Many of them still run natively on your hardware as traditional apps. If your application does not need to scale or “serve” its clients, you do not have to worry about any of this. For everyone else, this book provides insights and instructions on some of the most important technologies behind DevOps.

Conclusion

In this chapter, we saw how microservice-based web applications created under DevOps workflow are present and future of IT. While microservices are great, they faced a major resource wastage problem in efforts of achieving isolation. In the next chapter, we will look at what are Containers and how they make microservices great again!





CHAPTER 2

Hello Containers!


Introduction

In the introductory chapter, we got a fair idea about web applications, the client-server model, and the microservices. As great as they may be, to use them optimally in ubiquity, we need to address the implementation level issues. One of the issues is efficient resource allocation. Ideally, every instance of a microservices needs a separate system. To overcome this bottleneck, this chapter will explain OS-level virtualization. Eventually, we will move toward Containers and introduce Docker as a utility to make containers handier.

Structure

This chapter covers:


	Virtualization

	Virtual Machines (VMs) and Hypervisors

	Containers

	DIY: Running a Container on Linux

	Basic definition of Containers

	Docker: A Container Runtime Environment

	VMs or Containers



Objective

Let us be honest here. This is not a salient chapter that can add a couple of skills to your résumé. But reading this will reinforce the idea and importance of isolation and virtualization in computing. VMs and Containers are just a couple of variants among a spectrum of OS-level isolation methods. This chapter will also make you realize how tiresome it is to run containers from the scratch without any assisting tool. So, you will appreciate Docker and more genuinely while reading further chapters.

Virtualization

In the previous chapter, we saw how it is important to distribute loads into multiple microservices to avoid single point of failure. But many times, the solution for one problem becomes the root cause for another. Observe the figure below to understand what happens when any application runs on a normal computer system:
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Figure 2.1: Abstraction of a running application instance

To anyone who has gone through a part time training or a full-time course on Computer Science, some if not all of the layers of this figure will ring a bell. This is the well-known, traditional way of running applications on a computer. Generally, we look at such figures from OS or driver’s perspective where we try to understand the position of OS components in the abstraction.

Let us change the perspective a little and try to look from Application’s point of view. In this case, we have three applications and all of them are running as an individual unit. But the problem is, they are working in the same user space. It means that they can access the same files at the same time. This causes conflicts of operations. To understand this problem better, let us do a practical task. Open a document file, save it and try to delete it while it is open. You will get an error dialog box saying something like the following screenshot:


[image: ]

Figure 2.2: Windows error dialog box

The windows explorer cannot delete this document file because Microsoft Word is already using it. For manual users like us, this is completely fine as we can just close the file and delete it afterwards; but who will make such a decision in an autonomous system?

Moreover, if we talk about microservices, there can be hundreds of instances of the same application. Just think about running a hundred Nginx webserver instances and all of them are programmed to use port 8080. One might argue that we can customize them to use different ports but there is no guarantee that the same ports used on testing machines will be free on the deployment system as well. The situation practically becomes a nightmare, and developers have to use those 6 magical words… “But it worked on my machine!”

Unfortunately, that is not where the nightmare ends. The most crucial part is the security of the microservices. In the same user space, one corrupted process (or microservice) can act like the rotten mango which ends up degrading the quality of the whole box. All of this leads to a pretty solid conclusion. Hosted applications or services need subtle isolation. This triggered the advent of Virtualization.

Not so surprisingly enough, this conclusion is not a new discovery. Computer scientists were working on Virtualization since way back in the 1960s. The idea of logically dividing a computer into two or more smaller computers that could act independently without interfering with one another’s processes was both fascinating and advantageous.

Virtual Machines and Hypervisors

Virtualization was experimented in all shapes and sizes. Partial Virtualization or Emulation involved mimicking some aspects of a foreign operating system (generally to run unsupported applications) whereas full virtualization allowed running multiple instances of different operating systems with full customizations and even enabling them to communicate with each other. Such instances are called VMs and they are still widely being used.

Generally, VMs are setup using a tool that acts as a bridge between the operating system environment to be Virtualized and its host. Such a tool is called Hypervisor. Hypervisors logically isolate physical hardware resources such as system memory (RAM), storage and CPU cores, and dedicate them to a virtualized guest OS environment.

Types of Hypervisors

There are two types of Hypervisors, Type 1 and Type 2 (naming creativity at its peak!). Figure 2.3 represents the nature of Type 1 Hypervisor:
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Figure 2.3: Type 1 Hypervisor

Compared to Figure 2.1, we have collapsed the Infrastructure and Operating System blocks because now our focus is on Hypervisor and VM. Anyway, you might have noticed that the Hypervisor is sitting right on top of the Infrastructure without any OS in-between. That is because Type 1 Hypervisors are installed bare-metal. They do not have any Host OS supporting them.

It also means that as software, they are self-sufficient and sophisticated enough to function smoothly without OS file systems, system calls, library functions, and other kernel utilities like scheduling and process management. Just think about it, a software that runs without an operating system but can make room for multiple operating systems and can also manage their resources. That’s the beauty of computer science!

The virtualization market has a variety of Type 1 hypervisors to offer. For example, if you’re looking for an open-source Type 1 hypervisor, there is Kernel-based Virtual Machine (KVM). If you are looking for a paid but Real Time Operating System compatible hypervisor, there is VxWorks. Such hypervisors provide better latency control due to the absence of OS layer processes. On top of that, they also provide better resource management and security. They can be costly and demand more attention while operating. So, they are mostly used for large scale deployments in Data Centers. On the other hand, if you are just a student or hobbyist who is experimenting with virtualization, you will stumble upon the other type of Hypervisors called Type 2 Hypervisors.

You can clearly see that figure below is quite similar to Figure 2.3 apart from one difference, the presence of a host operating system:
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Figure 2.4: Type 2 Hypervisors

This is what differentiates Type 2 Hypervisors from Type 1. They are also called Hosted Hypervisors because they perform hardware virtualization through the host OS. Due to having to work with an additional layer of operations (OS), Type 2 Hypervisors are subjected to more latencies than Type 1. On top of that, they are also less resource efficient. But that doesn’t mean they are useless. They are the go-to choice for developers who have to switch often between development and testing environments. They are also ideal for individual usage. You can do something like running a minimal OS on a VM while performing all of your other tasks on your host operating system. Oracle’s Virtual Box is one of the most popular Type 2 hypervisor.

No matter which type of Hypervisor you choose, VMs offer a great deal of advantages such as:


	Allowing multiple OS environments to co-exist on the same system hardware.

	Due to logical isolation, processes running on one VM are unharmed by the corruption and/or compromises faced by the other VMs.

	Due to VMs being able to communicate among themselves and to the internet, the infrastructure can be scaled up or down horizontally instead of vertically. In other words, we can always add or remove more VMs as long as we can own or borrow sufficient infrastructure.

	Infrastructure as code can be utilized via tools like Chef or Puppet to create and/or delete VMs automatically.

	With Infrastructure as a Service on public clouds like Amazon Web Services (AWS) or Google Cloud Platform (GCP) we can practically never run out of resources even during overloads.



Containers

So, VMs are amazing. All of those advantages were really impressive, but were they exclusive to VMs? Not really, those benefits come from the very notion of isolation through virtualization. VMs are just one set of products following those principles. Come to think of it, VMs are really bulky. Their creation and destruction is time taking and if you have your own little infrastructure, you can only keep a handful of VMs active at a time. In that case, why would anyone in their right mind spare 10 GB of RAM and roughly 100 GB of storage just to keep 5 isolated webservers running simultaneously on standard PC? But are there any better alternatives? (Note: the author smirks…)

Yes, there are more suitable alternatives called Containers. If we take the traditional route, I can just define the Containers and expect you to understand or at least vaguely remember the definition. But that would not be any fun, would it? Containers are not discoveries of absolute existence like Gravity. The containers that we use today have grown on the foundation of series of other versions which were tried, tested, rejected, or utilized in the past. We will take a quick look at the significant ones in a chronological order and then define the containers of today.

Road to Containers

Not so surprisingly enough (Déjà vu!), there have been a lot of attempts over the course of computing history to find the lighter alternatives of VMs. One of them was chroot(). Introduced in Unix v7, chroot() was an OS system call that stood for “change the root directory”. As the name suggested, it allowed a process to operate from a different root directory.

In other words, the location of the root directory was changed for the particular process. Moreover, the child processes also followed the same changed root directory. This way, all of these processes could not access files outside of their changed root directory. This was the first successful attempt to provide one-way isolation to processes within the OS environment. Back then, it was a welcomed and sometimes useful addition to the Unix. Little to their knowledge, it was going to be the foundation of what we call Containers today!

To take this discussion further, check out the chronology of container evolution provided in the following Figure 2.5:
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Figure 2.5: Evolution of Containers

After chroot(), the OS-based virtualization came to a significant standstill; not because it was not appreciated, but because it was not needed back then. The world was still fancying vertical infrastructure scaling (higher specifications on a single machine) and there were not so many hosted applications due to weak internet.

In the year 2000 though, FreeBSD (open-source OS inspired by Unix) came up with Jails. The jail() was another system call that allowed FreeBSD running systems to create sandboxed virtual user spaces. Jails had dedicated set of super user accounts, physical resources, and IP addresses while sharing the same kernel of the host OS (the FreeBSD kernel). This provided more security and isolation, and it was useful for isolating shared hosted services (similar services running on the same machine).

For example, in a VM or a normal system, if the webserver gets compromised, the attacker would get access to all of the files accessible by the webserver user account (typically www). In other words, just by compromising the webserver, the attacker could even access the system shell from/etc. directory. On the other hand, the separate super user accounts of jails would prevent host compromise and since the jails are using the shared FreeBSD kernel, they wouldn’t even occupy as much resources as a VM.

In 2004, Solaris released Solaris Containers as well as Solaris Zones. This duo is a multi-stage isolation attempt on PCs with Scalable Processor ARChitecture (SPARC) architecture. Solaris Zones are virtual servers (baby VMs) on Solaris host. I used the term baby VMs because unlike traditional VMs, these zones do not have dedicated kernel and so, they do not have VM level isolation privileges like separate scheduler or separate init process. They just have resource reservations and dedicated IP address ranges. These IP addresses are then provided to the containers running on the zones. In a way, these zones attempt to host a virtual cluster of containers.

Due to architectural support limitation and less relative demand, Solaris containers could not become the MSP of Solaris, but the cluster approach was appreciated and taken into account by developers.

In 2008, Linux started supporting LXC or Linux Containers developed and powered by Open Container Initiative (OCI). OCI was a united attempt by IT giants and Linux Foundation to make containers more efficient, usable, and eventually more mainstream. Linux containers also followed the principle of isolated processes running on a shared kernel. They used a feature of Linux called cgroups (control groups) to control the distribution of resources more effectively across containers. On top of that, Linux Containers also used namespaces for more elaborate isolation. Namespaces is a broad concept but for containers, it meant independent filesystems with naming conventions.

In short, Linux containers were containing or isolating processes along with files and resources while sharing the kernel. It is a more promising execution of previous discoveries. Linux Containers are still supported today. In fact, we can run a basic container on Linux right now (well, that escalated fast)!

DIY: running a Container on Linux

Alright, time to get started with some hands-on practice. Running a container all by yourself is one of the most enlightening things to try when you are keen on learning containerization tools. If you are a fan of heist movies or crime thrillers, you can consider this part as the first impression scene where you don’t understand most of the plot (because you were not supposed to) but the scene gets revisited over and over and every time it presents a new detail.

Similarly, the practices used in this section will be reminded multiple times while teaching Docker. This will make Docker’s features more relatable and rational. On top of that, once you have seen how containers can run by using simple Linux utilities, you will not feel alienated or clueless when other tools create and/or run containers with just one command.

The prerequisites are really simple. You need a consumer Linux running on your system as the main OS or on a VM, I am running Ubuntu 18.04 and you need to perform the commands under root privileges. So, how do we make a Container?

Step 1: Prepare the system

Let’s see what we know about the containers so far. They are isolated processes along with dedicated file systems. We can isolate the process using chroot() and cgroups(), and we can dedicate a filesystem convention using namespaces. chroot() is a basic Linux utility but there are chances that you might not have cgroups() defined, so let’s add the supported library packages for it.

sudo su -

apt update

apt install -y libcgroup-dev

apt install -y cgroup-tools

Now let us make sure that none of our commands get the missing values auto-filled.

set –eux

Step 2: Obtaining the Container

As we said earlier, we need to containerize the process and the files associated with it. The process will be created by Linux itself so let us get the files. We are trying to create a containerized fish shell. Fish is another shell-like bash or korn and it stands for Friendly Interactive Shell. Let us get the tarball of the fish shell container from git.

git clone https://github.com/dsametriya/fish.git

cd fish

Extract this tarball in a newly created /fish directory.

tar -xf fish.tar

Step 3: Setup the cgroup

In this step, we will create a cgroup, assign it a uuid (Universally unique identifier) and allocate set amount of computing resources to it. The uuid will set it apart from other cgroups.

uuid=”cgroup_$(shuf -i 1000-2000 -n 1)” // Generating a uuid

cgcreate -g “cpu,cpuacct,memory:$uuid” // Creating a Cgroup

cgset -r cpu.shares=512 “$uuid” // Setting the CPU usage limit

cgset -r memory.limit_in_bytes=1000000000 “$uuid”//Setting the Memory limit

We have restricted our newly created cgroup to use not more than 512 mCPU (generally interpreted as half a CPU core) and 1 GB of RAM.

Step 4: Run the Container

Now, as the step itself suggests, we will run the container under the changed /root directory.

cgexec -g “cpu,cpuacct,memory:$uuid” \

unshare -fmuipn --mount-proc \

chroot “$PWD” \

/bin/sh -c “/bin/mount -t proc proc /proc && hostname linux-container && /usr/bin/fish”

Sweet ravioli, what in the world is this monstrosity of a command? Let us break it down. First of all, to avoid any confusion, the backward slashes (\) at the end of every line indicate a multi-line command.


	In the first line, we are executing the cgroup that we have created recently with the resource limits defined in the last step. In other words, we are running the container.

	Then, with unshare command, we are making sure that the cgroup does not execute in the same namespace as its parent. This way, the container will be detached from the current Linux shell.

	Going forward, we are also changing the root directory for the cgroup process with chroot(). This is proper isolation. Separate root directory, separate namespace, and separate resource group.

	Now we have just one thing left to take care of, /proc. It is a Virtual file system that gets created every time Linux systems boot up and it is destroyed when they shut down. Proc is used to keep track of runtime stats. In the final line, we are providing a mount path for our container’s /proc. This is important because the container’s runtime status needs to be separated from host’s runtime status. The container may crash while the host is running as smoothly as ever. Also, we are providing some additional information like different hostname to address the container more easily.



After you perform all of the 4 steps successfully, the output should look something like the following one:
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Figure 2.6: Running a simple container on Linux

To make your judgment quicker, take a look at the lines beside the two white arrows. You can clearly see that you have switched from bash to fish shell in a container. This clearly means your container is running. Since we have already got it running, what comes next? Any guesses?

Basic definition of Containers

You have understood the concept of virtualization, you went through the journey of advent and evolution of Containers and you have also run a container using nothing but Linux utilities. Now, let us try to define containers using our current knowledge and the following figure:
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Figure 2.7: Containers on Linux

Containers are a lightweight unit of OS-Level Virtualization used to run and control isolated applications, typically scalable microservices.

What you just read is the basic idea behind raw containers. Many sources across the internet provide you market friendly definition of containers which is more attractive but less insightful. If you break down this definition, you will find two parts: an identity and a purpose. Being a lightweight unit of OS-level virtualization is the identity of the containers whereas microservice management is the purpose. Unfortunately, in Container’s case, the identity is not enough to meet the purpose. For example:


	Even if we do not run these commands repetitively and create a script instead, the script will not work on all flavors of Linux.

	The resource allocation of the container was eyeballed very vaguely and that is because you are most likely going to be unaware of the proper required proportions. Plus, you have to tweak them manually based on your system configuration.

	What about the zombie process management if/when the cgroup crashes?

	If the said container is running a microservice, what about version management and regular updates?

	While these scripts might be comfortable for the developers, they are a nightmare for clients so “It worked on my machine!” issue still persists.



We can keep going, but I believe you have got the point. The kind of container we just ran did fulfill the virtualization, but it was not enough. On that stage, they could not be seen as a universally acceptable solution to enhance microservice deployment. That is why despite of existing since decades, containers had mostly remained out of the radar of System Admins. But the tables were soon going to be turned completely upside down.

Docker: A Container Runtime Environment

Have you ever been amazed when a pro chef takes some fairly cheap street food and turns it into a popular premium restaurant recipe? Well, Solomon Hykes and his team did exactly that with containers when they launched Docker in 2013.
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Figure 2.8: Docker Ecosystem

Docker is a Container Runtime Environment (CRE). It means that it is a software that runs and manages Containers. It added the much-needed Platform as a Service (PaaS) flair to containers and eliminated the need of writing complicated commands repeatedly forever.

Apart from the CRE itself, Docker also introduced a slew of other container management products. Some of them are easy to avoid paid services while others are free to use game changers which still dominate the container user base. Out of all of these products, the most useful one is Docker itself (I know you could guess it easily, I just had to write it). Docker as the CRE, can be installed on top of Host Operating system such as Linux or Windows. As you can see in the following figure, Docker acts as a bridge between the OS and the Containers:
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Figure 2.9: Docker and Containers

It uses the same principles of shared kernel, cgroup, and namespaces to containerize processes. While your job as a system admin might be to “serve” the microservice, Docker’s job is to run the container. We will take a deeper look into its architecture in the next chapter but for now, let us just say that Docker is more meticulous about the health and performance of the containers than any average Linux user.

This by itself is a good enough reason to use Docker, but it is not what makes Docker special and revolutionary. Docker’s true strength lies in its integration with its ecosystem. In the fish shell example, we cloned a container tarball from my git repository. How could you be so sure that it was not corrupted, or it was secure for your system? If we keep using such direct links for container sharing, we might end up with unmanageable amount of security compromises. That is where Docker Registry comes in. It maintains a global collection of downloadable container images (we will get to them soon enough) as well as private repositories for organizations. On top of that, it also provides verified versions of popular containers maintained by the source organization themselves.

These downloadable containers can then be imported to any system running Docker and they will perform more or less the same! Till now, Linux Containers were taking lightweight isolation as their main objective. Docker has taken it as a default asset and developed their CRE while keeping the deployment experience of containerized application in focus.

On top of that, Docker also provides its own version of container clustering. They call it Docker Swarm. The Docker ecosystem also consists of a convenient application development tool called Docker Compose and a Container building format like Dockerfile.

All of these offerings work almost effortlessly together, and they create a containerization-friendly environment for the application developers as well as the system admins. Containers and specially Docker are major players behind the success of the DevOps movement. With all of this, the current and most relevant definition of the Containers goes something like this:

Containers are an abstraction of the application layer, which packages codes and dependencies together.

The previous and the current definitions lead to the same concept but previously the focus was virtualization whereas now the focus is Containerizing the executable application (of course in a virtualized space) along with its unique dependencies while borrowing common resources from the shared kernel. You can containerize anything from webservers to OS itself to the smallest scripts. So, let us address the million-dollar question.

Virtual Machines or Containers?

It is easy to jump on the bandwagon and choose Containers but to be honest, none is universally better than the other. Both are extremely relevant and useful in today’s practices and they offer a different set of advantages, albeit when it comes to microservices, Containers are the key.

From the employment perspective, containers are more beneficial since they are relatively new and the migration phase is still years away from saturation. On top of that, containers also offer a lot of certification opportunities to make your resume shine. But all of these aspects are not that important for you right now. You have just entered the world of containers and it is going to get a lot more exciting from here on. In the next chapter, we will take a deeper look into Docker’s architecture and start playing hands on with it. Till then, enjoy the quiz questions!


Note - Q: Which container definition to use during interviews and other judgmental stages?

A: You can use both of these definitions whenever and whichever feels appropriate.



Conclusion

In this chapter, you entered the world of virtualization. After learning about VMs and what makes them less suitable for the deployment of microservices, you got a conceptual introduction to Containers. Now, no container creation-based product will be a mystery for you since you know the last mile implementation of containers. This chapter has also kick started our journey of learning Docker. Look forward to wonderful concepts and skills to learn in the next chapters.

Multiple choice questions


	Which of the following is used as a bridge between OS and the host system to create Virtual Machines?

	PCI bus

	Hypervisor

	Switch

	Supervisor


Answer: B


	Which of the following type of hypervisor is installed without any OS on a computer system?

	Type 1 hypervisors

	Type 2 hypervisors

	Hosted hypervisors

	None of these


Answer: A


	What is the functionality of chroot() system call?

	To change the priority of the current running user process.

	To change the scope of the current running user process and its child processes.

	To change the PID of the current running user process and its child processes.

	To change the root directory for the current running user process and its child processes.


Answer: D


	Which of the following is not a type of virtualization?

	Emulation

	Virtual Machines

	Application Package

	Container


Answer: C


	Which of the following is not a feature of containers?

	Isolation

	Virtualization

	Dedicated Kernel

	Small footprint


Answer: C




Questions


	What is virtualization in a Computer Science? Have you come across virtualization in practice? Expand upon your experience.

	What is a Hypervisor and why are they important? Explain briefly about the types of hypervisor.

	Give a crisp definition of containers in your words. Elaborate your definition.

	What are the fundamental differences between a Virtual Machine and a container? Which one is more suitable for microservices? Why?

	What differentiates Docker from other container technologies?







CHAPTER 3

Introduction to Docker


Introduction

In the previous chapter, we became familiar with the concept and growth of containers and how they are different from the Virtual Machines (VM). The efforts that developers need to put to containerize the application were overwhelming, which makes them pretty much impractical to use. That is where Docker shines as a solution and this chapter explores it further. Get ready for some in-depth architectural understanding and a lot of installations!

Structure

This chapter covers:


	Docker: A deeper look

	Docker architecture

	Installing Docker on Linux

	Installing Docker Desktop on Windows

	Installing Docker Desktop on Mac

	Running fish shell as your first Docker Container



Objective

If the previous chapter was like a brochure, this one is like a welcome kit along with the joining form of an institution. As stated in the structure, it provides a detailed look into the architecture of Docker and its components. By the end of this chapter, you and your system will be ready to go wild with Docker!

Docker: A deeper look

Docker is not the only Container Runtime Environment (CRE) in the market. The Linux Containers have their own variant of CRE called LXD and there are other significant players like CRI-O and Containerd as well. While others are emerging CREs, Docker is a wholesome platform that provides an end-to-end containerization experience (sounds like sales pitch, doesn’t it?). If you randomly search the term “application containers” on Google, you will see that majority of results are about Docker in one way or another. Docker has almost become synonymous to the containers. The reason is not just the first-mover advantage. As I have said earlier, what makes Docker special is its Build-Ship-Run model. To know more about it, check out Figure 3.1:
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Figure 3.1: The Build-Ship-Run Model

This model treats three important phases of a containerized microservice’s lifecycle individually and provides three different objects to address them. These objects are called Dockerfiles, Docker Images, and Containers (or Docker Containers… but let’s just go with Containers). We will play with them a lot in this book, but before that, let’s demystify how Docker works!

Docker architecture

Compared to whatever container implementation we have seen earlier, Docker’s architecture is really intriguing. It follows a client–server-ish model (I will justify the ‘ish’ part soon enough). Just like every other software, Docker is also built on the foundation of a bunch of strong APIs and a few processes that exchange, process, and shape the information using those APIs. Sounds complicatedly simple enough, right? All we have to do is understand the working of the APIs and the purpose of the processes, that’s it! It is not exclusive to Docker, this trick works on any software architecture.

Docker follows the same concept of containers. In other words, it also runs an isolated process under different root directories and supports it with a cgroup and namespace. Whatever it does additionally is to enhance the performance of the containers and to make your life easier. We had mentioned this in the previous chapter and we will see it in theory in this chapter. Moreover, we will see a lot of those enhancements in action in further chapters. Figure 3.2 is a conceptual graphical representation of Docker’s operational architecture:
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Figure 3.2: Docker architecture

The product we all commonly known as Docker is a software package written in Golang (go language). It is offered in both community (free) and enterprise (paid) editions. For learning purpose, the community edition is more than enough but we will sprinkle the references of enterprise edition wherever they are relevant.

There are three main components of Docker’s architecture namely Docker Client, Docker Host, and Docker Registries. First, we will see the individual functionality of each component and then we will understand how they work with one another.

Docker Client

It is the Client end of the Client-Server-ish analogy we mentioned earlier. Typically, any machine or application console that runs Docker API (docker) is called Docker Client. When you perform standard Docker installation on your system, Docker API will be installed on it as well and thus your system will turn into Docker Client. The primary way to interact with Docker API is through the Docker command line.

The reason why it is called a client is that Docker API by itself is just a communication link between users and Docker Daemon. The Docker API cannot create containers by itself. But that does not mean the client is not important. It carries out the essential task of validating the user requests.

Docker Host

This is the server end of the Client–Server-ish analogy. I called it Client–Server-ish because of two reasons:


	Generally, when we talk about client–server model, we think of two different and distant machines communicating with each other. That is not necessarily the case here. Most of the time, Docker Client and Docker Host are going to be the same machines.

	The communication is not client–server exclusive. There is another member as well. But we will look at it after we thoroughly understand Docker Daemon.



Docker Host is the machine that runs the Docker Daemon. Honestly, Docker Daemon is the most intricate part of Docker. In OS terminology, daemon is a term used for processes that run silently in the background and thus are non-interactive. Just to make it clear, they do not run in background because they are less important. They do so because they are essential and they don’t want their performance to be obstructed by our inputs (ouch)! Generally, identifying daemon processes on Linux is pretty simple. All you have to do is look for processes that have names ending with small d. For example, systemd, syslogd or sshd. Our point of focus is dockerd (Docker Daemon).

Docker Daemon does everything that you can think about containers. It creates them, runs them, loads them, tags them, switches their network context, etc. It runs on root privileges and has the right to access kernel resources. The only way to give it any instruction is to pass it via Docker Client. In other words, when we run some commands using Docker’s Command Line (docker CLI), they get translated into Application Program Interface.

(API) requests and get passed on to Docker Daemon. Docker Daemon executes the said operation and returns the response to Docker Client which gets reflected on our terminals. Client itself doesn’t perform resource-sensitive tasks. There can be one or more clients talking to the same daemon and in the worst case, even if the client is compromised, daemon can just break the connection and keep going till it gets a repaired and valid client connection request.

The client–server communication between Docker Client and Docker Host is actually Inter-Process Communication (IPC) carried out via socket() APIs between dockerd (Docker Daemon APIs) and docker (Docker Client APIs). Sockets are communication endpoints between processes on the same or different machines. They were introduced in Unix network stack and are still widely used as transport layer backbone and are abstracted away by higher layer protocols like HTTP. If they are on the same machine, they communicate through local host and if they are on different machines, they communicate via IPs. The requests and responses are communicated in HTTP REST format like GET, POST, PUSH, and so on.

Note: Run ps –aux to get the list of all running processes to find daemon processes on your Linux system.

Since Docker Daemon runs on Docker Host, the containers and Docker Images are also created there (because dockerd will have access to the host’s kernel). Apart from Docker Client, the Daemon also communicates with one more entity, let’s check it out.

The Registries

They are the third and most unique component of Docker’s architecture. Earlier calling them Docker Registries was also fine but now since many players (like Google and Amazon) have joined in, they are not exclusive to Docker. Registries are used to store Docker images. For now, you can say Docker Images are transportable (over internet) packaged collection of files and programs to be containerized. The registries can also be used to make the images accessible to the intended users. This makes shipping containers ever so easy, secure, and reliable. There are two types of registries, public and private ones.

Docker Hub is the most popular and easiest to use public repository. It is valuable because of the enormous amount of contributions made to it. You can find almost any Docker Image in its latest version on Docker Hub. It is managed by Docker and Docker Daemon is programmed to communicate with it directly. Utilities like image search and pull will use Docker Hub as their source unless mentioned otherwise. By the end of this chapter, we will run a container pulled from Docker Hub and we will explore most of its utilities in upcoming chapters.

Organizations or individual users can create their own public repositories on Docker Hub for better arrangement of images. Public cloud providers like Google and Amazon have their own container registries which are useful for quick container deployment on that particular cloud but that has not challenged the throne of Docker Hub as the go-to solution for any container enthusiast.

Apart from public repositories, Docker also allows you to create private repositories where unauthorized users cannot access your Docker Images. Of course, such provisions are paid and fall under enterprise-grade support. On top of that, Docker also offers Docker Datacenters (DDC) - Their own servers and Docker Trusted Registry (DTR) - Their dedicated image verification as other enterprise features. Added security and trustworthy infrastructure management is their way of making money, which makes sense.

Just to avoid any confusion, the registry and repository are different for Docker. Registry (generally managed by massive organizations like Docker or Google) is a collection of hundreds of thousands (if not millions) of repositories created by individual users (like you or me) or smaller organizations (like Redis).

In a nutshell, if we want to run a publicly available container, we ask Docker Client to pass the instruction to Docker Daemon. Docker Daemon then searches Docker Hub for the container image and downloads it. It unpacks the image and runs it as an isolated container. At the end, it sends us the container’s running status via Docker Client. We want to see all of this in action but before that, we need to install Docker!

Installing Docker on Linux

Docker is supported across multiple Linux variants, hardware infrastructures, and ISAs. Here, I will be using Ubuntu 18.04 LTS (Bionic Beaver) on ×86_64 architecture (Intel ×86 Instruction Set for 64-bit hardware). If you are also curious about knowing your infrastructure, you can run the following command:

arch

Now let’s begin Docker Installation.

Step 1: Setting up repository

As usual, first of all, we will update the system repos and install some of the pre-requisites. If you have them pre-installed, this will either update them or will let you know that you are good to go.

sudo apt-get update

sudo apt-get install \

apt-transport-https \

ca-certificates \

curl \

gnupg-agent \

software-properties-common

To briefly state the purpose of each package. HTTPS is used for exchanging REST requests and responses, ca-certificates to validate client–server communication, Client URL (curl), and GPG (more about GPG in the notes) for assisting the installation. Before setting up the repo, let’s add the GPG key from Docker. This will enable public-key encryption between Docker and us to make sure we never receive a fraud package under Docker’s disguise.

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key add -

Note: GNU Privacy Guard (GPG) is a cryptography package used to sign documents, files, or software packages to maintain their legitimacy. It is an open-source implementation of PGP (Pretty Good Privacy) as the latter eventually got commercialized by McAfee (you might have heard of their virus scan and removal tools).

Finally, we will add the stable repository. Most of the software have multiple versions of their releases working simultaneously. You might also be a part of some of the beta-testing programs of a few games or applications. Thus, by adding the stable repository, we will make sure that whenever we run apt-get updates, Docker only sends stable updates to our system. That way, we will avoid unnecessary encounters with bugs and unstable features. Just for your information, apart from stable, docker has Test (beta) and Nightly (alpha) versions of its releases.

sudo add-apt-repository \

“deb [arch=arm64] https://download.docker.com/linux/ubuntu \

$(lsb_release –cs) \

stable”

The Docker release for arm64 and x86_64 is the same. So, even though my architecture is x86_64, I will be downloading arm64 version for Debian, which is the parent OS of Ubuntu. The lsb_release –cs sub-command will return the name of the Linux distribution with the codename of the distribution release. For me, this command will return Ubuntu distributor with release “18.04” and codename “Bionic”.

Step 2: Installing components

Let us check if the repository is set properly. And to do so, we need to run a generic update command and see if it returns any Docker packages.

sudo apt-get update

Note the arrows in the following figure. The package list on our system has these new entries of Docker packages:
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Figure 3.3: Docker packages

Now let us install the Docker components. We are installing Docker CLI, Docker Engine Community Edition (which includes daemon), and containerd.

sudo apt-get install docker-ce docker-ce-cli containerd

Since our machine is both Docker Client and Docker Host, we are installing both Docker CLI and CE. After Docker version 18.09, containerd is used as a layer between docker daemon and kernel system calls.

The installation should look something like the following:
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Figure 3.4: Docker Engine Installation

Step 3: Are we good to go?

We are done with the installation process. Now, it is time to verify the installation. And to do so, we are going to use the traditional way of testing, Hello-World! Docker has provided an image called hello-world to test the installation. Let us run a container using this image and see if the installation is successful. Type the following command in your terminal.

sudo docker run hello-world

If you are able to get the output of docker run command like the one below, Congratulations!! You have successfully installed Docker Community Edition on your host.


[image: ]

Figure 3.5: hello-world container (with root privileges)

Step 4: Improvement of quality of life

Did you notice the sudo before docker run command? This is because by default, Docker Daemon is bound to UNIX socket which is owned by the root user. So, non-root users can only communicate to Docker daemon if they use sudo before sending any Docker command. To avoid this hassle, Docker daemon creates an UNIX group called docker with read/write privileges and you can add non-root users in this group. This way, you can run docker command without remembering sudo, that’s one less thing to worry about; hence improvement of quality of life.

sudo groupadd docker

sudo usermod –aG docker $USER

Here, usermod command takes the name of the currently logged in user ($USER) and adds it to the docker group. Since usermod command modifies the system files with the latest changes, we need to reboot the system to allow these changes to reflect. When we hit the docker run command again without sudo, this should be the expected output.
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Figure 3.6: hello-world container (non-root user)

Installing Docker Desktop on Windows

Before you start spinning shuriken out of spring roll sheets, let me assure you. I understand that you have some serious questions just by looking at the subtopic.

“But Nisarg, didn’t you mention in Chapter 2 that containers were all about sharing Linux kernel and isolating processes? Then, how could we do that on a Windows Machine and that too without a VM?”

Do not worry. There is nothing ground breaking here. Earlier, Docker did use to install a dedicated Linux VM on Windows to make containers. Nowadays, it is using the latest feature of Windows 10 called LCOW (Linux Containers on Windows) which uses Hyper-V and a minimal Linux variant to bring Linux Kernel capabilities on Windows. So, there is no shared kernel. There are individual microkernels for Windows Containers.

Does that even carry the advantages of Docker and Containers in general? No. This is more like a testing environment. LCOW is not even supported by Windows Server 2016, so there are no scopes for datacenter deployment of containers. Just because Windows exists, Docker Desktop for Windows exists. And just because Docker Desktop for Windows exists, we are going to look at its installation.

Before installing Docker Desktop on Windows host, there are a few prerequisites that must be fulfilled:


	You need to have Windows version 10 (Pro, Enterprise, or Education) and 64-bit architecture with at least 4 GB RAM. To verify the version of your Windows OS, press [image: ] + R, which will open up the Run utility. Type winver and you will get details about your currently installed Windows OS version and build.



Hyper-V and Containers Windows features should be enabled.

Now, let us download the setup of Docker Desktop for Windows:

Step 1: Downloading the setup

And to do so, visit the link https://hub.docker.com/editions/community/docker-ce-desktop-windows and you will land on Docker Desktop webpage. The setup gets, in general cases, downloaded in Downloads folder on your system and the name of the setup file should be Docker Desktop Installer.exe.
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Figure 3.7: Docker Desktop for Windows

Step 2: A few clicks

After downloading the setup, double-click on it. This will open up a Windows Installer dialogue box asking for the permission to run this setup on your system. Grant all the necessary permissions and you will be redirected to the installation process. Then, another window will pop-up offering some configuration setups before the installation. We can leave the defaults configuration checked and proceed further.

At this stage, as you can see in Figure 3.8, Windows installer unpacks different packages of various Docker utilities and dependencies:
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Figure 3.8: Docker Desktop for Windows – Installation

After all the packages are installed, you might see a dialogue box (just like the below one) with the message that the Hyper-V feature is not enabled yet and would you like to enable it for Docker to work properly? In that case, enable the Hyper-V by pressing OK and restart your system because without Hyper-V enabled, there will be no virtualization and without virtualization there will be no containers.
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Figure 3.9: Docker Desktop for Windows – Hyper-V

Step 3: Testing the installation

After successfully installing Docker Desktop for Windows, it is time to test the installation. On the bottom right corner of the task bar, a whale icon should have been added and when you click on that icon, a list of Docker utilities will be available to you. Now, let us go to the command prompt and use the same docker run command to run the hello-world container on Windows. As you can see, we got the hello-world container, running on the Windows! Now you can go back to spinning shuriken:
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Figure 3.10: Docker Desktop for Windows – hello-world container

Installing Docker Desktop on Mac

Just like Docker Desktop for Windows, this one is also created solely for the purpose of testing and development, not deployment. Even though both of them are called Docker Desktop, the Mac version is quite different from Windows. It uses a virtualization utility called LinuxKit, which is exclusive to High Sierra and later Mac versions (Mojave and Catalina). The system should also have at least 4 GB of RAM and hardware newer than 2010.

Since Mac OS kernel has closer resemblance to Linux, many features of Docker like symlink, cgroup, and namespaces work natively. Thus, the footprints of microkernels used for bringing containers to life are much smaller than their Windows counterpart. We do not even need to break the installation down into steps here. Docker Desktop for Mac is installed as a native Mac application right in the /Applications folder, which means the drag and drop feature will work just fine.

Visit Docker Hub on https://hub.docker.com/editions/community/docker-ce-desktop-mac and download Docker Desktop for Mac setup file:
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Figure 3.11: Docker Desktop for Mac

You will find the docker.dmg which is Docker’s Disk Image file in the Downloads folder on your Mac system. Now, double-click on it to decompress and verify its content inside it. This will mount the docker.dmg file to your Mac system and you can find it in the list of mounted devices.

Here comes the favorite part, drag the Docker.app icon and drop it inside the Applications folder:
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Figure 3.12: Docker Desktop for Mac – Drag and Drop

Now, to run Docker Desktop, double-click on the Docker app icon in the Applications folder and you will be directed to a couple of dialog boxes asking to acknowledge that you trust the source and to give it privileged access. Enter your system log in password to authorize Docker to make changes to your filesystem. Just like Linux and Windows, you can run the hello-world container on Docker Desktop on Mac as well.

Running fish shell as a Docker Container

As you remember, in Chapter 2, Hello Containers!, we ran a DIY container of fish shell on Linux with the help of the chroot(), cgroups, and namespace. The process almost took a whole page full of commands, and we had promised that Docker will simplify it. Most of you might have even guessed the solution but we are going to do it anyway. Go to your Linux terminal and run the following command:

docker run -it csametriya/fish-shell:latest

Identifying output should not be difficult for you now. It should look something like this.
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Figure 3.13: Interactive fish shell container

In this one command, you indirectly used a Dockerfile, whereas you directly interacted with Docker Client, passed your request to Docker Daemon, pulled an image from Docker Hub, and ran it as an interactive container. This is the beauty of Docker. To elaborate further, since our host system did not have the fish shell Docker image, Docker daemon pulled it from my public repository on Docker Hub. The image itself does not pop out of nowhere. Someone must have built it from a Dockerfile. So, your action became a community attempt. Wonderful, right?

Conclusion

This was Docker’s Build, Ship, Run model in its full glory. You not only understood Docker’s architecture; but also learned how to install it on different environments and how to run your container with it. I am sure you enjoyed the simplification of the container running process using Docker. To appreciate it even further, in the next chapter, we will one-up your skillset by learning how to write Dockerfiles and we will also understand how the Docker image building process works. Till then, Good luck for the quiz and Happy reading!

Multiple choice questions


	Which of the following is not a Container Runtime Environment?

	Docker

	Containerd

	CRI-O

	Kubernetes


Answer: D


	Which of the following programming languages is used for writing Docker?

	Python

	JAVA

	golang

	C


Answer: C


	What is the use of Docker Client?

	To monitor the resource usage of Docker objects.

	To send the user requests to Docker daemon.

	To create and manage Docker image repositories locally.

	To schedule the boot order of Docker objects and services.


Answer: B


	Which of the following is a non-interactive process by default?

	Docker Registry

	Docker Client

	Docker Daemon

	Container


Answer: C


	Which of the following is used to store and access Docker Images? 

	Docker Storage

	Docker Volume

	Docker Shelf

	Docker Hub


Answer: D




Questions


	Explain Docker’s Build-Ship-Run model.

	Break down Docker’s architecture with a suitable diagram.

	What is the role of Docker Daemon in Docker?

	Run a hello-world container on your Docker Host using docker run command.







CHAPTER 4

Writing Dockerfiles


Introduction

In the previous chapter, we prepared our machine to work with Docker Containers. So, in a natural flow of progression, now is the time to start making your own containers. This chapter will make a casual visit to Docker Hub and then it will shift to learning how to write Dockerfiles. You will explore all of the important Dockerfile instructions and their impact on the consecutive stages of building a container image. As an author, I would like to recommend that you perform the practical tasks and read the chapter simultaneously as it will enhance your learning experience drastically.

Structure

This chapter covers:


	Exploring Docker Hub!

	Introducing Dockerfile and its instructions

	Writing your first Dockerfile

	Your Docker Image on Docker Hub



Objective

The objective of this chapter is to immerse you into Docker’s treatment of containers by writing them yourself. To do so, we will go through each Dockerfile instruction explicitly and understand how and why each one of them should be used. In this chapter, you will get a mix of discussion and tutorial approaches to look at each instruction thoroughly and objectively. Till now, you have been thinking about containers, after this chapter, you will think in terms of Docker Containers. You will also have your own Docker Hub repository populated with your handwritten Docker image!

Let us explore Docker Hub!

Starting the chapter with something refreshing is always fun. Let us revisit and broaden up the context and concept of Docker Hub a little. The Docker architecture figure from the previous chapter is a perfect reference for it:
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Figure 4.1: Docker architecture

Registries are used to store and ship container images and Docker Hub is essentially a public Docker Image Registry. We had already defined Docker Images prematurely and considered them as a packaged collection of applications and their dependencies. Further in this chapter, we will properly define Docker Images and learn about their internals. For now, you can say that Docker Images represent containerized applications. Since containers are running processes, shipping them is practically impossible (unless you are motivated enough to transport running computers or servers for the sake of #YOLO). So, Docker Images are shipped as ready-to-run versions of containers. With that out of the way, let us go to Docker Hub!

Open your preferred web browser and go to https://hub.docker.com/. You should land on Docker Hub’s landing page that looks something like the following screenshot:
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Figure 4.2: Docker Hub landing page

Even though signing up seems like the most natural action to perform, we are here for a different purpose. On the top right side of the page, click on Explore and you will be redirected to a page that should look something like the following screenshot:
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Figure 4.3: List of Docker Images

On the top panel, you can see four tabs among which the currently selected tab is Containers. But if you look at the search query in the address bar of the browser, the type field is equated by Image. This supports what we just mentioned recently about the containers being shipped as the compressed images. As you might have guessed, what we see here is a huge list of Docker Images available on Docker hub. To be precise, at the time of writing this book, there are over 3 million Docker Images from various contributors.

The currently visible list is sorted by popularity. Docker is not much vocal about their definition or criteria of popularity but from my experience, I can say that popularity is mostly related to the number of times an image is pulled with the possible influence of the image’s ratings. Just like GitHub repositories or Play Store applications, the rankings may vary time-to-time but the current most popular Docker Image is the Oracle database Enterprise Edition. If you click on that Docker Image title, you will see a curated product-like description along with some support links. We will explore that when we upload our own image.

For now, let us focus on the left pane which is stacked with checkboxes. These checkboxes are contextual filters of Docker Images and to perform the filtering process, they use the tags visible below the one-liner description of the Docker Images. For example, Oracle database EE has the tags called “Container”, “Docker Certified”, “Linux”, and so on. The “Container” tags are used to separate plugins and binaries from Docker Images. Since most of the tags are self-explanatory, we will focus on the important ones.

When we apply the Docker Certified filter, the output gets reduced to what is shown in the following figure:
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Figure 4.4: Docker Certified Docker Images on Docker Hub

The Docker Certified tag is applied by Docker to the scrutinized images that are built using best practices suggested by Docker. Such images are also tested and validated against Docker Enterprise Edition (EE). In other words, they are capable of leveraging features of Docker EE via APIs and they also pass its security standards. In some cases, Docker might even have collaborated with the developers of the images (for example, Oracle for JAVA) to enhance it and bring it to such standards. We will learn more about EE features and security standards in further chapters.

In a nutshell, Docker-Certified images are developed by third-party vendors (such as Oracle) but recognized and sometimes even enhanced by Docker. As you can see, there are only a handful of them (around 50 by the time of writing the book). Notice one thing though, these images were updated long ago. That is because the update rollout strategy is decided and carried out by the publishers of the image, not Docker.

This brings us to our second filter, the Verified Publisher. Instead of scrutinizing individual images, this tag is associated with publishers that are verified by Docker. All of the images published by such publishers are visible when this filter is applied. With so many web apps being containerized, this particular tag is going through diminishing importance. Its only use is to help you avoid fraud or fake Images in some cases.

The next filter is Official Images. When we turn it on, the list changes to something like the following screenshot:
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Figure 4.5: Official Docker Images

Official Images are published and maintained by Docker. They are a set of images that Docker thought were important for containerization to pick up the pace. Since they are maintained by Docker as well, if you notice below the title, most of them are updated more frequently than Docker-Certified images. Even though the list only comprises of ~160 images by the time of writing the book, the list is really diverse. It covers a lot of categories like databases, webservers, coding environments or minimal OS themselves. Fun fact, the hello-world image that we pulled in the last chapter was also a Docker Official image.

But, why are these images important? You can say they set an unofficial benchmark for containerized application performance. Since these images are mostly stable, they are good for practicing containerization. Just imagine, bugged containers on top of your operational errors when you don’t even understand the technology properly, that is a nightmare. But this raises another important question, how did they (developers) create these images?

Introduction to Dockerfiles and its instructions

Dockerfiles are sequential sets of special instructions intended to be parsed and processed by Docker daemon for building Docker Image. In other words, they are text documents. They can be written using any text editor and they are generally easy to write and understand. Do you remember those tiresome Linux commands for manually creating containers from Chapter 2? Dockerfiles replace that process and make it more standard and developer friendly. They also help with keeping things organized. Over time, Dockerfiles have turned out to be the primary way of interacting with Docker and migrating to containers in general. The following figure is the conceptual representation of a Dockerfile:
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Figure 4.6: Common Dockerfile Structure

The figure shows different types of instruction keywords (without arguments) in a sequence. The categorization is not absolute or official but it will be useful while understanding the image building process.

Since Docker Images are collection of files, they are perceived as a logical stack of layers by Docker where each layer represents one or more files. These layers are created from Dockerfile instructions and each instance of an instruction contributes to one layer in the stack.

Before understanding these instructions, we need to understand how Docker accepts the request to build a Docker Image from a Dockerfile. Such a request is sent to Docker Daemon via Docker Client. One such example of doing so is using the docker build command. The command is followed by its arguments which at least include the name of the Dockerfile, the name of the resultant Docker Image and the path from which the Dockerfile and the support files can be obtained. Such a path is called the Build Context. In other words, Docker Image building process will be carried out keeping the content of the build context into consideration.

With that out of the way, let us explore all of the instructions of Dockerfile along with their uses one-by-one.

FROM

Considering the top-down Left aligned left-to-right (LALR) parsing of Dockerfiles, this is the first (top most) instruction (well, mostly). This instruction also creates the first and bottom most user-created layer of Docker Image. Docker daemon uses FROM to initialize a new build stage (Docker Image building instance) and for setting up the base image. Base images are pre-existing Docker Images (on Docker Hub if not mentioned otherwise) that you can use to build your particular application.

For example, if you want to host a customized Nginx webserver on an Ubuntu Linux container, you should not have to reinvent the wheel by trying to unnecessarily create another Ubuntu environment. You should just use the existing Ubuntu Docker Image as the base image and setup your webserver on top of it. This is one of the major reasons why Docker got personally involved into creation and maintenance of official Docker Images. Here is the syntax of FROM instruction:

FROM [--platform=<platform>] <image>[:<tag>] [AS <name>]

The text enclosed inside square brackets are flags and the ones inside angular brackets are values. Flags are optional, values are mandatory, and if the optional flags are used, then their values are also mandatory.

FROM itself is the keyword and --platform represents the infrastructure. You can mention the OS and ISA (Instruction Set Architecture) as the arguments. For example, linux/arm64. It is followed by image:tag combination. Image should be replaced by the name of your intended base image and tag generally represents the version of the image. The version can be product release specific (numerical) or user group specific (like canary or dev or beta). Since the value of tag is optional, if no tag is provided, Dockerfile takes “latest” as default. The latest tag is provided to images by Docker hub based on their release timestamp. Finally, we have another optional flag called AS. It is used to name the build stage. Such convention is useful when the image is built under multiple stages. We will look into them with practical examples later in this book. To wrap things up, let’s take a look at an example of FROM instruction.

FROM ubuntu:latest

The above instruction is a classic example of how beginners would use FROM. It will simply initiate a build and set Ubuntu 16.04 as its base image. It will take the host’s infrastructure specs as default values for the platform flag and will skip naming the build stage. If the build stage is not named, docker uses integer values to identify them. The first build stage receives the value 0 and the others (in a multi-stage image building) carry the streak forward.

There is a lot to cover in terms of what each instruction in Dockerfiles means and how it changes the resultant Docker Images, so we will go slowly and step by step as usual.

ARG

This is the only instruction that can precede FROM, but it is a bit special. We had mentioned earlier that each instruction results in a stacked layer of the Docker Image, ARG is not such. ARG is treated outside of the build context of the Docker Image (so FROM still remains the first or bottom most layer). ARG is used to declare variables that can be used by other instructions. You can say ARG is surface level similar to the Macros of C programming. ARG has a self-explanatory following syntax:

ARG <VARIABLE_NAME>=<value>

Along with syntax, ARG also follows a set of rules as listed:


	ARG must be written before the first FROM of the Dockerfile.

	Multiple ARGs can be used to declare multiple variables but all of them should be declared before first FROM.

	Variables defined by ARG can be referred by any other instruction but the scope of reference is limited to a single build phase, in other words, if the variable has been used once, you should write ARG followed by the used variable once more without the value. This will carry on its value from the previous declaration. In this sense, the scope of variables declared by ARG is global to the Dockerfile.



After the first FROM, any value declared with ARG will be ignored and any re-declaration will not be able to overwrite the already existing previous declaration.

Following these rules, the instruction from the previous example can be written as follows:

ARG VERSION=latest

FROM ubuntu:${VERSION}

The result of such instructions will be the same as setting up ubuntu:latest base image using FROM instruction. Here is one more sample with multiple ARGs.

ARG VERSION=16.04

ARG PLATFORM=linux/amd64

FROM --platform=${PLATFORM} ubuntu:${VERSION}

In this case, both PLATFORM and VERSION values will be passed to FROM and Ubuntu 16.04 for 64-bit AMD will be set as the base image. We can still spice things up a little (because… why not?!). Check out the following instructions:

ARG VERSION=latest

FROM ubuntu:$VERSION

ARG VERSION

RUN echo $VERSION > image_version

Here, we have used ARG by more than one instructions and to do so, we re-declared it without the value. Don’t bother about the RUN instruction for now, we will take a deeper look at it soon. So, the latest version of Ubuntu will be set as the base image and the string “latest” will be printed in a file called image_version.

One realistic example of ARG would be when a Dockerfile is too long and is shared among multiple developers to commit. In such a case, declaring important variable values at the beginning makes it easier for other developers to follow. In a nutshell, ARG is an optional luxury instruction that can be used to enhance developer experience.

COPY

We have set the stage with FROM, now is the time to own it. We have seen earlier that FROM or the base image is the bottom most instruction layer in the file system of a newly built image. Every instruction that we cover from now on, will stack itself on top of the previous instruction. Unlike FROM, these instructions don’t have a particular order to be stacked. Their position depends on how we write the Dockerfile.

COPY as its name suggests copies files or directories from source to destination. The source can be the build context, previous build stage or another Docker Image altogether. The destination is a path under the file system of the Docker Image. The path can be absolute or w.r.t present working directory (pwd) as set by the base image. This instruction can copy one or more files or directories. Let’s take a look at its syntax:

COPY [--chown=<user>:<group>] <src>… <dest>

The source and destination are of course the mandatory values but an optional addition is --chown. This allows COPY to change the permission of the files being copied. In other words, you can turn a natively writable file read-only while copying it to the Docker Image file system. There are conditions of using --chown though. The flag is only applicable to proper Linux containers. The term proper may sound a bit vague so to expand upon it, the container file_system must recognize the user IDs (UID) and the group IDs (GID). This is possible if the Linux container file_system contains passwd and group files in the /etc directory.

Another variation is adding --from flag to the source which allows us to copy files from previously named build stages (using AS along with FROM) or images from Docker Hub. If the image or stage name does not exist, the build process will encounter an error. This instruction is widely useful from customizing webservers to building applications. Here, are some of the sample command uses:

COPY test.txt /home/ctest/new

This is the most basic application with source from the build context and a full-fledged destination path. The file test.txt from the host’s directory containing Dockerfile will be copied to /home/ctest/new in docker image’s environment.

COPY test.txt /new

Here is a similar application. This time, the destination path is incomplete. The daemon will create the /new directory under the default pwd of the base image. The default pwd can be changed by an instruction called WORKDIR but we will get to that later.

COPY --chown=777:mygroup test.txt /home/ctest/new

This instruction performs the same copy operation while granting the read-write-execute (octal 777) permission to the user group named mygroup. It is worth noting that the user group is established in the containerized Linux environment, not the host.

COPY my* /newdir/

This variant is using a Golang wildcard (*) which selects all of the files and directories starting with my initials and copies them to /newdir under Docker image’s working directory.

# first build stage

FROM ubuntu:latest AS dev

COPY mydata /newdata

# second build stage

FROM centos:latest AS canary

COPY --from=dev my* /newdir/

Finally, this variant does the same copy operation but this time, the source is not the build context of the host. The source is previously created build stage called dev. We are fetching files from dev version (built on Ubuntu) and copying them to the canary version (built on CentOS). Now, let’s take a look at a similar instruction.

ADD

This instruction also copies files from source to the destination where the destination is the Docker Image file system. It is similar to COPY in many ways, so let us focus on the differences.


	ADD allows fetching files from remote URLs and adds them to the Docker Image environment without adding them to the build context. It means uncorrupted, updated, authentic files without the host having to act as a mediator.

	Most of the times, the Dockerfile developer is not the author of such files. Thus, metadata also becomes important. ADD uses HTTP headers to fill in the metadata (like mtime aka timestamp of last modification) of the files fetched from the web.

	ADD also treats archived files with more attention. If the source file is a recognizable archive (like .zip, .tar, and so on), ADD unpacks them before copying to the Docker Image file system. This may seem insignificant but when we think about thousands of containers having to run the unpacking operation redundantly, it suddenly becomes critical. On top of that, it also consumes unnecessary storage due to duplication (both archive and unpacked versions) or another redundant clean-up operation. (Here is a tip, whenever something seems pointless in DevOps, think of it at scale and it will change your point-of-view.)

	ADD does not support copying files from previous build stages or from other Docker Images.

	On the other hand, COPY treats archives just like any other file and copies them without unpacking. It doesn’t mean one is inferior to the other, they just have different uses.



Apart from unavailability of --from flag and provision of URLs as destination, the syntax of ADD is similar to COPY. We will leverage them better during Dockerfile examples.

RUN

This instruction executes commands (or programs) as a new layer on top of all of the previous layers. As you might have guessed, this is one of the most used and most important instructions of all. Unlike ADD, COPY, or FROM, which mostly keep the files unchanged, RUN makes subtle changes to the files and the Docker Image environment. As a result, the changes are committed with different caching and changelog policies while keeping layer modularity and reverting back commits in focus. For example, the most recent ADD or COPY invalidates the cache created by all of the preceding ADDs and COPYs whereas each RUN layer maintains its own cache.

RUN has two forms: shell form and exec form. Let us take a look at both of them:


	Shell Form: It allows passing and executing commands directly in the shell of the container. The syntax is as following:
RUN <command>

The default shell for running the command is /bin/sh on Linux and command prompt or cmd on Windows. Let’s take a look at an example that we have already seen earlier:

ARG VERSION=latest

FROM ubuntu:${VERSION}

ARG VERSION

RUN echo $VERSION

We are using the echo command to print the value of VERSION variable to the STDOUT of Ubuntu. Similarly, you can run any command supported by the respective shell and execute it using RUN. Just like a regular Linux shell, you can also use backslashes (\) to provide multi-line commands.


	Exec Form: First of all, the exec form is useful when the base image does not contain a proper executable shell. Here is the syntax:
RUN [“executable”, “param1”, “param2”]

This form does not involve any shell processing, so the commands and the parameters that you enter are parsed as JSON array. This also means that the double quotation marks (“) are necessary. On the other hand, exec form can be used to invoke the shell and run commands as parameters. You can say that shell form is a use case of exec form. We can take the same example as earlier and run it in the exec form.

ARG VERSION=latest

FROM ubuntu:${VERSION}

ARG VERSION

RUN [“/bin/bash”, “-c”, “echo $VERSION”]

Here, the executable is /bin/bash and echo is just a parameter. We are invoking the shell for echo command via RUN instruction. You could have expanded the command further by adding the output to a file and the number of parameters would have remained the same because the parameters are for bash and not for echo. While it is necessary to invoke shell for variable replacement, many programs can be executed without shell. For such applications, exec form is lighter and more optimized.




Since both shell and exec forms have their distinct uses, none is clearly better than the other. Apart from RUN, there are a couple of other instructions that follow the two-form representation.

CMD

Dear System Admin,

This is a microservice-specific container image. When you run the container, you should take a proper look into the product usage documentation and provide the command that we have recommended alongside docker run. If you don’t do so, the application will not work as expected. Well, at least that is how it was supposed to be. But we have added a cure for this as well! We realize that your life could be busy with maintenances and rollouts, so we have added a default command that will execute when you run the container without any specific instruction. So, even if you have no clue about what you are doing at all, you will end up doing things right. We hope you appreciate this kind gesture of ours and give us positive feedback.

Yours caringly,

Application Developers.

The letter above is a fictional representation of the thought process that could have gone behind the advent of CMD. On the surface, it looks similar to RUN but its purpose and execution are entirely different. The syntax of CMD is similar to RUN and it also has shell and exec form as it accepts commands or executables along with parameters (or flags), but it does not get committed during image build-time. The command provided with CMD stays reserved until the user invokes docker run without any executable command. Thus, CMD’s accompanying command becomes the default executable if nothing is mentioned by the user.

Due to such reserved operation, there should only be one CMD per docker image (per Dockerfile). If there is more than one CMDs, the latest CMD overwrites all of the previous ones. If the user mentions a particular executable command while running the container, the CMD’s command remains unused. Since, the syntax is similar to RUN, let’s take a look at an example instead.

ARG VERSION=latest

FROM ubuntu:${VERSION}

ARG VERSION

RUN echo $VERSION > image_version

CMD echo “Hello User!”

The image will have just as many active layers committed as earlier but when we run the container from this image, “Hello User!” will get printed on the STDOUT of the Ubuntu container. From printing a welcome message to kick-starting daemon processes, you can get as creative with CMD as you want.

ENTRYPOINT

So far, we have used the Dockerfile instructions to turn an empty file system into the isolated processing environments called containers. ENTRYPOINT is used to turn these containers into executable instructions. The working of ENTRYPOINT is the same as CMD but its treatment (by Docker Daemon) varies significantly. ENTRYPOINT also executes commands when the container starts running and it also has shell and exec form but unlike CMD, it is difficult to avoid.

Generally, ENTRYPOINT is the process with PID 1, and it is capable of receiving UNIX system calls like SIGSTOP, SIGTERM, and so on for graceful shut down of the container. Even after defining ENTRYPOINT in the Dockerfile, you can pass additional runtime command-line arguments via docker run or additional CMD instruction without executable (just parameters). Such arguments may include decisions like running the process in foreground or daemon, attaching it to the terminal or not, and so on.

As for the selection between shell and exec forms, this one is a special case. Generally, you want ENTRYPOINT to be the startup process of your container (with PID 1) which is not possible with shell form as the shell itself will be invoked before the respective executable. In many cases, it is not even logical to do so. For example, if you are writing an OS base image, there is no way you can invoke the shell before everything else. We had also mentioned that ENTRYPOINT can be avoided. To do so, you need to mention a replacement while using docker run command.

The final remaining question is, CMD or ENTRYPOINT? As always, there is no competition, but one of them is a must. Both of these instructions actively co-exist because their nature complements each other. With CMD’s ability to pass parameters to ENTRYPOINT and the provision of writing multi-line commands, you can invoke a bunch of processes at the start of the container and setup an efficient virtual environment. We will take a look at its practical application when we write a full-fledged Dockerfile, till then, let’s take care of some nice-to-have features.

WORKDIR

This instruction changes the working directory of all of the subsequent executable instructions (like RUN, CMD, and so on) in the Dockerfile. Even though instructions like CMD are executed at container runtime, they follow the working directory setup by WORKDIR if they are written after WORKDIR. You can also say that WORKDIR is a variant of RUN in a sense that it executes RUN cd followed by the respective path. The syntax is simple:

WORKDIR <path>

Here is an example of WORKDIR:

ARG VERSION=latest

FROM ubuntu:${VERSION}

ARG VERSION

WORKDIR /new

WORKDIR path

RUN echo $VERSION > image_version

CMD /bin/bash

In the example above, the VERSION variable’s value will be printed to a file called image_version under/new/path directory. If there is more than one WORKDIR instructions, the latest one appends the previous ones. (Unless initiated with /).

STOPSIGNAL

Just like how ENTRYPOINT or CMD determines how the container will start, STOPSIGNAL determines how it will terminate. The syntax is simple, the keyword STOPSIGNAL followed by the number of the system call (like 6 or 9) or the name of the system call. Here is an example.

ARG VERSION=latest

FROM ubuntu:${VERSION}

ARG VERSION

RUN echo $VERSION > image_version

CMD echo “Hello User!”

STOPSIGNAL SIGTERM

In this example, the container will be terminated gracefully before existing. In other words, the process with PID 1 inside the container will receive SIGTERM system call (which is different from the default SIGKILL) and will exit with exit code 1. So, the container’s process with PID 1 will not be a zombie child of the Docker’s process which is responsible of running this container. This will ensure the proper release and redistribution of virtualized compute resources.

USER

As you might have guessed and as the name suggests, this instruction is used to set the user and group ID for the operations following it. The syntax is as following:

USER <user>[:<group>]

The values of user and group can be replaced with either the names or the numeric IDs. Here is an example:

ARG VERSION=latest

FROM ubuntu:${VERSION}

ARG VERSION

USER dhwani:authors

RUN echo $VERSION > image_version

CMD echo “Hello User!”

STOPSIGNAL SIGTERM

The example has just one update compared to the last iteration, the CMD and RUN instructions will be carried out by user dhwani under the user group called authors. This instruction can be useful to manage resource access and to avoid direct root privileges being leveraged.

LABEL

This is a metadata instruction. It does not make any logical difference to your application but allows you to add more information about the Docker Image. LABEL follows a Key-Value pair format for adding information to the image. They can be extremely specific or completely random depending on the person writing them. The labels do not show up when we run the container but one can view them by asking for container or image description using docker inspect command (more on docker inspect in the next chapter). Here is the syntax for LABEL instruction:

LABEL <key>=<value> <key>=<value>…

We can add more than one labels via single instruction or use one instruction for each LABEL, the choice makes no difference to the build size or stages of the Docker Image. Here is an example of LABEL:

ARG VERSION=latest

FROM ubuntu:${VERSION}

ARG VERSION

USER dhwani:authors

LABEL “MAINTAINED BY”=“Cerulean Canvas”

RUN echo $VERSION > image_version

CMD echo “Hello User!”

STOPSIGNAL SIGTERM

The container run from this image will behave exactly the same as earlier. The only difference is an addition of metadata pointing out the maintainer of the image. Fun part is, you can put LABEL anywhere apart from the top (which is reserved for FROM or ARG) and it will work well because the commits are not logical. When your label strings have space characters or special characters, it is important to put them under double quotations. Let us take a look at another instruction with a similar syntax.

ENV

Since we are virtualizing the OS environment using shared kernel resources, we can also set individual environment variables for each container. In other words, one container’s $HOME does not have to do anything with another container’s or host’s $HOME and vice-versa. After all, that is the beauty of virtualization. To perform this, we have the ENV instruction. As you might have guessed, it is used to set the environment variables of a docker image. This instruction basically overwrites the environment variables. If your base image already has some environment variables set (in most of the cases, it will have them set), this instruction alters them.

Its scope is throughout the Dockerfile after its iteration. You can call one environment variable to set another one as well. Its syntax matches LABEL’s with a little variation.

ENV <key> <value>

ENV <key>=<value>…

The environment variables are set as key-value pairs. If you want to set just one variable, you can separate them using space characters but, if you want to store multiple variables in a single instruction, you need to follow the same syntax as LABEL that is key-value separated by equality sign. Here is an example:

ARG VERSION=latest

FROM ubuntu:$ {VERSION}

ARG VERSION

USER dhwani:authors

ENV HOME=“/usr/bin/new”

LABEL “MAINTAINED BY”=“Cerulean Canvas”

CMD echo $HOME is the $VERSION version of HOME.

STOPSIGNAL SIGTERM

The container run by the resultant Docker Image of this Dockerfile will echo the newly set path of the $HOME variable using ENV along with the value of $VERSION set by ARG.

EXPOSE

As we have mentioned multiple times by now, containers are ideally designed to aid microservice architecture. Microservices are hosted by servers to clients and to run them successfully, we need a robust and efficient network architecture. Docker networks are a topic worthy of their own chapter (so, we will give them a dedicated chapter) but its surface is scratched by the EXPOSE instruction. With multiple containers running on the same host, the host (Docker) needs to know which container will listen on which port and via which protocol. Such documentation is provided via EXPOSE. Keep in mind, EXPOSE does not publish the aforementioned port. It just lets docker know about the port that the container is supposed to listen to. The information is not absolute and the actually published port can be different from the one used with EXPOSE. Doing so will not make ANY difference to the container’s performance. This is just for the sake of networking guidance. The syntax is as follows:

EXPOSE <port>[/<protocol>]

The EXPOSE instruction assumes TCP by default unless mentioned otherwise. You can view the port suggested by EXPOSE via applying docker inspect command on the image. We will look at its example when we go through the docker inspect command.

These were the basic Dockerfile instructions. Now, we will write an actual Dockerfile and build an image out of it.

Writing your first Dockerfile

Writing a Dockerfile is a skill and the instructions are a toolbox to perform it. There are some ground rules, some commonly followed practices and some pro tips to follow. Just stating the rules and common practices is boring and counter-productive so let us take a real Dockerfile example to study those:

# setting the base image

ARG VERSION=18.04

FROM ubuntu:${VERSION}

# customizations

RUN apt-get update && apt-get install -y curl nginx \

&& apt-get clean \

&& rm -rf /var/lib/apt/lists/*

RUN mkdir /test-dir

ENV USER Dhwani

ENV SHELL /bin/bash

EXPOSE 80

# providing a default command

CMD [“nginx”, “-g”, “daemon off;”]

Since we have already seen the uses of all of the instructions used in this file, comprehending their roles should be fairly easy.


	First of all, we are using ARG to set the VERSION which is then used by FROM to set Ubuntu 18.04 as the base image.

	Then, we are using RUN to add dependencies and to clean up afterwards. We are also installing Nginx webserver on Ubuntu base image.

	ENV is used to add the user and to set bash as the default shell.

	EXPOSE is used to notify the user of the image which port the webserver will listen to.

	Finally, CMD is used in exec form where Nginx is the executable, -g is parameter 1 to set the global directives for parameter 2 which brings the process to foreground. If we had not put these parameters along with executable, we would have had to modify the nginx.conf during runtime.



This is what we get. Reading almost a dozen pages about Dockerfile instructions makes you capable enough to describe a Dockerfile in half a page! Now that we are done with it, time to address the lingering elephant in the room (try imagining the metaphor… it is wild) called building the docker image using docker build command.

Docker build invokes an image building process that takes two inputs into account; the Dockerfile and the build context. None of the terms are new here, we have just written our Dockerfile and we have seen that the build context is the set of support files for the Docker Image along with their path (on the host or remote URL). Since we do not have any support files to add, we will just provide the pwd as the build context. Also, it is advisable to put your Dockerfiles in different directories and name them Dockerfile without any extensions. Doing so allows Docker daemon to request auto-build trigger. So, provided that you have saved the above written code as Dockerfile (I repeat, no extensions) in a new directory, run the following command:

docker build –t nginx .

Once the build process is triggered, it will be carried out step-by-step. The beginning of the output will look something like the following:
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Figure 4.7: Beginning of image building process

Since the build context did not contain support files, it is as small as 2 KB. The first step was about setting the value of ARG. The layers will start being stacked up step 2 onwards which is pulling the base image. The base image is also being pulled in multiple layers. This allows optimized caching and file sharing between different builds. Let’s move on to the next stages, look at the following screenshot:



[image: ]

Figure 4.8: Build process Run stage

Before we go to step 3, notice how we got a couple of alphanumeric strings at the end of step 2. They are Image Digest and Image ID of the base image. The one with SHA-2 or sha-256 encryption is called image digest. Image IDs are used to identify and separate the images whereas Image Digests are used for content authentication; but more on that later.

Next is the RUN step which is downloading files for apt-get update. All of these steps (apart from the first one) are creating separate layers of images and the layers have different IDs. These IDs are mapped to their location on the host in the isolated file system. Moving on, take a look at the next snapshot:
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Figure 4.9: Image building completion

There is a lot going on here. First of all, notice how the RUN stage is ending with updating the CA certificates for Nginx installation. After that, we have a notification claiming to have removed intermediate containers. Such notifications are repeated after every step. What are those? As we have talked about earlier, these steps are committed as stacked layers and each layer creates its own intermediate image with different IDs. These intermediate images are run as independent processes and their cumulative results are committed into the resultant docker image after terminating the intermediate containers. Such resultant commits also have their own independent IDs.

Each RUN and ENV instruction is treated as separate layers followed by EXPOSE and CMD layers whose functions are discussed earlier. At the end, all of the intermediate images are stacked and built as a final resultant Docker Image with the Image ID ending with 96b. There is one last line to address, which suggests that the image is tagged. The tag is a result of the -t flag provided with the docker build command. We, as users, had instructed Docker Daemon to tag (name) the resulting built Docker Image as Nginx (because naming creativity is not my strong point… or so it seems, look forward to next chapters for it). This was the process of building a standard docker image. But, we should not be satisfied until we have seen it in action. To run a container from this image, use the following command:

docker run –d --name nginx-container –p 80:80 nginx

This is a simple iteration of docker run command with a few flags. Starting from the end, we have mentioned nginx which is the image name to be run. This will ensure that we are creating a container out of the nginx image that we have just created. Before that, we have –p (port) flag followed by 80:80 (<host_port>:<container_port>). It will map container’s port 80 to host machine’s port 80 and publish it. In case your host’s port 80 is already occupied, the container’s webserver will not serve your requests. In that case, you can publish it to any other port on the host like 8080 or even 30000+ series. We are calling it nginx-container using --name flag and running it as a detached container. Detaching it means the container process will exit once its root process terminates.

There are other ways to see if the container is running but we will go with the newbie route and simply check the webserver. Since my host is a GCP VM, I will hit the combination of its external IP and the port number (in my case 80) the container is mapped to in a web browser. Here is what the result looks like:
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Figure 4.10: Running Nginx container

The promise is fulfilled, you just ran your own Nginx container and found it working. But this is just the beginning, we have so much variation to discuss. While doing so, we will also look at a couple of advanced Dockerfile instructions.

Building Dockerfile with HEALTHCHECK and Context

The last Dockerfile that we built did not have any support files and all of the layers were either modified files of the base image, newly created files or files fetched from web. To explore Dockerfiles and the building process further, let us take another example (because there is no such thing like too many useful examples).

This time, we will write Dockerfile to containerize FLASK application for Python. Flask is a lite framework for writing web applications. To containerize it, let us create a new directory on your host called flask.

mkdir flask

cd flask

The flask directory will contain 3 files in total: The Dockerfile for containerization, the requirements file for customization and the application for execution. Let us take a look at the requirements.txt first:

Flask==0.12.2

The file contains only one line specifying the version of the Flask application. This file can be referenced in the executable application and/or the Dockerfile itself. It is a good practice to isolate aspects like version control when you’re working in a team to avoid version conflicts.

The second file is app.py which is a simple, lightweight web app created using the FLASK library. The app isn’t anything fancy, it just prints the output on a webpage. (After all, this is a book about containers, not web application development!). Here is the code for the application.

from flask import Flask

app = Flask(__name__)

@app.route(‘/’)

def AwesomeContainers():

return ‘This is a healthy flask application.’

if __name__ == ‘__main__’:

app.run(host=’0.0.0.0’)

To explain briefly, this application creates a function called AwesomeContainers that returns the string This is a healthy flask application on being called. This application imports FLASK, so it expects the environment to already have the Flask framework installed before it can run. Also, it says that the application is healthy. We cannot just go bluffing around, we need to prove somehow that the application is actually healthy. Keeping that in mind, here is the code for the Dockerfile. Make sure there is nothing else apart from the Dockerfile and the support files in the directory:

# Base-image

FROM ubuntu:16.04

# Prerequisites

RUN apt-get update -y && \

apt-get install -y python-pip python-dev curl \

COPY . /app

WORKDIR /app

RUN pip install -r requirements.txt

# Health check

HEALTHCHECK --interval=10s --timeout=30s CMD curl --fail http://localhost:5000/ || exit 1

# Making the container executable

ENTRYPOINT [“python”]

CMD [“app.py”]

The initial parts of the Dockerfile should be easy to interpret by now as we are just setting the base image and updating the OS environment. Then, we are using COPY instruction to copy all of the contents of the present working directory of host to the Docker Image file system. Since the source is a directory on host, you could have used ADD the same way. We are also switching the work directory to the newly copied /app directory and installing the components mentioned in the requirements.txt file.

Then, we have a new instruction called HEALTHCHECK. It is one of the most flexible instructions of Docker. It acts both as a setup and as a switch. You can use this instruction to define the rules of checking if the container is healthy or you can use it to turn off the health check of the base image. To do so, we have a flexible syntax:

HEALTHCHECK [OPTIONS] CMD command

HEALTHCHECK NONE

The second variant is used to disable the health check routine set-up for the base image. The base image itself does not change but its HEALTHCHECK instruction gets blocked from being inherited. The first variant accepts options and commands. Options are optional (I will start reading wordplay for dummies, I promise), whereas a command is mandatory for HEALTHCHECK to be any useful. Our iteration of HEALTHCHECK already uses two flags (options) and a command. The command is simple, if the container fails to reach localhost on port 5000, return with exit code 1 to show that the container is not healthy. To assist it, there are two flags. Interval, which defines the period between two consecutive health checks and timeout, which determines at which point Docker Daemon will stop checking for health after consecutive unhealthy results. In this case, the Docker daemon will curl local host on the flask container every 10 s, and if the condition is not met (localhost is unreachable) for 30 s (3 health checks), the container will be flagged unhealthy.

There are two other flags apart from the ones we have used: --start-period, to monitor expected starting duration of the container and --retries, to determine how many restarts to allow before considering it unhealthy.

Finally, to make the container executable, we have ENTRYPOINT and CMD and as you might have guessed, CMD is just an argument for ENTRYPOINT. You could have written ENTRYPOINT [“python”, “app.py”] and the result would have been the same. The only reason for detaching the parameter is the nature of application. You can add any other python file and just change the CMD’s value. That way, when you rebuild the Dockerfile, ENTRYPOINT layer will not change and will be used from the cache. Let’s build the Dockerfile with the following command:

docker build –t flask-app .

One thing to note here is that this time, we have used the –t flag to tag the resultant image. To see how the build process will start, take a look at the following image:
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Figure 4.11: Building flask application

Even though the build process looks similar to the last application, there are subtle differences. For example, the size of the build context is larger than last time because of the support files. After that, we can see a new expected layer of HEALTHCHECK in the following image:
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Figure 4.12: Flask Docker Image

Once the image is successfully built, you can use docker run command to spin up the container from the image as mentioned following:

docker run -itd --name flask -p 5000:5000 flask-app

The flags are the same as earlier, so there is not much to wander around. We can use the host-IP:host-port (host-IP remains the same, port is 5000) combination in the web browser to see if it is serving the flask application. Here is the result of the docker run command in the following image:
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Figure 4.13: Running flask application

The Flask application is running perfectly but we went out of our way to use HEALTHCHECK in our Dockerfile. So, we cannot just be satisfied by trivia like if we are served the application from browser, the curl should be working on local host as well. So, here is a command to list the containers:

docker ps –a

The command is similar to Linux’s ps -a which is used to list all of the running processes. This command lists all of the containers along with their state (whether they are running or not), health status and other details. Here is the result:
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Figure 4.14: Container’s Health Status

As you can see we have run this command twice. As the result of the first attempt, docker was unable to judge if the container is healthy or not because the HEALTHCHECK was still not complete (because curl had not finished its execution yet). In the second attempt, the health check was performed successfully and container’s status was changed to healthy. Since we had not mentioned any particular protocol in our Dockerfile or with our docker run command, the FLASK container will use TCP by default. With this exercise, we practiced a few instructions and learned about health check. Let’s carry this streak forward.

Setting triggers with ONBUILD

There are times when you know the solution to some problem but you are not the one to execute it. For such cases, you can set the triggers in your Dockerfile for the next user of your resultant Docker Image. In other words, you can reserve instructions while writing a Dockerfile to be committed during the build stage of another Docker Image that uses your resultant image as the base image. This can be achieved with ONBUILD instruction. The syntax is simple, ONBUILD followed by any regular instruction.

Let us take a look at an example. We will have two Dockerfiles: mum (parent) as the base image and baby (child) as the dependent image. Let’s create a directory for the Dockerfiles:

mkdir family

cd family

Here is the code for the mum Dockerfile:

FROM ubuntu:16.04

ONBUILD RUN echo “Greetings from your parent image!” > /tmp/hello.txt

CMD [“bash”]

FROM, RUN and CMD instructions are already familiar to you. The only variation is ONBUILD. This instruction will turn the accompanying RUN instruction into a trigger for the next image, which will treat this image as its base image. To set this image as the base image, we need to build it first using the following command:

docker build -f mum-Dockerfile -t mum-ubuntu .

Since we have multiple Dockerfiles in this directory, it is important to mention the filename along with the –f flag. Look at the following figure to see how the building process of mum-Dockerfile looks like:
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Figure 4.15: Building Dockerfile with ONBUILD instruction

As the screenshot shows, ONBUILD layer is also committed just like other layers but without getting executed. A trigger will be added to the mum-ubuntu image’s metadata. In the case of more than one triggers (more than one ONBUILD instructions in the Dockerfile), a list of triggers is made in a sequential order and stored in the image’s manifest. As for the CMD instruction for this container, we will have bash running on Ubuntu. Now, let’s write the baby Dockerfile:

FROM mum-ubuntu:latest

CMD [“bash”]

This file has mum-ubuntu:latest as the base image. Let’s build and observe it:

docker build -f baby-Dockerfile -t baby-ubuntu .

Once the build process begins, you can get a hint of what you were looking for. Take a look at the following screenshot:
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Figure 4.16: Baby Dockerfile build process

The screenshot has a triggered RUN layer (the trigger is happening during step 1 which commits the base image using FROM instruction). As a side note, ONBUILD trigger gets executed right after FROM instruction. The trigger is the same as mentioned in the mum Dockerfile. Once the image is successfully built, we can run the container and verify the trigger:

docker run -itd baby-ubuntu

This will be an interactive container with a shell and since we have not named it, docker will return its container ID once it is ready and name the container by itself. You can verify that the container is running using docker ps.

Once the container is running, we need to switch to its environment. To do so, let us run docker exec (execute) command as follows:

docker exec -it inspiring_hypatia /bin/bash

inspiring_hypatia is the random name my container received from Docker. Yours will be different from mine. Regardless, once we have entered the virtualized container space, let us verify the trigger. Follow the sequence of commands below and execute them in your container’s shell:

cd /tmp

ls

cat hello.txt

The following figure is the output when we cat the hello.txt file:
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Figure 4.17: ONBUILD trigger’s success

As it is clearly visible, the string has been echoed properly and thus the on-build trigger has also worked well.

We have seen a lot of examples of Dockerfiles and running containers out of them. But, the resultant Docker Images are just useful for us (since they are on the host), not the world. So, let’s make them available for others to use!

Your Docker Image on Docker Hub

Docker Hub is not a new concept for us now. We have talked about it a couple of times and visited it in the beginning of the chapter. We saw how there were over 3 million Docker Images by different contributors and now is the time to join their list. Before we do so, we need to set up an account. The process is simple, follow the steps given below.


	Go to Docker Hub homepage at https://hub.docker.com. You will be redirected to Docker Hub’s home page just like the one shown below. (The UI of Docker Hub might change over the time.) Look for the sign-up section here and fill in the details. Docker ID is your desired username (which and rest of the fields are self-explanatory:
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Figure 4.18: Docker Hub sign-up dialog box


	Check the required boxes (I recommend keeping product updates and announcements box unchecked because most likely you are swimming in promotional emails).

	Click on the most clickable part of the page, the Sign Up button.

	There will be an e-mail from Docker in your mailbox to verify your email ID. Once you verify it; we are good to go.

	After verifying your email, you will be redirected to the log-in page where you need to enter your Docker Hub credentials.

	When you are successfully logged in to your Docker Hub account, you can see the welcome page of your own Docker Hub account just like the following screenshot:
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Figure 4.19: Docker Hub user account homepage


	As you can see in the image, there are plenty of tabs to explore. At the bottom of the page, you can see options to create a repository and to create an organization. As we read the description for the Create a Repository option, it is used to push container images to Docker Hub. That is what we intend to do. We will create a new repository and push a user-created docker image to that repository on our own Docker Hub registry.

	When we click on the Create a Repository option, we will be redirected to a page where we need to fill in some information in order to create a repository such as name, description, and visibility. Push in the following format.
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Figure 4.20: Create a Repository page

Here, we have named this repository nginx and added a short description for it. One thing to note here is that the repository name should be unique in the particular namespace (In other words, two separate users can have individual nginx repositories but one user cannot have two repositories named “nginx”). Then, we have set the visibility for this repository as Public (because we do not want to waste money unnecessarily!). By default, every Docker Hub users gets unlimited public repositories (which can be pulled by anyone on this globe) and one private repository (which can be pulled by only you or any authorized member in the organization). The Build Setting option lets you link GitHub or Bitbucket account to this repository in order to set autobuilding for this repository. Let us leave Build Setting as it is for now and press create to create this repository.


	After the repository is created, we will receive the page like the one below containing all the details about this repository and one command to help us push as many Docker Images as we want into it:
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Figure 4.21: ceruleanhub/nginx repository homepage

As we can see in this image, the repository is empty for now (because, you see, docker images do not pop out of imaginary fountain of eternity!!), so is the Readme file. If you want to add some content into this Readme file, feel free to click on the pencil symbol next to Readme. As we can see in the right side of the page, there is a docker command which shows us how to push a new Docker Image into this repository.

docker push ceruleanhub/nginx:tagname

Here, before pushing the image to this repository, we need to rename the image which we want to push in following format:

<docker hub username>/<repository name>:<tagname>

The reason why we are doing this is to let Docker identify and organize repositories by username. Thus, the image we are going to push will reach to the same nginx repository that is created and owned by ceruleanhub. It is as simple as writing a letter to someone or emailing someone. Just make sure that you do not misspell anything otherwise Docker won’t be able to find the repository.


	Now, to rename the image that we want to push, we will use docker tag command. It is the full-fledged version of -t flag that we used to tag the image with docker build command. The syntax of this command is as follows:
docker tag <source_image:tag> <target_image:tag>

Here, the source_image is the one to be renamed and the target_image is its new name. So, we need to write nginx:latest for the source_image field and ceruleanhub/nginx:latest for the target_image field.


	Now, when we will list out docker images on our host, the result would look something like the following:
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Figure 4.22: renamed nginx image

Both the source and target images have the same Image ID here. This is because the Docker tag command has just created an alias (a reference) to the existing source image. It will not give any new Image ID or digest to the target image. Now, take a look at the size of both of these images. They are 134 MB of size. That is because both Docker hub and your system are running instances of Docker Daemon. Thus, there are chances that servers of Docker hub may have the layers (files) that are missing in your system. For example, your host may not have Ubuntu base image downloaded whereas Docker Hub has dozens of versions of Ubuntu. Docker hub will just reference the intermediate image IDs of the official Ubuntu image whereas your host will download it from the source to fulfill the missing dependencies and that increases its overall size.


	Before pushing any image to Docker Hub, we need to log in our Docker Hub registry through command line for more secure push process. All you need to do is use docker login command and provide your Docker Hub credentials.
docker login {OPTIONS} [SERVERS]

When we execute this command, you will be asked to enter your Docker Hub username or registered email and password. After you are successfully logged in, you will receive the confirmation just like the following one:
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Figure 4.23: Docker Hub login using Docker CLI


	Now, we are ready to push our image to the nginx repository. And to so, use the following command:
docker push ceruleanhub/nginx: latest


	By default, Docker daemon will push five image layers at a time. Let us have a look at how the image push process looks like:
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Figure 4.24: docker push command output

As shown in the image, the top two layers of the image are the ones which we have created writing the Dockerfile and the bottom four layers are of the base image Ubuntu and they are mounted from the repository where the base image is stored.


	After successfully pushing the image from the Docker host, let us check out whether the image is available on Docker hub. If the image has been successfully pushed, the change in the nginx repository would look like the following image:
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Figure 4.25: Pushed image status on Docker Hub

As we can see, tags field states that this repository has a new tag entry. This tag has been pushed to this repository 3 min ago. It is the same latest tag that we have pushed just a while ago. Also, there has been a new entry to the counter for pushed images just below the description. It shows that a push event just happened 3 min ago. All these facts show that the image has been successfully pushed to ceruleanhub registry.


	Now, to complete the circle, let us pull the same image that we just pushed to nginx repository. For now, we only have one tag stored in nginx repository, so it is quite easy to guess the command to pull this image. But, when there are more tags stored in this repository, it will be easier if we can just look for the tag in a list and associated docker pull command at the same time. For that, just go to the Tags tab on the top bar as shown follows:

[image: ]

Figure 4.26: List of tags of nginx repository

Now, there is only one task is left to do. Copy the docker pull command shown in the previous image and paste it on your Docker Client’s terminal screen. When you execute the command, in the most ideal case, the output should look something like this:


[image: ]

Figure 4.27: Docker pull command output

The image we pushed in to the Docker hub has successfully returned back to us. The last entry of the docker pull command’s output is one more proof that nginx:latest has been pulled from the ceruleanhub registry.




Conclusion

This felt like a long chapter, did not it? Despite of the page count not being jaw-dropping high; the progression surely was. Before this chapter, docker images seemed like a closed box that we did not understand but somehow managed to run once or twice. Now, you know how to write the Dockerfiles for them and how to build them! This milestone is an earlier one of many, but it is extremely significant nonetheless. Writing Dockerfiles is the first and most important step toward containerization. The next chapter will enhance your containerization skills even further by teaching you the Docker Command Line.

Multiple choice questions


	Which of the following Dockerfile instructions can precede FROM instruction in Dockerfile?

	RUN

	WORKDIR

	ARG

	SETBASE


Answer: C


	Which of the following Dockerfile instructions can execute a command and commit the result in a new layer on top of all existing docker image layers?

	ENTRYPOINT

	RUN

	FROM

	ONBUILD


Answer: B


	Which of the following Dockerfile instructions is used to run a container as an executable?

	ENTRYPOINT

	EXEC

	CMD

	RUN


Answer: A


	Which of the following is the exec form of CMD Dockerfile instruction?

	CMD [“param1”,”executable”,”param2”]

	CMD [‘param1’,’executable’,’param2’]

	CMD [‘executable’,’param1’,’param2’]

	CMD [“executable”,”param1”,”param2”]


Answer: D


	Which of the following Dockerfile instructions is used to add metadata to the Docker Image? 

	FROM

	LABEL

	ENV

	RUN


Answer: B


	How many times can FROM instruction appear in a single Dockerfile?

	Only Once

	Three times

	Multiple times

	Five times


Answer: C


	Which of the following is the correct format to define HEALTHCHECK instruction in a Dockerfile?

	HEALTHCHECK --interval=1m --timeout=1m \
CMD curl -f http://localhost/ || exit 1


	HEALTHCHECK --start-interval=1m --timein=1m \
ENTRYPOINT curl -f http://localhost/ || exit 1


	HEALTHCHECK --interval=1m --timeout=1m \
ENTRYPOINT curl -f http://localhost/ || exit 1


	HEALTHCHECK --start-interval=1m --timein=1m \
CMD curl -f http://localhost/ || exit 1



Answer: A


	Can you find out what is wrong with this Dockerfile?
ARG VERSION=16.04

FROM ubuntu:${VERSION} AS build-stage

CMD [“/bin/bash”]

FROM ubuntu:${VERSION} AS stage-A

RUN apt-get update && apt-get install python-pip python-dev curl \

&& apt-get clean \

&& rm -rf /var/lib/apt/lists/*

ENTRYPOINT [“python”]

CMD [“app.py”]


	More than one FROM instruction in a single Dockerfile

	Incorrect syntax of RUN

	Missing ARG declaration in the stage-A

	None of the above


Answer: C


	Which of the following Dockerfile instructions is used to show details about the network port on which the container will listen at the run-time?

	ENV

	LABEL

	PORT

	EXPOSE


Answer: D


	Which of the following Dockerfile instructions lets user reserve any other instruction as a trigger? 

	EXPOSE

	ONBUILD

	RUN

	ARG


Answer: B




Questions


	Explain the role of Docker Hub in Docker’s Ecosystem.

	Name the Dockerfile instructions capable of copying files from host’s file system to the docker image’s file system and explain their working.

	Explain the difference between Shell form and Exec form of executable Dockerfile instructions.

	Write a Dockerfile to host Nginx web-server on CentOS containerized environment.







CHAPTER 5

Gearing-up the Toolbox!


Introduction

Heads up, this is going to be one of the largest chapters of this book for all good reasons. Docker Command Line is versatile, exhaustive, and continuously expanding. It is the primary way of interacting with Docker. This chapter will explore a significant majority of it with suitable examples and develop a deeper understanding of how Docker perceives and presents the information regarding the containers. If you are a beginner with Docker, your life around it will not be same after it.

Structure

This chapter covers:


	Introduction to Docker Command Line

	Working with Docker Image commands

	Sharing the Docker Image

	Container life-cycle

	Working with Docker Container commands

	Sharing files with Containers using docker cp

	Miscellaneous Docker commands



Objective

If I could, I would have put a grin emoji right at the end of the title of this chapter, because that is how you will feel once the chapter ends (or even during the chapter, if you are over-optimistic like me). You will feel confident and free from the shackles of inability to explore Docker by yourself. This chapter will enhance the reading experience of all of the future chapters as well as it will equip you with the toolbox to explore and experiment freely with Docker.

Introduction to Docker Command Line

As you might remember from Chapter 3, Docker CLI or Docker Command Line is a part of Docker Client (that is, the system or portal you will be using to operate Docker) along with Docker Application Program Interface (API). Much like most of the command lines, Docker commands are also used to invoke different Docker APIs. Since the Docker is written on the foundation of REST API, the commands invoke requests passed on to Docker daemon and serve responses provided by it. We will work with a lot of commands and understand their purpose of existence and usefulness individually. Their outputs will range from being messy to being well-formatted, being one-liner, to even being multi-page (maybe I should not have spoiled this surprise).

There is a coarse classification of the commands for the sake of simplicity, but all of the following types converge back to being a part of the mammoth that is the Docker CLI.


	Docker Systems commands

	Docker Image commands

	Docker Container commands

	Docker Daemon commands



We will learn Docker Image commands before Docker Container commands, sprinkle Docker Systems commands throughout the chapter (as they seem applicable) and will address Docker Daemon commands when the time and the knowledge are sufficient. Let’s start all of this with the traditional ritual of using the version command.

docker version

This might be one of the most predictable commands, and that is precisely why it is an excellent way to start. Version is like hello world of command lines. You mainly use this command to see if the tool is properly installed and get to know the version details. The syntax is simple:

docker version [OPTIONS]

docker version is the main command, whereas [OPTIONS] allows flags to tail the command. This time, we will not use any flags as we will be showcasing many of them in the further commands.

Here is what the output will look like:
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Figure 5.1: Output of docker version command

This command returns the version of both client and server ends of Docker Engine (widely referred to as “Docker”); in this case, both of them are Community (free) Edition 19.03.9 with API versions 1.40. the server’s Docker Engine also mentions that the minimum API version required is 1.12. This means that the versions before that are more likely to have one or more APIs deprecated. Since we have installed both client and server parts of Docker on the same machine, standard parameters like architecture, Golang version, git commit token, and building timestamp are the same. They can be different if Docker Client and Daemon are installed separately on other machines. In that case, it is in your best interest to make sure that both Client and Daemon (server) maintain identical versions.

The server end version details of Docker Engine are also paired with version numbers. Git commit tokens of containerd (container runtime abstraction for host’s kernel system calls and other privileged resource management), runc (another lightweight Container Runtime Interface initially developed as a part of Docker project), and docker-init (tiny-init process for containers to get graceful termination and avoid zombies). The Experimental flag is turned off as the default setting. We can switch it manually (we might do it at some point in the future if we feel like it, we look forward to it).

This was one of the Docker Systems commands. Now that we are done with the ritual let us move to the commands operating on Docker Images.

Working with docker image commands

Despite being static in nature, Docker Image has plenty of useful commands to work with. Let’s start exploring them in thorough detail and with suitable examples.

docker build

This is another familiar command. We have already used docker build in the previous chapter to make Docker Images out of the written Docker files. We have also discussed how Docker Daemon takes build context from Docker client and stacks it as a layered file system to make a Docker Image. This summarizes the surface level working of Docker build, but we do have a variation to discuss. You might remember the syntax of this command:

docker build [OPTIONS] PATH | URL

As always, the options stand for the flag and the PATH | URL is used to describe both the Dockerfile location and build context for the target Docker Image. This time, we will use a URL instead. The URL can be anything, including your own webserver. However, we will use a GitHub repository instead as it is more accessible and generalized way to maintain the code.

To demonstrate this, we will build the same nginx Docker Image as earlier, but this time the build context will be a git repository from Cerulean Canvas’s GitHub account. To do so, use the following command:

docker build https://github.com/cerulean-canvas/nginx.git

When the PATH is a local directory, all of the content of the aforementioned directory is sent to Docker Daemon as the build context. In this case, the entire GitHub repository containing the Dockerfile will be sent as the build context.

We have mentioned in the Docker architecture that the Docker client serves the purpose of verifying the requests intended for Docker Daemon along with the content of the request. To carry this role forward, the content of the GitHub repository will first be copied to the Docker Client in a temporary repository. This temporary repository will then be sent as the build context to the Docker Daemon.

In other words, whether the build context is a local directory or a URL, it makes no difference to Docker Daemon as it will receive its context from the Docker Client in both cases.

Observe the following screenshot to see how this exchange takes place effortlessly:
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Figure 5.2: Output of docker build command with URL

As the response to the command is returned by Docker Daemon, it does not bother to mention the URL. The build context transfer is simply mentioned which is the size of the GitHub repository as well. Once all of the build steps are completed, we get the newly build Docker Image’s ID as usual as shown in the following screenshot:



[image: ]

Figure 5.3: Docker Image ID as the final result of the Docker build command

docker images/ docker image ls

Think of this command as Linux’s ls command for files. This command returns all of the available images on the Docker host. Honestly, even I am tired of writing that the syntax is simple. Initially, we thought we should go with synonyms of simple but they are more likely to cause misinterpretations. So, let’s try something new. We will write the same sentence in a different language every time for fun (because… why not!). For the fellow Indian readers, here is Hindi (हिन्दी) इसका वाक्यविन्यास सरल है (Read as: iska vaakya-vinyaas saral hai).

docker images [OPTIONS] [REPOSITORY[:TAG]]

The repository:tag combination (even works without tag) can be used to find a particular image and see whether it exists on your host or not.

Here is a sample usage of the command followed by its output:

docker images
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Figure 5.4: Default output of docker images command

Since the images are stored as repositories on Docker Hub, the names of the images can be identified under the REPOSITORIES column. If the same image has been built multiple times with multiple tags, it will be listed multiple times as Docker considers it different versions of the same image. Although, it does not mean the image will have multiple copies of itself. As you can see, the top two images are nginx with different tags but with the same Image ID. This means only one copy of the resultant image exists, and its metadata (tags) is stored separately.

The last build command that we used to create the nginx image out of the Git repository is listed as <none> because we did not use the --t (tag) flag with the build command. This can create confusion, so it is not a good practice. It also has a different Image ID because the build context was different, so Docker does not consider it the same image.

In this case, all of the layers were recreated, and layer caching did not help. Docker is not clever enough to assess the Dockerfile and realize that it has built something similar earlier. Its point of reference is the build context. If we provide the same build context twice, docker checks if the context has been updated, if not, it attempts to use the cached layers.

Let us try out some flags. You have a wide variety of flags to accompany docker ls. For example, --filter, --format, --no-trunc and so on. If we use the --no-trunc flag, the response will not truncate the Docker Image IDs. It will show them in full length. Here is an example:

docker images --no-trunc

To view the output, take a look at the following screenshot:
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Figure 5.5: Output of Docker images command with --no-trunc flag

These are the full-length IDs of Docker Images. If you look at the bottom three images, they are all from the Ubuntu repository with different tags but they have different IDs unlike nginx ones. That is because they are different versions of Ubuntu. It means the files and builds contexts would be different and Docker would treat them as separate images. You can also see that their sizes on the host’s disk are different.

Another variant is the --format flag used to format the output as mentioned with the command in a Go template.

docker images --format “table {{.ID}}\t{{.Repository}}\t{{.Tag}}”

Here, we have mentioned repository, Image ID, and Tag displayed in a tabular format (we have used the table directive for this purpose). \t is used to provide space worth of one tab as a column separator. .ID is the placeholders used by the Go template to fetch the value of the relevant parameter to display. The output will look like the following screenshot:
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Figure 5.6: Formatted output of docker images command

You can try different formatting arrangements with more or fewer columns. We will move on to the next command.

docker history

We have seen while building the containers that the Docker Daemon creates and destroys intermediate containers before building the final image. Similarly, it also creates intermediate images for each layer of the Dockerfile. These intermediate images are given separate image IDs and they can be used for caching purposes to reduce the size of the final image. For example, if your nginx and apache webserver Docker images are going to use Ubuntu Xenial (16.xx) as the base image and going to run apt-get update on it twice, they will only be downloaded and computed once. Hence, such layers will be reused and the consumed disk space will be reduced while speeding up the image building process.

The history command of Docker lists such intermediate images of the target Docker Image. There are many semantics to discuss but we will take a look at the syntax and an example first. In Spanish, “Su sintaxis es realmente simple.”

docker history [OPTIONS] IMAGE

The image name can be an existing image on your host or a foreign image from a registry. All of its flags are meant to format the output with various adjustments. Let us take a look at the raw output first with the following example:

docker history docker

We are looking at the history of the container image of Docker itself. It is called d-in-d or Docker-in-Docker. As we have mentioned earlier, it is useful for testing purposes. The output of the above-mentioned command will look something like the following screenshot:
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Figure 5.7: Default output of Docker history command

We have mentioned that there were a lot of semantics to discuss. Let us get into them. There is an interesting inter-process communication taking place. Since this is Docker-in-Docker, the common question would be: Are we running just the client, just the daemon or both? This docker container is only running docker client and using the host’s Docker daemon to process its requests. In other words, the docker daemon is communicating with two different docker clients at the same time. This is definitely not an ideal scenario and should not be used in a deployment practice, but it does offer a lot of insight and we are running it on a cloud VM so if anything goes wrong, we can just dump this VM and spin-up a new one. (I completely tarnished my expertise vibe, didn’t I?!?)

Let us explore each layer to understand its meaning:


	The bottom-most layer is the base image (Alpine Linux) which provides the environment to build the Docker application.

	Next one is the shell which is used by Docker to execute the RUN instructions. Docker runs a shell for every layer of the image it is building up from the Dockerfile. Any layer starting with # (nop) will be skipped by /bin/sh. Such non-RUN instructions will be processed by host’s Docker Daemon. In fact, the second layer itself is a non-RUN (CMD) instruction thus gets a # (nop) comment.

	Then, it is adding packages (via apk command-line) for ca-certificates and OpenSSH client for secure communications. The Docker Client is being installed on the Docker host as a container. So, to access it, remote users will have to SSH into the Alpine container environment.

	Then, we have nsswitch (Name Service Switch config file), which contains the network information such as host names, passwords, groups, and so on.

	The next two layers set the environment variables DOCKER_CHANNEL and DOCKER_VERSION with the appropriate values. The channel represents stable repository, whereas the Version pulls Docker Engine 19.03.9.

	Next one is the RUN instruction which installs Docker binaries in tar file with some backup conditions if the installation fails. That is why the size of this layer is 200 MB, which is almost 98% of the total image size.

	The next couple of layers copy some Loadable Kernel Modules (LKM) into the modprobe of the base image’s environment. They are used to make sure that container’s Alpine can utilize (request to utilize) the Ubuntu host’s system calls for resource allocation while running its containers.

	The next one sets the environment variable DOCKER_TLS_CERTDIR to /cert directory to enable the Transport Level Security. The /cert directory contains the ca files, the Docker Daemon certificate files, and the Docker client certificate files (cert.pem, ca.pem, key.pem).

	Now, in order to provide the client-level functionality to this d-in-d container, we need to share the client subdirectory of the DOCKER_TLS_CERTDIR. The next layer does the same. It is a RUN instruction that makes a new directory for client certificates and grants permission only to the directory owner to read, write, and execute the contents of the directory.

	The second last one layer sets the ENTRYPOINT of this image to a shell script named docker-entrypoint.sh which contains the code to execute Docker.



The last one is the CMD layer that initiates the shell for this container.

Since the image was not available on the host, all of the layers apart from the top have <missing> in the ID column. Let us get the history of an image available on the host. Use the following command:

docker history nginx:v1

The output would be similar to the following:
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Figure 5.8: Output of docker history command for a locally built image

Starting from the bottom, the first five layers (with 4 having missing IDs) are from the Ubuntu base image (how did I know it was Ubuntu? Because I am a magician! Just kidding, I just remembered which base image was used for nginx:v1 and also looked at apt-get. Since we have not used any other Debian variant, it had to be Ubuntu). On the contrary, the top three intermediate images (Run, Expose and CMD) are built locally so their IDs are available. These IDs are assigned by the Docker daemon and the same IDs are published to Docker Hub if the image is pushed. When the image is pulled by another user, the intermediate image IDs are shown missing.

docker search

We do not always write the Dockerfiles for the images ourselves. Many times, we are just looking for standard solutions. One such example would be Redis database. You may want to operate a lot on a running Redis container but you would not want to write its Dockerfile yourself. When we are looking for a particular solution, search is the most useful tool. We have already seen that Docker Hub provides a sophisticated and user-friendly way to search Docker Images (inside repositories) under explore tab.

The Redis search would look something like the following screenshot:
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Figure 5.9: List of Docker Images on Docker Hub

Without even typing the keywords, if we just look for official images of databases, we can find Redis sitting comfortably under PostgreSQL. But this requires us to go to the web browser and navigate through the Docker Hub, which certainly should not be the quickest way to do this. Luckily, it is not. Docker command line offers a search command which works as efficiently as the GUI but spares you the hassle of visiting the Docker hub. Here is in Japanese: 構文は簡単です (Kōbun wa kantandesu):

docker search [OPTIONS] TERM

To search for the Redis Docker Images from the command line, use the following adaptation of the syntax:

docker search redis

The output will list available repositories containing Docker Images having names starting with redis in the order of popularity as shown in the following screenshot:
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Figure 5.10: Output of docker search command

We can see that there are a lot of versions of Redis available and to make our lives easier, Docker search provides (well, they tried to provide) a brief description of the images. These descriptions are the same as the ones found on Docker Hub. We also get a column dedicated to display the number of stars and a Boolean column mentioning if the image is official. The images are arranged based on the stars it has obtained, with the top image having the most stars and the bottom one having the least. These numbers are very likely to change when you run this command because of the quasi-real-time updates. Finally, we have a column called Automated which indicates that the image is built using the Docker auto-builder by sending the build context of the pwd. So, what are we looking for?

Redis (Remote Dictionary Server) is a fast, open-sourced, in-memory key-value data store that can be used as a database, cache storage, and/or a message broker. Redis allows data to stay in memory, unlike other databases (they store it on Hard Disk Drive - HDD or Solid State Drive - SSD). This makes read–write of the data blazing fast (microsecond responses, in fact, the data store will be as good as your processor and memory), making Redis a competent candidate for building real-time scalable web applications. The first result fits our description the best. It is also the Official Image.

We can reduce the number of search results by putting the --limit flag. Here is an example:

docker search redis --limit 5

We are only looking for the top five search results. Here is what the output will look like:
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Figure 5.11: Output of docker search command with -- limit flag

Now, what should we do with this image?

docker pull

As the name suggests, this command pulls a target Docker Image from the desired Docker registry (public or private, by default Docker Hub). In French, la syntaxe est simple:

docker pull [OPTIONS] NAME[:TAG|@DIGEST]

Docker Hub mentions the relevant pull command for a Docker Image when you visit its repository. For example, let us visit the redis’s official Docker Image repository home page shown in the following screenshot:
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Figure 5.12: Official redis Docker Image repository page on Docker Hub

There are multiple versions of the Redis Docker Image identified by the tags attached to them. We can pull any image by mentioning the correct combination of image name and tag. If we want to pull the latest version, we do not need to mention the tag as Docker pulls the latest images by default if not mentioned otherwise. Since we have already pulled the latest versions of images multiple times, let us try something else:

docker pull redis:buster

We are pulling the buster version of Redis and the output of the command looks something like this screenshot:
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Figure 5.13: docker pull command to pull redis:Buster docker image

Docker introduced content-addressable IDs in v1.10 for intermediate and final images to protect the integrity of the content of the images. The image layers are identified by a hex number obtained by applying sha256 on the image’s content. This hex number is called the Image Digest.

If the layer content changes, the digest also changes, avoiding unwanted substitution of layers with cached layers. This makes caching more reliable. When we pull the image, Docker Daemon also sends a configuration object along with all other layers of the image, which contains the ordered list of digests of all the layers. Docker engine verifies the content of these layers by matching their digests with the ones in that list and assembles layers in a proper sequence.

As mentioned earlier, we can also pull images from other container repositories by providing URLs instead of image names. Here is an example:

docker pull gcr.io/google-appengine/python

This command uses Google Container Registry (GCR) to pull a Python image for its App Engine Cloud service. Since, we have not mentioned explicitly, the command uses the latest version and https channels by default. Here is what the output will look like:
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Figure 5.14: Pulling a Docker Image from Google Container Registry

These images will also have similar Image IDs and Digests since they are built on Docker Daemon despite of being pushed to a different registry. So far, we have been pulling single images from a repository. If needed, we can also go all-out by pulling the entire repository on our host. To do so, use this command:

docker pull redis --all-tags

The output will be long and redundant (to stop the pulling process, press Ctrl + C) but here is what the beginning of the execution will look like:
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Figure 5.15: docker pull command to pull all tagged images of redis repository

There are positive and negative points in this output. As a positive point, while many might refrain from using this command with the fear of consuming too much disk space or bandwidth, they do not need to as the repeated layers will just be stacked from the cache and will not be downloaded again. You can already see this happening in the second attempt, where almost every layer is used from the cache. On the other hand, as a negative, it also means that most of the images will just be minor fixes, and many of them might even be completely outdated. Regardless, once the mass pulling is completed, you can list them out again with:

docker images redis

This command will only list the redis images on the host (like the following screenshot):



[image: ]

Figure 5.16: All Available tagged images pulled from redis repository

These images are sorted in reverse chronological order of creation, with the latest one on the top. It may seem natural to explore docker push after the pull command, but we need to learn tagging first.

docker tag

Docker Daemon uses Image IDs to primarily identify the images. Tags are used as a reference to point to the target image. This command creates such tags or references that can be used by users (Homo sapiens) to communicate with the daemon. Although, its syntax is simple, (in Urdu, اس کا نحو آسان ہے) we do need to follow a few commonly suggested practices (by Docker) for tagging an image.


	The tag name should be a valid ASCII string that can contain lowercase letters, uppercase letters, dots, dashes, and underscores.

	The length should not exceed 128 characters.

	The tag cannot start with a dot or dash.

	/ is used as a separator and to represent path hierarchy among repositories



Once these practices are followed, we can tag an image in three different ways. Let us take a look at each one of them.


	Tagging by Image ID:
Here we refer to an Image by its ID. You can either note it while the image is built or you can run Docker Images command and find your image out. Here is the syntax:

docker tag SOURCE_IMAGE[:TAG] TARGET_IMAGE[:TAG]

Let us run an example of this command and view the results by running Docker Images.

docker tag 235592615444 ceruleanhub/redis:buster-v1

Here is what the output will look like:
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Figure 5.17: Output of docker tag command using Image ID


	Tagging by repository-name:tag 
When we refer to an image for tagging by its name (tag), we are essentially overwriting its previous tag with a new one. In this case, both the name and the version will be overwritten.

Here is an example along with the output:

docker tag redis:buster redis:buster-v2
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Figure 5.18: Output of docker tag command using repository-name:tag


	Tagging by Repository Name
When we do not mention the full tag and just refer to it by the repository name, docker daemon automatically picks up the image with the latest tag and creates another tag based on our request. For example, when we use the command:

docker tag redis redis:v3

Docker daemon will create another variant of redis:latest (without re-downloading it since it has already been cached) and tag it redis:v3. Here is the result:
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Figure 5.19: Output of docker tag command using only a repository name




docker push

This command is used to push the built docker images to private or public container registries like Docker Hub or GCR. The process is thorough yet simple. Docker mandates you to follow certain image tagging rules before trying to push it (as mentioned in the description of docker tag command). Simply using a Registry’s URL will not allow you to push your image to that particular repository (even if it’s your private repo); you need to manage the login credentials using docker login command. Even though its generic syntax is as simple as other commands (looking for another language variant? Wait for it!) I personally recommend using it with the following flags:

docker login [SERVER_URL [:PORT]] -u --password-stdin

The command takes Docker Hub as the default registry but you can mention any other public or private registry by providing the server address and the communication port combination. Following that information, we have –u flag to enter the username and --password-stdin to enter the login password via terminal. For this example, you do not need to mention the server address since we will push the image on Docker Hub itself. Once your daemon has logged in successfully with your credentials, you can push the docker image with the following command. In German, Die Syntax ist einfach.

docker push ceruleanhub/redis:buster-v1

This command pushes redis:buster-v1 to ceruleanhub repository of the logged in Docker Hub account. This format (repository_name / image_tag) applies to any other registry as well. The output would look like the following screenshot:
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Figure 5.20: Output of docker push command

As mentioned in the beginning of the output, the image will be pushed to a newly created redis repository under the ceruleanhub account (which is also treated as a repository by the Docker Hub). Once the push is complete, you can try pulling it again, when you are satisfied, you can logout from the registry using docker logout command with the output like the following screenshot:
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Figure 5.21: docker logout command to logout from Docker Registry

docker inspect

This is another one of the most widely used commands in the docker command line. It invokes inspect() function of the daemon, which provides all of the data regarding the docker image in JSON array format. Docker also calls it returning low-level information about the docker objects associated with the image. In Russian, Синтаксис прост (read as: Sintaksis prost).

docker inspect [OPTIONS] NAME|ID [NAME|ID…]

This command is the same for Docker Images and containers. If you are going to have an image and the container by the same name (not recommended in production), it is safe to mention the object name specifically between the keywords docker and inspect. While the syntax is simple, the output can be confusing to absorb, especially for the beginners. Let us inspect the docker image of Ubuntu bionic:

docker inspect ubuntu:18.04

Since the output is too long to print in a single page, we are going to break it down into useful pieces like follows:
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Figure 5.22: Output of docker inspect command for Docker Image (Part I)

Starting from the top, we have Image ID, Repository Tag(s), and Repository Digest. When you pull an image and modify it, the Repository digest remains the same until you push it to your own repository. Then, we have Parent and comment field. Since, this image is built independently, there are no parent images and we did not mention any comments in the Dockerfile or during Docker Build. Next is the creation timestamp with Date and precise time.

There is a bit of container information for the image (for creating a template for running containers) that discusses basic information like host (daemon host) identifier and terminal behavior. Then, the output mentions the environment variable PATH. All of this information is mentioned in key-value format. The empty fields indicate the docker daemon taking default values.

For example, since there were no comments during the build, the default value for comments would be null, whereas the default value for the user would be root. Since the container has not started yet, stdin, stdout, stderr or tty have not been attached yet (thus, marked as false). In the bottom-most part of Figure 5.22, we have the command to run the shell triggered by CMD instruction.

As mentioned in the following screenshot, it is marked with the no-operation or nop tag as it will be executed during runtime:
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Figure 5.23: Output of docker inspect command for Docker Image (Part II)

The “ArgsEscaped”: true parameter indicates the source Dockerfile having used an escape directive with RUN instruction. \ is the escape directive used to escape the process before running another one. If you have two unrelated processes in consequent RUN instructions, it is a good practice to escape first before handling second. We have certainly not mounted any volumes (storage objects for docker, topic for the next chapter), and it seems like the Dockerfile has not described any working directory or labels in particular.

The working directory will be inherited from the base image, while the ENTRYPOINT will be replaced by the CMD. Finally, it seems like we do not have any ONBUILD instruction lingering either, since the nature of Ubuntu base image is very general-purpose.

In the next bracket, we have the architectural specifications for the Docker Image and the size occupied on the host’s disk. Let us move on to the next screenshot:



[image: ]

Figure 5.24: Output of docker inspect command for Docker Image (Part III)

First, we have the graph driver details. Graph Driver is a storage driver that allows additional plugins to map and use storage external to Docker’s default storage. The type of storage driver is Overlay2. We will learn more about storage drivers soon enough. Then, we have the default storage, which is the Root file system divided into layers identified by their IDs.

At last, we have the metadata field displaying the last time the image was tagged. It is set to 00:00:00 on 01/01/0001 because the image has no tagging timestamp and the default latest tag has been granted to another updated image thus, this one loses the tag along with the timestamp.

Sharing the Docker Image

Sharing is probably the most important task you will be doing with your Docker Image; and as we know, sharing is a two-way process. It is a give-and-take situation; hence, we need two commands or two API calls to fulfill the task. Docker understands this well, and it has doubled down on the two API idea. Docker has two distinct ways of sharing Docker Images. Surprisingly (yet logically), these two ways are incompatible. Let us understand both of them and their incompatibilities with examples.


	The Save-Load Method:
In this method, the Docker Image is saved as a tar file. The tar file contains individual layers of a Docker Image along with a manifest to stitch the file back into an image. Let us take a look at the syntax and an example:

docker save [OPTIONS] IMAGE

Using this syntax, let us save the busybox:latest image. To control the name of the output file, we will rename it to busybox-save.tar using --output flag.

docker save --output busybox-save.tar busybox:latest
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Figure 5.25: Output of docker save command

The size of the original docker image was 1.22M whereas the tar file is 1.4M large. The additional space is occupied by the manifest file and the metadata. We can also view the content inside the saved tar file using tree utility as shown in the following screenshot:
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Figure 5.26: List of files and directories of saved Docker Image using tree command

The top JSON file contains metadata about the saved layers. The second repository contains metadata about the image itself along with another tar file with all of the layers of the docker image. This is how the top layer merges with all of the other layers without them losing their identity. Finally, we have a manifest file that has the instructions about recreating the image as it is. We can load back this image using docker load command. If the image already exists, it will be re-written (even with update) and if it does not exist, it will be created on the host from the tar file using the manifest. The image is re-written in the following screenshot:
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Figure 5.27: loading back the saved Docker Image

The quiet flag blocks docker from printing the full process of loading each intermediate image layer and providing a clean one-liner output. This method is useful when you want to share the image as itself and are confident about the compatibility of docker versions of sender and receiver’s ends. The source image to be loaded can be from any file system or a URL. It means you can share a docker image just like a .exe software file from windows. But sometimes, you may not be sure about the ability of the client to use docker or about the docker version compatibility between you and your client. That is where the next method is useful.


	The Export-Import Method:
While docker save packs a docker image into a tar file, docker export packs a snapshot of a running container environment (in other words, the file system of a container) into a tar file. The host exports the container as a tar file and the client imports it as a docker image. The reason behind this is quite simple. Containers are isolated file systems; resource-controlled by cgroups.

The container host cannot have any control over the client resources, so the client has to create a container by itself from a docker image. This raises many questions like how the imported docker image is different from the loaded one or why are these sharing methods incompatible to each other? Let us go through all of them after looking at an example. Run a busybox container using the following command:

docker run –itd --name busybox-cont busybox

Then, export the container using the command as shown in the following screenshot:

docker export --output=”busybox-export.tar” busybox-cont
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Figure 5.28: Output of docker export command

As we saw in the screenshot, both save and export create tar files of the same size (since we haven’t done anything significant with the running container), but the internals is different.

We should view the tree structure of exported container’s tar as well:
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Figure 5.29: List of files and directories of exported container file system using tree command

These ain’t no layers! This is a teeny-tiny file system! Colloquial slangs aside, this is what we were expecting, the snapshot of the running container’s file system. This is the file system of a busybox (Embedded Linux variant) container. When we import it, it turns into a docker image but without any CMD or ENTRYPOINT layer. This means at some point you need to specify the command to turn the image executable. Instead of leaving this task to the one running the container, it is better to do it while importing the image like the following example:

docker import \

--change “CMD sh” \

busybox-export.tar \

busybox:export


[image: ]

Figure 5.30: docker import command to import an exported container as Docker Image

In the multi-line command, we have used the --change flag to add the CMD instruction layer to the image. The source exported file is busybox-export.tar and the desired resultant Docker Image is busybox:export. The image is then run successfully as a container and the shell was the foreground program to run just as mentioned in the CMD.




These were the two Docker Image sharing methods. Let’s test their incompatibilities. First of all, let’s see what happens when we try to import a saved Docker Image in the following screenshot:
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Figure 5.31: Failed attempt to import a saved docker image

The Import command did try to create an image as seen at the top of the Docker Images output, but the metadata was completely missing. While we can identify this particular image, a host full of tags and fewer images is worse than not using containers at all. On the other hand, if we try to load an exported container, the results are as shown in the following screenshot:
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Figure 5.32: Failed attempt to load an exported container

This is even better; Docker did not even want to try (*chuckles). The files list in the manifest was unexpected and did not provide anything close to a layer (intermediate image) ID so docker just expressed its disappointment.

At the end, none is clearly better than the other. It is all about appreciating the flexibility and making the most out of them depending on the situation.

Docker Image clean-up commands

We have been playing with Docker Images a lot. From building them to exporting them, we have created and pulled a lot of variants of a lot of images, but not all of them are here to stay. As storage optimized as containers and their images may be, they still consume space on your drive and you do need to clean them up every once in a while. The first and straight forward command to do so is docker rmi. Here is the syntax:

docker rmi [OPTIONS] IMAGE [IMAGE-2 IMAGE-3 IMAGE-4…]

The command can be used to remove one or more Docker Images (at least one is necessary for the command to work) addressed by their repository name, tag, or ID. Here is an example with the screenshot of the output to remove a single image:

docker rmi nginx
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Figure 5.33: Output of docker rmi command with single image

What just happened? We asked for the removal of the image, so why did it get untagged? This ties back to the fact that the images are stored as repositories with tags. If we have multiple versions of the same image, the image does not get duplicated, it just gets multiple tags (with corresponding layers if updated any) which are displayed as different images.

When we remove such an image, it does not get deleted from the disk (otherwise, the other images would also lose the layers); just the tag gets removed from the metadata. Docker daemon (which returns the output of docker images command) treats this as removing that particular version of the image. On the other hand, if there is only one image from a particular repository, the rmi command does manage to delete it completely.

Similarly, we can remove more than one images from one or more repositories at the same time. The command remains the same with just more image names and tags like as follows:

docker rmi nginx:v1 nginx:alpine

Since, we only had two nginx variants remaining, let us remove both of them. By doing so, the layers of the image will actually be removed since there is no other nginx variant to keep these layers for, just like the output shown as follows:



[image: ]

Figure 5.34: Removing multiple images with docker rmi command

There are times when a container is running from a specific image. In that case, you cannot usually remove the image. This happens because the container is essentially a writable layer in the context of a process on top of the docker image’s read-only layers. Another reason is the provision of a command called docker commit, which saves the changes made in the containers as a separate docker image. If the image is not deleted, all daemon has to do is saving the changes and creating a new tag instead of creating layers for a whole new image. Caching works all across docker which makes this one of the most efficient tools for deploying applications at scale. If you want to remove such an image (or an entire repository, if not mentioned any specific tag), you can force the daemon to do so by adding --force or –f flag as shown in the command and the output is as follows:

docker rmi ubuntu --force
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Figure 5.35: Force removal of a docker image

If you do not mention the Image repository names at all, you can remove all of the images with –a flag. We will do that at the end of this book. Lastly, there are dangling images, in other words, the images which are not used by any running or stopped containers. When you have many images on your host, addressing each of them is tiresome and blindly using -a flag is dangerous. That is why we have the docker prune command. This command works with both images and containers, but we will look at the images variant in the example as follows:

docker image prune --all --force --filter “until=2020-05-31T00:00:00”

With the above-mentioned command, we will force prune all of the images created before 31st of May 2020 (an example timestamp) and will get an output like the following screenshot:
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Figure 5.36: Pruning dangling Docker Images

Initially, the image variants got untagged. Then, the dangling images and their intermediate images got deleted from the host file system. This is a handy command when you are working with a variety of docker images; look at the reclaimed space at the bottom! Now that we have explored the images quite a lot, let’s move to its running instance, the containers!

The container life-cycle

A container goes through many phases throughout its life-cycle, and there is no better way to understand each of those phases and their implications on the host other than making it transition through those phases yourself. To get a broader picture of what we are going to do with the container, here is a state diagram of the container life-cycle:
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Figure 5.37: Container Life-cycle

As shown in the preceding diagram, the user input (from Docker Client) controls the transition between the phases whereas Docker Image is where the lifecycle actually starts from. We will go step-by-step to explore each command and each phase of the containers.


	docker create
This command is applied on the Docker Images. Docker Images are a stacked sequence of read-only file system layers. This command appends a writable layer on top of them and the size of the writable layer depends on the resource limit set for the container.

Just like the storage, it also reserves resources for the compute end of the container. This is done by creating a cgroup for the container resources. The cgroup is created by an underlying Container Runtime Environment like containerd. The command has a simple syntax as follows:

docker create [OPTIONS] IMAGE [COMMAND] [ARG…]

In case the Docker Image you have pulled does not meet your requirements to the fullest (which is most likely the case), this is one of the stages where you can make adjustments to some of its layers. You can replace the CMD, ENTRYPOINT or WORKDIR layers, trigger health-checks on/off, add metadata and even mention resource limits for the container. Here is an example:

docker create -it --name bob \

--label OS=Linux \

--restart=always \

--memory=1GB \

--workdir /home \

--log-driver syslog \

--no-healthcheck \

--privileged \

centos

The command will return a container ID to reference the container in future, as shown in the screenshot below. Another way to reference the container would be a name. We have named the container as bob using --name flag. The --label flag is used to add metadata in key-value form. We have set the restart policy to always. This is used to dictate how many times the container will restart if it fails to run or crashes due to some error.

We have set the memory (RAM) usage limit to 1GB. This is fairly high for a learning purpose container. To get a relative perspective, when we are low on resources, we limit our Virtual Machines (VMs) to use 1GB memory and assume some performance hiccups. The environment of the container itself will consume much less memory compared to VM, so the CentOS container with 1GB memory will perform much better than the CentOS VM with the same limitations.

Moving on, we have set the workdir to /home for convenience. Container logs are an elaborate topic and we will explore it in-depth in this book but to comprehend the next flag; processes need an agent application to store and process logs. We have set syslog as the logging agent, which is built-in the host as a daemon. Finally, we have turned off the health check and have given privileged access to the container:
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Figure 5.38: Output of docker create command

Along with the container ID, we have also received a warning. The container Id indicates that the container is created, and all of the changes (mentioned via flags) are appended. This warning has popped up because Debian variants like Ubuntu have disabled swap memory access by default (the swap limit usage is set to 0 bytes).

If we do not intend to use swap memory on the host, we can let this warning slide; but if your application infrastructure is critical about resources and swap memory is a part of your compute estimations, you can feel free to enable it by adding another flag --memory-swap followed by the size value (preferably after the --memory flag for better readability), and the warning will disappear.

Another aspect of the statement warns about cgroups not being mounted. This happens when cgroups are not enabled on your host (or to be precise, they are disabled since they are enabled by default). We know this is not the case because we have already run a few containers on this host! We can verify the creation and check the state of this container with docker ps command as shown in the following snapshot:
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Figure 5.39: Container bob with “created” status

Though the container is definitely not running, it is ready to run. To run it, we can use the next command.


	docker start
This command is used to send the container from the stopped or created state to the running state. As a container is a process, a created container’s process gets forked on Linux. The cgroup mounted by docker create command starts to act, and the resources start to get utilized. Here is the syntax:

docker start [OPTIONS] NAME | ID

You can use the container name or the container ID to refer to the container. You can use one or more containers in created or stopped state at once to start them. Let us start the bob container:

docker start bob

The output will be as the following screenshot:
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Figure 5.40: Output of docker start command

You can notice that the container was created 28 minutes ago whereas it was started just a few seconds ago. The status is described as Up which indicates that bob is running. If we want to access bob’s environment, we can start it with an interactive shell instead, with the following command:

docker start bob --interactive

With this flag, we will be able to communicate to the shell of the container. The screenshot below also verifies that the WORKDIR instruction worked perfectly as the pwd is set to /home:
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Figure 5.41: Output of docker start command with --interactive flag


	docker run
While the combination of docker start and docker create commands provides its own set of advantages like flexibility and granular control, docker realized over time that a large majority of users would benefit if there was a single command to both create and start the container at once. This is how and when docker run came into existence. As you might have guessed, the command works directly on the docker image. It can tail flags from docker create command (for altering the image) and docker start command (for manipulating container behavior and interactions).

From the narrative perspective, docker run has already been spoiled multiple times to you. We will be using it plenty of times in the book further. Let us move to the next phase of the container life-cycle. A running container can have 4 possibilities. It can be stopped, paused, killed, or restarted. Let’s explore each one of them one-by-one.


	docker stop
Starting with the cliché line, this command sends a running container to the stopped stage. To get it back up and running, we need to use the same docker start command that we had used on a created container; but the stopped phase is not the same as the created phase.

In this phase, the init process of the container (process with PID 1, if not init) receives a termination signal SIGTERM from the parent process of the host. The only significant flag this command has is –t which is an abbreviation of --time. The time flag indicates grace period before sending SIGKILL if SIGTERM fails to stop the container. I believe bob will have no problem stopping, so adding a grace period will not make any difference. Here is an example:

docker stop bob

The successful implementation will return the container ID or name (depending on how you addressed it in the command) as shown in the following screenshot:
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Figure 5.42: Output of docker stop command


	docker pause and unpause
There are times when we do not wish to stop the container, but do not want to run it either. At times like this, we can pause them. Containers use cgroups and when we run docker pause command, the control of the container is given to a freezer cgroup.

In simple terms, you can say freezer cgroup is SIGSTOP signal enveloped by watch utility. All of the processes of the container are suspended; and while they (processes) do not realize it, they are being watched by docker daemon. When a process is controlled by a freezer cgroup, the cgroup itself may be in Freezing (during the execution of pause command), Frozen (after execution of the pause command) and Thawed (when unpaused). The following images describe what happens when we pause and unpause bob; the syntaxes are beyond simple as there are no accompanying flags available.

You can simply use one or more container references (name or ID) after the pause and unpause command, as shown in the following screenshot:
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Figure 5.43: Output of docker pause command for container bob

As shown in the screenshots below, when we pause and/or unpause the container, it does not exit; it stays up the entire time.
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Figure 5.44: Output of docker unpause command for container bob

It means a cgroup is active and the resources are not freed up. After all, the processes inside the container have just received SIGSTOP, not SIGTERM or SIGKILL. Speaking of SIGKILL, here is how we kill a container by force.


	docker kill
Instead of waiting for a grace period like docker stop, this command directly sends SIGKILL and kills the container by Out of Memory (OOM) error. In other words, this command starves the container to death! Just like many of the recent commands, this one also follows the pattern of command keywords followed by one or more containers. The only possible flag is --signal to change the Linux signal for killing a container like SIGKILL to SIGQUIT or SIGHUP. This process returns exit code 137, which indicates termination by SIGKILL.

Here is an example, run the following command to get the output following it:

docker kill bob
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Figure 5.45: Output of docker kill command for container bob

In the list of the containers, the status of bob is still exited like stop command but the bracket explains it all. It had exited with error code 137 indicating OOM kill.

Optionally, you can also run docker restart command on a running, killed or stopped container to run the init process again (to get out of a crash loop situation).

Hence, we saw how a container goes from one phase to another smoothly by invoking proper APIs. In the next topic, we will cover some frequently used actions on the containers.




Working with Docker Container commands

Containers are just like a running isolated application so one can perform a lot of actions on them spanning over a spectrum of complexity. Let’s start with the simple one.

docker rename

This command does exactly what its name suggests, it renames a container. The container ID remains the same, just the associated name gets overwritten by the newly input name. The word overwritten is important here as this is not a nickname. Once you have renamed the container, you cannot address it with the previous name. Here is the syntax:

docker rename CONTAINER NEW_NAME

The container can be addressed by its name or ID as usual. You cannot use the same command to rename multiple containers at the time the book is being written. Let’s rename bob.

docker rename bob alice

As shown in the output following screenshot, bob is now alice (because, why not?!):


[image: ]

Figure 5.46: Bob is now Alice! - output of docker rename command

docker exec

This command executes the desired command (command performs a command, love this word play) on the running container. The initial use or the thought process behind the provision of this command was to allow developers to execute an operation (via command) on a running container environment without navigating into it. But eventually, developers started to use this command to navigate into the container itself! This happened mostly because of docker run massively, overshadowing the use of docker create and docker start combination (I have seen t-shirts with the text printed “Dream, Plan, docker run”!).

In any case, docker exec is a widely used command. It also has some limitations (and some hacks around those limitations); for example, you can only run a single command with docker exec. In other words, piping or commands combined with && operator will not work. On the other hand, you can provide multiple commands the arguments for the single docker exec commands like sh -c “echo nisarg && echo dhwani”.

The command mentioned with docker exec runs on the PWD or defined WORKDIR of the container. This command only works if the PID 1 of the container is running. In other words, you cannot exec a stopped or killed container (did I even need to mention that? Maybe I am underestimating my dear readers way too much!), but what if the container is paused? The processes are just suspended and they are going to get back up once we unpause it. It seems like Docker already knew we would try this (or maybe they got a feedback from testers) but they have made sure we do not try to do this. When we run docker exec on a paused container, docker daemon simply asks us to unpause it and discards our request with an error. Here is the syntax for docker exec command:

docker exec [OPTIONS] CONTAINER NAME | ID COMMAND [ARG…]

We have played a lot with bob and alice during the life-cycle and even after it. Let us use another docker image to try this command out. Run the following commands:

docker run -d --name redis-cont -p 6379:6379 redis

docker exec -it redis-cont sh

This will run a redis container and afterwards, open a shell in its environment. Once you have navigated to the redis terminal, you can SET a key-value pair and GET its value to verify if the SET had worked properly. To do so, follow the commands:

redis-cli

SET Hello World

GET Hello World

The entire process would look close to the following screenshot:
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Figure 5.47: Executing docker exec command on redis container

docker attach

This command is used to attach your host’s STDIN, STDOUT and STDERR to the container and interact with it. As another interpretation, it brings the CMD or ENTRYPOINT process of your container to the foreground of the host. This also means that exiting such a foreground process will result in termination of the container as, without any executable process, the container will automatically assume SIGTERM for its PID 1. Here is the syntax for docker attach command:

docker attach [OPTIONS] CONTAINER

The options are to be replaced by flags that grant customization like skipping integration of STDIN (--no-stdin) and to just watch the output or to pass signals as a proxy (--sig-proxy) for anonymity from the container. We do not intend any of them, so we will directly run a container and attach it to our terminal:

docker run -i --name busybox-cont busybox

docker attach busybox-cont

I have added --i to open the container’s I/O stream. Optionally, you can also add –d to detach it simultaneously. This would mean that even when we exit from the CMD or ENTRYPOINT process, our container will continue to run in the background with a daemon process and will avoid PID 1 termination. Here is what the output will look like:
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Figure 5.48: Output of docker attach command on busybox container

You can run docker ps to see that the container had exited with graceful termination:
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Figure 5.49: Graceful termination of busybox container after exiting from docker attach command

After attaching the container, we have run the iostat utility of Linux to see the usage stats and architecture stats. An alternative to docker attach is NOT skipping --t while using docker run and performing docker exec with a shell invocation command afterwards.

Now that we know how to interact with the containers, let us make those interactions useful.

docker commit

This command is used to store any changes made to the containers in form of a new docker image. Though, it looks like an independent command, it is basically taking inspirations from docker export. The currently running container’s snapshot is exported as an image and the image is then run as a container. Here is the syntax:

docker commit [OPTIONS] CONTAINER [REPOSITORY[:TAG]]

The options include provision to pause the container while committing (-p), making changes to the source Dockerfile (-c), adding an author of the changes (-a), and adding a change message for future reference (-m). Optionally (and preferably), you can provide the name of the newly created docker image as a combination of the repository name and a tag. Let’s run a new Ubuntu container and modify it to demonstrate this command:

docker run -itd --name py-ubuntu ubuntu:18.04

docker exec -it py-ubuntu bash

/# apt install python3

Python3 will be installed on Ubuntu as shown in the following screenshot:
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Figure 5.50: Installing python 3 on Ubuntu container as a result of docker exec command

The changes have been performed, now it is time to commit them using the following command:

docker commit --change “CMD python3” --author “Dhwani” -m “Added Python module in Ubuntu 18.04” 5dd7141b48e3 py-ubuntu:v1

We have changed the CMD from running a normal shell to running python and have also added a message along with author details. The newly saved image will be named py-ubuntu:v1. Let’s see if the image has been created:
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Figure 5.51: Verification of docker commit command

Look at the first and the last images in the result of the Docker images command. We had run the container from Ubuntu 18.04 (~64MB large) and the newly created py-ubuntu is 128MB large. We can also run the container to see if the CMD has been changed:

docker run -it --name py-ubuntu-cont py-ubuntu:v1

Here is what we get when we interact with the container:
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Figure 5.52: Running a container from a committed Docker Image

This is clearly the python shell verifying that the CMD alteration worked well. Though this was exciting, all that glitters are not gold. Docker commit has very limited usability, like spontaneous testing or debugging. For any other intents of saving changes to containers, altering the docker image via Dockerfile is always a much safer option. Docker commit also does not retain any files from non-ephemeral storage (we will learn more about them in the next chapter). There is another command which is quite helpful for debugging, monitoring, or just taking a quick glance at the resource utilization of the containers.

docker stats

This command is used to stream live statistics of a target container straight into your terminal. If we do not accompany the command with a target container name, it will just stream the collective stats of all containers. While the command does not forbid you from mentioning stopped containers, they do not respond back; so it is much like knocking the door of an empty house. Optionally, you can also turn off the live stream if you want the stats of particularly current time-stamp. Here is an example:

docker stats apache-cont

We will start with a single container. Here is the output:
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Figure 5.53: Output of docker stats command for a single container

The output provides us metrics like CPU usage, Memory usage, Network I/O utilized, and number of processes (PIDs). Docker does not differentiate between processes and threads, so the PIDs column will show a cumulative number of both of them.

Here is another variant:

docker stats --all
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Figure 5.54: Output of docker stats command for all containers

(A random adjective and a random name separated by an underscore… this is how docker names the containers by itself! Simple yet Splendid!) While this seems informative, most of the time the system admins are looking for specific metrics. In such a case, any additional metric might just be a distraction. To avoid the distraction, we can use a formatting filter like the one mentioned in the command below:

docker stats --all --format “table {{.Container}}\t{{.CPUPerc}}\t{{.MemUsage}}”

We have already seen how this format is interpreted during the docker images section, so let us jump straight to the output:
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Figure 5.55: Formatted output of docker stats command

We had just put container IDs, for an even prettier output, you can also print the container name instead. While we are on the streak of exploring commands useful for monitoring and/or debugging, (without actually debugging anything) let us explore another one of them.

docker wait

This command wraps a tiny little process around the container that catches the exit code whenever the container is stopped or killed. This is useful when you are running one or more daemon containers and you may suddenly find that some of them have exited without any notice. To be realistic, this command alone does not serve much purpose but piping its output to another metric collector with logs can turn out to be insightful. We will explore more of it when we discuss the container logs in this book. Here is the syntax:

docker wait CONTAINER NAME | ID [CONTAINER…]

Let us apply it on our py-ubuntu container that we had created from the committed image (no specific reason, just to make that container a little useful):

docker wait py-ubuntu-contl
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Figure 5.56: Use of docker wait command on a running container

Docker is lazy enough not to give even a single confirmation about whether the command worked successfully or not (just print a line like “py-ubuntu is on wait” or something like that. Can we be lazy enough to uninstall you?) But we are not lazy enough not to verify it. Open another terminal and stop py-ubuntu as shown in the following screenshot:
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Figure 5.57: Stopping a running container

When we navigate back to the main terminal, we can see in the following screenshot that the exit code of py-ubuntu is printed (why 137? because the container took longer than the grace period to shut down) and docker wait command has been completed successfully:
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Figure 5.58: Output of docker wait command with the exit code of a container

docker diff

Simple commands should be described simply; docker diff is one of them. It is a file system centric container change-log. Docker has allocated different codes for different kinds of changes made to a file system.


	A: The file or directory was added

	D: The file or directory was removed

	C: The file or directory was modified



Let us demonstrate it with another variant of minimal Linux called Photon Linux. First of all, we will run the container and make some file system level changes on it (in other words, we will make some files and type some gibberish) as shown in the following screenshot:
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Figure 5.59: Performing file system level changes to photon container

Then, we will apply docker diff on the container expecting some changelog with above mentioned codes. The container can be referenced via its name, its ID or a truncated version of its ID.

docker diff photon-cont
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Figure 5.60: Output of docker diff command for photon container

A directory called photon-linux was added, /root was changed, a temporary file called .bash_history was added due to running a couple of commands and /home was removed.

While all of these commands provide different kinds of useful information about the container, one command tops them all. Let us discuss it.

docker inspect container

We have already seen the functionality of the Docker inspect command with Docker Images and it does the same for the containers too, apart from the fact that containers return a lot more data. You do not necessarily need to mention container at the end of the Docker inspect keyword unless the Docker Image name is the same as the container name (which is not recommended at all).

It is time to inspect our helping hand while understanding the container life-cycle… bob. We already know that unfiltered inspect output will be a nightmare but since we are here to exchange knowledge, let us face the nightmare:

docker inspect bob
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Figure 5.61: Unfiltered output of docker inspect command for a container

This was a long very long output; but not very difficult to understand. Let us explore each JSON key-value pair field one-by-one. The output begins with basic container information like Container ID, creation timestamp, pwd, and arguments to inherited CMD (none in this case).

Then, we get precise state information of the container. Docker goes out of its way to mention not just that the container is running but also that it is not paused, restarting, OOM, or dead. This is a conscious choice. Docker realizes that most of the users will filter the output and might specifically ask for parameters such as if the container is paused or if the container is killed.

The next set of key-value pairs provide information about the root process of the container. Its PID is 22896 and it had exited gracefully. In a normal Linux environment, the PID of initial processes would not go as high but docker sees no difference between processes and smaller kernel tasks (threads), so the number reaches relatively higher peaks. On the other hand, the number of active processes remains lower than a standard Linux environment, as most of the times, we are using minimal versions of the OS inside the containers.

Moving on, we have information about the source Docker Image (which was also available in more elaborate way when we ran inspect on Docker Images), network details, and volume details. We will discuss network and storage information separately when we inspect them in the next chapter (otherwise, the topic would fly even faster than fighter jets over your heads due to a lot of semantics).

Let us move straight to the isolation field. The container does not have any pre-defined CPU sharing policy with other containers as CPU sharing policies are not meant for standalone containers. When more than one container are used by an orchestrator under the same supervisory process like a Kubernetes pod; CPU sharing comes into play. Similarly, we do not have any parent cgroups on top of the container cgroup as there is no orchestrating object watching over our container.

Then, the next set of key-value pairs indicate that we (including Docker) have not blocked any I/O (peripheral or iostream) or read/write permissions. Then, a bunch of configuration parameters is set to either null or 0, this does not mean the container is not using any resources. It just means that we have not defined any boundaries in advance, and Docker will allocate the resources dynamically.

The next set of information is about graph drivers and IO mounts which is again, similar to what we have seen with the results of running the Docker inspect command on Docker Images. Focus on the labels field. Docker considers the containers as applications themselves thus, we are provided with commercial parameters of base image OS like license type, licensed software (product) title, version, and vendor name along with the same under the context of OCI, which stands for Open Containers Initiative. The CentOS is licensed under GNU Public License 2.0 to the CentOS organization as vendors and is acknowledged by the OCI. This is important because docker used containerd as the underlying CRI (Container Runtime Environment).

Although, the next set of information is about networking and we will see most of it in the next chapter, there are a bunch of fields that do not require any pre-introduction so let us go through them. The IP address of the container is 172.17.0.2, whereas the same of the gateway (virtual network managing the connectivity for the containers) is 172.17.0.1. The virtual Mac address of the container (do not confuse it with the Mac address of the host) is 02:42:ac:11:00:02 and the IPv6 prefix character length is set to 16. This information is useful because containers primarily communicate via HTTP(s) REST APIs.

The more you get to know about the containers and the object interacting with them, the more each of these fields will hold value for you. Till then, you can always filter the output for the fields you want and we can move to the next command.

Sharing files with containers using docker cp

Just like ADD and COPY are essential instructions of Dockerfile, docker cp is an essential command of the docker command line. Generally, the only way to share user-created files with the containers is through explicit HTTP(s) requests like wget. But it is not always the most easily feasible option. docker cp saves you from the trouble and provisions a REST interface for sharing files from host to container and vice-versa. There are two variants of the syntax as follows:

docker cp [OPTIONS] CONTAINER:SRC_PATH DEST_PATH|-

The above variant is useful when the source file is from the container file system. For the other way around, you can use the following variant:

docker cp [OPTIONS] SRC_PATH|- CONTAINER:DEST_PATH

Even among these two variants, there are many possibilities with conditional and contextual source and destination combinations. For example:


	Source path is a file and Destination path is a file:
In this case, the destination file in the container will be overwritten by the source file of the host which is basically Docker’s version of replacing file with the same name. Here is an example of apache-cont container:

docker cp /home/dhwani/apache-server/index.html apache-cont:/usr/local/apache2/htdocs/index.html

Since this is a webserver, you can either cat the file or view it directly on the webserver as shown in the following screenshots:
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Figure 5.62: Output docker cp command for source path (file) and destination path (file)
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Figure 5.63: Execution of the copied source file in container


	Source path is a file and destination path does not exist and is a directory:
In this case, when you try to copy the source file precisely into a non-existing destination directory, the Docker daemon will return a generic error (inherited from Linux) saying the file does not exist as shown in the example below followed by the snapshot of the output of this command.

In this example, the destination path mentioned in the command, hldocs/, does not exist in the file system of apache-cont container.

docker cp /home/dhwani/apache-server/index.html apache-cont:/usr/local/apache2/hldocs/
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Figure 5.64: Output docker cp command for source path (file) and destination path (non-existing directory)


	Source path is a file and destination path exists and is a directory:
In this case, the source file is successfully copied in the destination directory with the same base name. In this example, the index.html file is copied with the same name in the apache2 directory in apache-cont’s file system. Here is the command to perform this action followed by the snapshot of the output:

docker cp /home/dhwani/apache-server/index.html apache-cont:/usr/local/apache2
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Figure 5.65: Output docker cp command for source path (file) and destination path (existing directory)


	Source path is a file and destination path does not exist:
In this case, when the destination path provided in the docker cp command does not exist, docker daemon will create that path and copy the source file to it. If the destination path is a file, the source file will overwrite it and if the destination path is a directory, the source file will be copied in that directory with the same base name.

In this example, the destination path is a file named home created in apache2 directory in apache-cont container, so now the source file, index.html, will overwrite the content of the home file. This action can be performed using the below command and the output of this command is followed by the snapshot:

docker cp /home/dhwani/apache-server/index.html apache-cont:/usr/local/apache2/home
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Figure 5.66: Output docker cp command for source path (file) and non-existing destination path


	Source path is a directory and Destination Path is a file:
Generally, when you try to copy a directory to a file, it will simply lead to an error. In this example, when we try to copy a source directory apache-server/ to a destination file index.html, the Docker daemon will return an error that it cannot copy a directory to a file. To perform this action, use the following command and the output of this command is followed by the snapshot:

docker cp /home/dhwani/apache-server/ apache-cont:/usr/local/apache2/htdocs/index.html
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Figure 5.67: Output docker cp command for source path (directory) and destination path (file)


	Source path is a directory and destination path does not exist:
In this case, the source path is a directory and the destination path mentioned in the command does not exist then the destination path is created and the contents of source directory are copied into that newly created path. Since, the source directory cannot be copied to a file, in this case, the destination path will always be a directory.

In this example, apache-server/ is the source directory whose content will be copied to the destination directory home in apache-cont container. To perform this action, follow the command below and the output of the command is followed by the snapshot:

docker cp /home/dhwani/apache-server/ apache-cont:/usr/local/apache2/home
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Figure 5.68: Output docker cp command for source path (directory) and non-existing destination path


	Source path is a directory and does not end with /. and destination path exists and is a directory
In this case, the source path is a directory and does not end with /. (slashdot) then the source directory (along with its files and sub-directories) will be copied as a sub-directory to the destination path directory.

In this example, apache-server is the source directory which will be copied to the destination directory htdocs as a sub-directory in apache-cont container. To perform this action, follow the command and the output of the command is followed by the snapshot:

docker cp /home/dhwani/apache-server apache-cont:/usr/local/apache2/htdocs/
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Figure 5.69: Output docker cp command for source path (directory does not end with /.) and destination path (directory)


	Source path is a directory and ends with /. and destination path exists and is a directory
In this case, the source path is a directory and does end with /. (slashdot) then only the contents (files and sub-directories) of the source directory will be copied to the destination path directory.

In this example, apache-server is the source directory, containing a file index.html, which will be copied to the destination directory apache2/ in apache-cont container. To perform this action, follow the command below and the output of the command is followed by the snapshot:

docker cp /home/dhwani/apache-server/. apache-cont:/usr/local/apache2/
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Figure 5.70: Output docker cp command for source path (directory does end with /.) and destination path (directory)




The action of sharing files between containers and the host is a significant asset. Type-2 hypervisors also provide the same facility for VMs. This almost marks the end of container commands. If you want to clean up your containers, you can use docker container rm and docker container prune just like you did with the images including variants like force removal. In the next topic, we will take a look at some miscellaneous commands and then, we will conclude this chapter.

Miscellaneous Docker commands

Docker Command Line is not just limited to images and containers. We had started the chapter with docker version command and had also hinted a twist at the end. The twist revolves around the “experimental” feature being turned off by default. There is a way to manually turn it on to leverage APIs that are currently in the experimental stage. We need to do it separately for both docker daemon and docker client. We will start with the Docker daemon. Use the following command to access the JSON config file of Docker Daemon. (you can use your preferred text editor to edit this file.)

sudo nano /etc/docker/daemon.json

Now, add the following key-value pair at the end of the file:

{

“experimental”: true

}

Save and exit the file. To do the same process on the client, we need to access the json config file of the client. If the client and the daemon are on the same machines, the files are just at different locations. While the daemon file was under daemon directory, the client file in a directory called .docker under $HOME. Use the command below to access it:

sudo nano ~/.docker/config.json

Add the following key-value pair at the end of the file:

{

“experimental”: “enabled”

}

Once it is done, save and close the file and restart the docker client using the following command:

sudo systemctl restart docker

This will restart both Docker daemon and the client. Alternatively, you can start them separately as well. To see if the changes have taken any effect, rerun the docker version command, and the output should be like the following screenshot:
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Figure 5.71: Experimental features on Docker Client and Server enabled

There is no point in demonstrating any experimental command. By the time you get to read the book, it might get promoted to the stable release. But, you can visit the Docker CLI documentation and search for the commands with experimental tag and play around with them.

Now, let us take a look at another informative command:

docker info

This command will provide a combined and summarized information about the docker installation, present artifacts (like unique images and containers) and kernel details of the host as shown in the following screenshot:
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Figure 5.72: Output of docker info command

Apart from the points mentioned above, we also get information like the host’s cgroup driver used by docker, root directory of docker objects, versions of different docker components, and versions of host OS and its kernel. Docker considers local host an insecure registry as it does not go through its security standards. Local host is the default registry from where we push the images to docker hub. The primary registry is still docker hub indicated by its URL. This command provided static information, if we want more dynamic version of what is going on with our docker instance, we can use the following command:

docker pull debian

docker events
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Figure 5.73: Output of docker events command for a Docker Image pulling event

You might be wondering, why is pulling an image the only event? That is because I had cleared up all of the images and containers before using this command. The more you work with Docker Images and containers, the more events get listed accordingly. Go ahead! Play around and expand your understanding as well as experience 

Conclusion

This was indeed an exhaustive chapter. But now you have so much to do with the containers and images. Even at this point, you might be excited to try lots of stuff out with maybe your personal project, with some random containers or maybe at your team’s project. Containers seem handy and controllable now, but their capabilities are far from having been leveraged.

In the next chapter, we will take a deeper look into two of the most useful supportive docker objects of containers, networking, and storage.

Multiple choice questions


	Which of the following commands is used to run a nginx web-server container as a background process?

	docker run -b --name nginx-cont nginx

	docker run -d --name nginx-cont nginx

	docker run --daemon --name nginx-cont nginx

	docker run --name nginx-cont nginx


Answer: B


	Which of the following commands creates a new tag for an existing Docker Image?

	docker rename target_image[:TAG] source_image[:TAG]

	docker tag target_image[:TAG] source_image[:TAG]

	docker rename source_image[:TAG] target_image[:TAG]

	docker tag source_image[:TAG] target_image[:TAG]


Answer: D


	Which of the following commands will you use to inspect centos Docker Image?

	docker image info centos:latest

	docker info centos:latest

	docker inspect centos:latest

	docker image describe centos:latest


Answer: C


	Which of the following commands can be used to pull multiple images from a single repository?

	docker pull <repo_name> --all

	docker pull <repo_name> --all-tags

	docker pull <repo_name>:<tag-1> <repo_name>:<tag-2> . . .

	docker pull <repo_name> --all-images


Answer: B


	In the docker cp command, if the SRC_PATH is a directory and the DEST_PATH is a file, what will be the outcome of docker cp command?

	Source file’s contents will overwrite the contents in DEST_PATH.

	The contents of each file of SRC_PATH will be copied into separate files into the DEST_PATH.

	DEST_PATH will be created as a directory, and all the contents of the SRC_PATH will be copied into this directory.

	An error will occur that it cannot copy a directory to a file.


Answer: D


	Which of the following commands is used to display total disk space used by Docker Daemon? 

	docker system df

	docker stats

	dockerd system df

	dockerd info


Answer: A


	A container named app-env-db serves the application environment for your upcoming app and is ready to be deployed. You need to commit the container and push the resulting Docker Image to the organization’s registry—dbstore. Which of the following sequence of commands will you use?
(Note: All the prerequisites to push Docker Image to Docker hub have already been fulfilled.)


	docker commit app-env-db test-env
docker tag dbstore/test-env:latest test-env

docker push dbstore/test-env:latest


	docker commit app-env-db test-ENV
docker tag test-ENV dbstore/test-ENV:latest

docker push dbstore/test-ENV:latest


	docker commit app-env-db test-env
docker tag test-env dbstore/test-env:latest

docker push dbstore/test-env:latest


	docker commit app-env-db test-env
docker tag test-env dbstore/test-env:latest

docker push dbstore/img-env-db:latest



Answer: C


	Which of the following commands can be used to remove all images associated with fd584f19954f tag?
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	docker rm fd584f19954f

	docker rmi -f fd584f19954f

	docker rmi --all

	docker image prune --all


Answer: B


	Which of the following commands is used to list out all the layers of a Docker Image?

	docker image list

	docker images

	docker history

	docker inspect


Answer: C


	You need to initiate a running nginx web-server container that listens on port 80. Ensure that the container’s port 80 is mapped to Docker host’s port 8080 and as the final output, you should be able to access the landing page of the nginx container http://localhost:8080. Which of the following commands will you use to accomplish this task?

	docker run -itd --name web-server -p 80:8080 nginx:latest

	docker create --name web-server -p 8080:80 nginx:latest

	docker run -itd --name web-server -p 8080:80 nginx:latest

	docker create -itd --name web-server -P nginx:latest


Answer: C








CHAPTER 6

Connectivity and Storage


Introduction

In almost every previous chapter, wherever there were mentions of networking or permanent storage, you had to settle with “we will look into it soon enough”. Rejoice! The soon is now. Docker does not go out of its way to create jaw-dropping novel networking innovations, but it does have a disciplined and easy way to provide communication privileges to its containers via docker network objects. The same can be said for storage. In an era of ever expanding cloud providers, Docker keeps it open-ended and simple for its storage objects to evolve and expand. This chapter is dedicated to the description and demonstration of network and storage objects.

Structure

This chapter covers:


	Container Networking Model (CNM)

	Docker Networks and their types

	Storage options with Docker



Objective

The objective of this chapter is simple. Since both networking and storage are immensely exhaustive computer science topics, this chapter focuses on taking you through a convenient route that helps you explore these topics without getting lost between curiosity and cluelessness. By the end of this chapter, you will be able to make suitable network and storage configurations and choices for your project.

Container Networking Model

The history and applications of networking are much older than virtualization. Computers could communicate from one continent to another before someone could even think about making them host their own virtualized miniature versions. This meant that every form of virtualization technology had a rich stack of Application Programming Interfaces (APIs) dedicated to networking, and containers are no different. In fact, the very reason behind their revival from being neglected as a stale Linux feature is the growth of the internet. While the physical internet is impossible to imagine without hardware components ranging from cables to servers, most of the components in a virtualized environment are actually software objects defined to emulate the behavior of their hardware counterparts.

One such software object in Linux network stack is Linux Bridge that emulates the functionalities of a Switch such as Learning (storing the source and destination of data packet transmission), Forwarding (sending the data to destination), Filtering (blocking unwanted access of data), and Flooding (forwarding data frame to all connections except the sender due to incomplete receiver information or due to broadcast request). Docker creates a Linux Bridge called docker0.

While the physical switches work around MAC addresses, docker0 uses IP addresses to identify connections. It is created by Docker Daemon when we start the Docker service using the sysctl docker start command. Docker daemon randomly borrows an available IP address from the host within the range defined under RFC1918 for private networks and allocates that address to docker0 bridge. RFC1918 range is a globally agreed-upon range of IP addresses that private networks can use without clashes. To check the docker0 bridge on your host, run the following mentioned command:

ifconfig

The result of this command should be similar to the following screenshot:
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Figure 6.1: Information about docker0 bridge on Linux host

Your output can be longer or shorter (to be honest, longer… not shorter. Even I have cropped the unnecessary portion to save some page space) depending on the active networking utilities on your system. As we have mentioned earlier, docker0 is the virtual Linux Bridge, whereas ens4 is a veth or a Virtual Ethernet adapter. It is used as a full-duplex logical wire (way of connection) between two namespaces. Generally, one end of veth is connected to the container while the other end is connected to a Container Networking object. Take a look at the following figure to understand the position of Docker Networks:
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Figure 6.2: Container Networking Model

Any networking object intended to create a container network rests on top of the Container Runtime Environment (CRE; in this case, Docker). Above the container network, we have containers themselves, whereas below the container network, we have the host machine’s network infrastructure and OS-centric network drivers. The network drivers provide an interface (API interface) to enable and configure networking on the host, while the IPAM or IP Address Management drivers provide private IPs and subnet range to Containers and Container Networks. The host’s network infrastructure also includes physical components as well as utilities such as iptables. iptables is a Linux utility to create L3/L4 Firewall Rules. Rules are added as groups of Chains, and a bunch of chains is added to Tables.

Chains setup the process of allowing, rejecting, or routing the data (with the sequence of rules) and tables group up the context-specific collection of chains to address relevant target data. There are different tables like Default, Filter, NAT, and so on. Docker adds a couple of chains called DOCKER and DOCKER_USER in the NAT table to control the data coming to and going from containers. These iptables chains, along with Linux cgroups are used to create the isolated network namespaces called Docker Networks.

Docker Networks and their types

Docker Networks are considered the primary networking objects of Docker Containers. Every container is connected to at least one Docker Network. Based on this fact, we can say that all containers that we have created so far were also connected to a particular Docker Network without us mentioning anything about it whatsoever. Also, containers connected to the same Docker Network can easily talk to one another. Namespaces are used to isolate the configuration files of the Docker Networks, while cgroups are used to apply those configurations to the containers.

We already know that the containers use cgroups and namespaces of their own. While being subjected to a Docker Network, the container is not created inside the network’s namespace; the container is rather controlled by the network’s cgroup. The container’s cgroup handles computational resource management, whereas a Docker Network’s cgroup takes care of the connectivity part.

This way the containers are connected to a Docker Network instead of being created within one. This plug-in plug-out relationship allows much-needed flexibility to the containers with respect to their network exposure. Docker installs its own network drivers on the Docker host during the installation process. These network drivers act as templates to create various Docker Networks. Let us discuss each of those types with their applications.

Bridge network

It is the default network for Docker Containers. In this case, Docker takes the word “default” quite seriously. As mentioned earlier in this chapter (by earlier, I mean a couple of pages ago… after all, we are not even 5 pages deep yet), while starting the Docker service, the Docker Daemon creates a Linux bridge called docker0. This bridge is used to create the bridge-type docker network called bridge. If we do not mention network details while creating/running the container with docker create or docker run command, Docker attaches the container to the bridge network by default.

The default bridge is not the only application of Docker Networks created by the Bridge driver. You can also create user-defined named bridge networks. While the containers connected to the default bridge can only address one another using the IP addresses, the containers connected by a named bridge network can use aliases, IP addresses or container names. This is because the names of the containers are stored as their Domain Name System (DNS) entries, and creating a user-defined bridge provides automatic DNS resolution, so the IPs and the names are linked effortlessly.

On top of that, the containers on the default bridge network share their context in the same network namespace, potentially making them fragile in terms of data security (like a public hospital ward, you may get any random infection).

Containers connected to a user-defined bridge network can be disconnected and reconnected (to the same or some other network) effortlessly; this is not the case with the default network. To disconnect a container connected to the default bridge, you need to stop the container and restart it by mentioning another network’s name with the --network flag. (don’t even think about restarting it without any network and then connecting it to some network separately. Docker never starts a container without a network attachment. Your container will once again be connected to the default network, causing instant face-palms). Finally, the control User-defined bridges provide scope for setting your own rules for allowing or blocking the traffic.

Let us explore these aspects practically. First of all, run the command below to get a list of Docker Networks.

docker network ls

This command returns the list of available Docker Networks on the Docker host, as shown in the following screenshot:
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Figure 6.3: List of Docker Networks on host

The first column represents truncated NETWORK IDs of the network objects available on the host. Following it, we have the networks’ NAME. Do not confuse them with the network types. Network types are shown in the DRIVER column showing the network driver used for creating the network. Finally, we have the SCOPE column. All of the networks have the scope set to local, which means only the containers from this host can communicate to one another if they are connected to the same network. Another variant is the swarm scope which allows containers on multiple hosts to connect and communicate. As always, you can use --no-trunc to see the complete network IDs and other formatting options to get the output in your desired format. Have a look at the following command and its results:

docker network ls --no-trunc
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Figure 6.4: List of Docker Networks with full Network IDs

For the context of this chapter, I have removed all of the previously created containers (you already know how to do it, if you do not, feel free to check out Chapter 5).

Let us create a container attached to the default bridge by doing nothing special.

docker run -id --name busybox-cont busybox

This command creates a container called busybox-cont and attaches it to the default bridge network. We have inspected the container in the previous chapter so let us look at it from a network’s perspective by inspecting the default bridge instead with the following command:

docker network inspect bridge

The syntax is similar to inspecting a container or an image; we are just changing the object type preceded by the docker keyword. Here is what the output looks like:
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Figure 6.5: Output of docker network inspect command for default bridge network (Part I)

You, the esteemed pillars of the reader community are now familiar with the docker command line enough to skip the trivial and the already covered parts such as creation timestamp and network ID (this also makes my life as an author a lot easier; so, thank you for reading the previous chapters and immersing yourself into the context of this book… nothing too serious, just a random act of gratitude!). Let us jump straight to the part which indicates that IPv6 addresses are disabled. This is the default setting of any networking software object created by Docker; but you can enable it optionally by using --ipv6 flag while creating new networks. Even though the process of enabling IPv6 is simple from Docker’s end, it may not be that simple for you. Your OS should support IPv6 (most of the modern commercial Operating Systems do) and even more importantly, your Internet Service Provider (ISP) should provide you IPv6 access.

The next section is dedicated to IPAM or IP Address Management within the network. Docker uses the libnetwork library from the open-source moby project for its CNM as the default solution for providing private IPs to the containers within the subnet of a Docker network. There are no specific configuration options (such as widening the IP range or choosing a particular range of IPs) enabled in the default network. We can also see the subnet IP range and the Gateway IP for the default network.

The next set of options are for a multi-host setup (spoiler for the next chapter!) and its overlay network. We will understand them soon enough but for now, let us say all of those parameters are set to their default values.

This was the first half of the result, let us take a look at the other half in the following screenshot:
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Figure 6.6: Output of docker network inspect command for default bridge network (Part II)

The topmost field ConfigOnly makes sure that the network is isolated and is not carrying anything from Docker’s IPAM apart from basic configurations such as subnet range and IP mask. This sets the previously mentioned (but not explained) parameters such as ingress and internal to their default value, indicating an inactive state (which could be false, null, or disabled).

Then comes the crème de la crème, containers! This section provides the result of all of the settings we had mentioned earlier. The container has an EndpointID, a space (directory) in the container filesystem that stores its networking information for this particular network. If a container is connected to more than one networks, it receives multiple endpoints resulting in an extensive list of endpoint IDs. It also has a virtual mac address and an IPv4 address from the very range of the subnet of the default bridge. It does not have any IPv6 address because we had not enabled it.

Following it, we have some configuration options claiming that the Linux Bridge docker0 with a maximum Ethernet transmission rate of 1500 bytes is actually the default network (every other network has it set to false) with inter-container-communication (ICC) and IP masking turned on, and it is bound to the host via commonly used 0.0.0.0 (full stop). Lastly, Docker does not consider it necessary to provide any labels to its default network, hence keeping the field empty.

Understanding the default bridge network was fun (and informative)! Do you know what can be even more fun? (Drumrolls) Creating a bridge network by yourself! This holds more important than just trying things hands-on for the sake of learning because the default bridge is now considered legacy infrastructure and docker politely suggests us not to use it (they could have updated it to make it more relevant… then again, who are we to judge?!).

The following syntax is used to create a user-defined docker network:

COMMAND: docker network create [OPTIONS] NETWORK

Though the OPTIONS are kept in a square bracket indicating the flags are optional, we must use the --driver flag followed by the name of the network driver as its argument to create a user-defined network successfully as shown in the following example:

docker network create --driver bridge bridge-A

Whether the creation has been successful or not can be checked via listing out the networks again, which would result in output as the following screenshot:
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Figure 6.7: Creation of a user-defined bridge network

Having the flexibility to create user-defined networks also comes with the privilege of tuning the configurations to match our physical network architecture and project requirements. Here is an example of creating a user-defined bridge network with multiple customizations.

docker network create --driver bridge \

--subnet=172.10.0.0/16 \

--ip-range=172.10.1.0/24 \

--gateway=172.10.1.254 \

--label=test-bridge \

--opt com.docker.network.driver.mtu=9000 \

bridge-B

In this case, we have provided custom specifications for subnet, IP range, gateway address, and the largest packet size (also known as Maximum Transmission Unit or MTU). We have also provided a label to this bridge to fill the metadata. Following is the screenshot of the result of this command:
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Figure 6.8: Creating a custom Docker Bridge network

Whether we provide lots of customizations or we let the Docker Daemon set the values by default, the visual result of the docker network create command remains the same, returning the ID of the newly created network. A user-defined bridge network is not of much use if there are no containers connected to it. Let’s create a busybox container and connect it to the recently created bridge-B network with the following commands:

docker run -id --name busybox-cont-1 busybox

docker network connect bridge-B busybox-cont-1

While you are already familiar with docker run command, docker network connect has just made its first appearance. The command is simple; the keywords docker network connect are followed by optional flags, network name, and container name. You can address the containers and networks with their IDs as well (but you would not do that manually with a command line, would you?). Just like the default bridge, we can also inspect this network to verify if the container is connected.

The output of the inspect command will look something like the following screenshot:
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Figure 6.9: Output of docker volume inspect command for user-defined network

Take a look at the flags that we had provided and the IP address of the container. Everything has been setup just the way we had instructed it to do so! Let us move another step further and try to establish some form of communication between containers. Currently, busybox-cont-1 is the only container connected to this network. We need to connect another container, but this time, we will do it differently, as shown in the following command:

docker run -id --name busybox-cont-2 --network bridge-B busybox

This is one of the flags of docker run command that we had not discussed in the last chapter. You can connect a container to any docker network while creating it. It means that the --network flag works with docker run and docker create. By inspecting the container or the network, we can verify the success of the connection; however, we understand that you might be tired of looking at long inspect outputs.

Let us inspect the container with an accurate filter as shown in the following command:

docker inspect --format=‘{{range .NetworkSettings.Networks}}{{.IPAddress}}{{end}}’ busybox-cont-2

By using this filter, we are asking the daemon to provide only the container’s IP address as shown in the following screenshot:
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Figure 6.10: Fetching the container’s IP address using -- format flag

The IP address 172.10.1.1 fits the range of bridge-B. Both containers (busybox-cont-1 and busybox-cont-2) can communicate with each other. We can verify it by trying to ping one container from another. Let’s interact with busybox-cont-2 with the following command:

docker exec -it busybox-cont-2 sh

We can ping the other container using its IP address or its name as shown in the following screenshot:
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Figure 6.11: Inter-container communication using container IP and container name on the user-defined bridge network

The ping was successful, and there was no data loss. It is important to remember that these two containers can only communicate with each other using this particular bridge network. If you want them to communicate to other containers on the same host, you need to connect them to the other network (in this case, the default bridge network). You can also make these containers communicate with the outer world of the World Wide Web, but to do so, you need to perform the port mapping. Containers themselves cannot communicate with the internet; they need to go through the host’s network infrastructure in one way or another. By performing port mapping, we map the container’s desired port to one of the host’s available ports so that the requests made to the host for the containers can make their way to the containers and vice versa. Here is an example of it:

docker run -id --name nginx -p 8080:80 nginx

The command above creates an nginx container, connects it to the default bridge and exposes container’s port 80 to host’s port 8080, as shown in the following screenshot:
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Figure 6.12: Internal port mapping between nginx container and Docker host

If we want to access the nginx container through outside the host, we can do so by putting the host’s IP and port number 8080 combination in web browser, since it would be serving the content of container’s port 80 as shown in the following screenshot:
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Figure 6.13: Accessing nginx container on host’s port 8080

On the other hand, if we do not want to go into the pain and process of mapping the port every time, we have another option.

Host network

This network object is stored in the same networking namespace as the host itself, clearing any form of network isolation whatsoever. The containers connected to host networks will not have their own IPs. Their ports will be directly exposed to host’s corresponding ports. This feature is only available on Linux and is not recommended as it almost kills the purpose of containerization or virtualization (at least in terms of network isolation).

For example, if you want to run the same nginx container as last time without mapping the container’s port 80 to any host port, you can use the following command:

docker run -d --name nginx-1 --network host nginx

This command will create a new nginx container called nginx-1 while exposing it to the host, and it can be accessed by simply using the host’s IP on the browser with port 80 for nginx, as shown in the following screenshot:


[image: ]

Figure 6.14: Testing of host network

In this case, the containers do not have their own IP (you can view it by inspecting them), and therefore no DNS is maintained either. The only possible use case of this network is when you are absolutely certain about the security of your host and the traffic interacting with your container, which can tempt you to avoid mapping ports to save some time and abstraction. You can also say that it is used for quite niche purposes. Speaking of (writing of) niche purposes, there is another network that is not recommended as your go-to driver but does prove itself useful in certain cases.

Macvlan networks

Legacy applications can be identified as unrecognizable for millennials and a matter of pride for veterans. Jokes apart, some of the legacy applications are not compatible with the cutting edge networking infrastructure of Docker hosts and therefore need to bypass its networking stack and use the physical network directly. For such (niche) use cases, we have macvlan networks.

Before going any further with them, it is important to bear in mind that MACVLAN as a network driver only works with Linux hosts with kernel 4.0 or higher (accurate specifications suggest 3.9+, but industry practices lean toward 4.0+). For example, Ubuntu 18.04 has Linux kernel 4.15, and 16.04 uses 4.10.

With that out of the way, let us discuss MACVLAN. They provide MAC addresses instead of IP addresses to the containers, making them appear like physical network devices. To do so, it is recommended to have a physical network device in your infrastructure that can allocate multiple MAC addresses.

In this case, we are running a VM on the Google Cloud Platform. We need to use a virtual device as the source of the MAC address.

Let us list out the available networks on the Linux host.

ifconfig

The result looks like the following screenshot. You might have a couple of extra veth objects for the active bridges:
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Figure 6.15: List of active network interfaces on Docker host

This list is similar to what we had received earlier in this chapter. Let us use ens4 as the parent of our desired macvlan network, as shown in the following command:

docker network create -d macvlan -o parent=ens4 net-macvlan

The -d flag is used for the driver and -o for the options. Like the bridge networks, this command also returns the network ID, as shown in the following screenshot:


[image: ]

Figure 6.16: Creating a macvlan network

To test this network out, we can create two containers, connect them to user-defined macvlan network and try to ping one from the other by executing the following commands:

docker run –itd --name mac-busybox --network net-macvlan busybox

docker run –it --name mac-busybox-1 --network net-macvlan busybox

The first command has created a detached container, whereas the second one lands us right into its environment. Let us ping the first container using its IP (get it by inspecting it) from the second one with the following command:

ping –c 5 172.22.0.2

The output will be successful pings with 0 data loss, as shown in the following screenshot:
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Figure 6.17: Pinging one container from another using macvlan network

These are the three native docker networking drivers for allowing standalone containers on a single host to communicate to their brethren in the same subnet or the outer Internet. If you do not have a niche profoundly defined use, the user-defined bridge should be your way to go. Things do change when we unify more than one host to create a cluster. That is where we use the following network type.

Overlay network

So far in this book, we have mentioned multiple times that more than one docker daemon can connect on a common network to create a cluster that can handle a large number of containers for an application at scale. The network used for connecting such daemon hosts is called overlay network. The name is fairly self-explanatory. The likes of Macvlan are considered underlay networks as they operate directly with the physical network of the host, whereas this network lets the underlay network play its part while operating on higher layers with protocols like TCP.

Just like bridge, docker also creates default overlay networks called ingress and docker_gwbridge. If you are wondering why you have not seen them while listing out the networks, that is because we had not initiated the swarm mode that creates these networks. On top of these, we can also create user-defined overlay networks just how we created user-defined bridge networks provided that we have fulfilled some necessary pre-requisites. Since the next chapter is dedicated to swarm, we will look into the functioning of overlay networks in it.

Every container of Docker is started with networking capabilities by default. If you explicitly want to isolate it and turn off all of the networking capabilities, you can connect it to none network. For doing so, you need to put the value null into the driver field while connecting the container. Let us inspect none network as shown in the command below. Based on the received outcome, you can notice that Docker has explicitly turned off all of the networking settings:

docker network inspect none

Here is the screenshot of the output:
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Figure 6.18: Output of docker network inspect command for none network

Despite having no driver attached, the none network does need an ID as it stores these configurations at this path to keep things clean. Just like the other networks, this one is also created when the docker service starts; thus, you do not need to do anything explicitly to enable it.

Finally, indeed, Docker networks are just another form of Docker objects, so they can be removed using docker network rm and pruned using docker network prune. There is a little catch, though, as long as any container connected to the network exists (stopped or active), the network cannot be removed, and docker network rm command will generate an error (The error will say “don’t backstab your container. What will it do without the network? You meanie!” No, it will not say that but you get the point).

These were the native networking drivers of Docker. As the phrase goes (if in any way it even exists), one solution leads to another problem. Allowing containers to communicate creates room for importing data. Since containers are running processes, they are volatile. Any data imported to the read/write layer of the container is not going to persist and the moment you kill a container; you will be sent back to square one. To avoid this situation, let us take a look at the next topic.

Storage options with Docker

Back in the early days of virtualizations, computer scientists (many of them were just called physicists) came across an inevitable phenomenon called VM sprawl which boiled down to lack of storage due to the enormous size of the VMs. While the VMs occupied a lot of storage space, they did offer a convenient userspace that allowed the operators to store quite a significant amount of data. Even while creating a Google Compute Engine Virtual Machine (GCE VM), we saw how we could occupy hundreds of GBs of storage either in terms of Hard Disk Drive (HDD) or Solid State Drive (SSD).

Unlike VMs with their own kernel space, containers are just running processes on host’s kernel space monitored by a CRE. Just like networking, persistent storage is something essential but not trivially available to the containers. Without persistent storage, the changes made to the containers would fade away the moment it crashes. In theory, you can commit a container to persist its changes, but that makes only the writable layer commit, eventually making the image too large to kill the containerization’s purpose altogether. So, doing it over and over is not a practical solution by any means. To solve this issue, all CREs had to figure out one way or another to add persistent storage to the containers.

Docker used the Union File System (UFS) that logically unifies more than one file systems by mapping their content as a record. This allowed Docker to have multiple solutions for persistent storage. The same way as network drivers, Docker also created a storage driver (because… consistency) to provide different storage options. In this chapter, we will explore different storage options offered by Docker and also, the other ones (3rd party plug-ins) when we discuss the docker daemon in (even more) detail. For now, let’s explore the first storage option by Docker, Volumes.

Volumes

Volumes are just directories on the host file system outside the scope of the container and its writable layer (why just writable layer? Because others are read-only anyway!). By default, they are the storage sandboxes created on the filesystem of the host for the containers. This means that the nature of storage will follow the configurations of the host. If the host has SSD, volumes will be SSD, and if the host has HDD, the volumes will be HDD. What if the host is a hybrid of HDD and SSD? Well, then it depends on the type of storage occupied by Docker installation because the volumes are created in /var/lib/docker/volumes by default. This path might have given you a hint that volumes are within the scope of Docker and thus are managed by it in terms of permissions and content.

A single volume can be mount to one or more containers and more than one volumes can be mount to a single container as well (One for all, all for one! My Hero Academia fans can thank me later). To do any of it, we need to create the volume first with the following syntax:

docker volume create [OPTIONS] VOLUME

The options include flags such as --label for providing meta label, --name for providing a unique volume name across the host, --driver for specifying the volume driver (3rd party volume plug-ins) and --opt or options for triggering driver-specific options. There are no other native volume drivers like bridge and host network drivers. There is only single, default volume driver, which creates named and unnamed volume on the Docker host. To create a volume, execute the following command:

docker volume create

This command creates an unnamed volume. Docker decided the name of this unnamed volume. Let us say that Docker is not the best judge for naming objects. Have a look by yourself at the following screenshot:
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Figure 6.19: Creating an unnamed volume

While this volume ID is unique, it is inconvenient, to say the least. Thus even people working at Docker recommend using a named (user-named) volume instead (source: Docker documentation). Execute the following command to create a named volume:

docker volume create --name vol-centos

This volume also has a volume ID, but the command returns the volume’s name instead, as shown in the following screenshot:
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Figure 6.20: Creating a named volume

These created volumes can be listed using docker volume ls command with the output as the following screenshot:
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Figure 6.21: Listing out volumes on Docker host

Just like the other objects, volumes can also be inspected. For example, we can use the following command to inspect the vol-centos volume:

docker volume inspect vol-centos

Since volumes are just directories with managed permissions, their inspection results are smaller than most objects, as shown in the following screenshot:
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Figure 6.22: Output of docker volume inspect command for a named volume

Since we are already familiar with the fields like creation timestamp (CreatedAt), driver, labels, name, options, and scope, let us focus on the mountpoint. mountpoint is the directory created on the host filesystem that represents the named volume. If we are not naming the volume, the name in the path will be replaced by the volume ID. We can also check the contents of this named volume on the host as shown in the following commands and their result:

sudo su -

cd /var/lib/docker/volumes

cd vol-centos
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Figure 6.23: Exploring content in named volume on Docker host

We had to switch to superuser because regular users are not authorized to access them. First of all, in the volumes directory, we have both of the volumes as individual directories. When we navigate to the /vol-centos, we can see that it contains another directory called _data which serves as the Mountpoint. Only the root can read, write, or execute it and currently, the directory is empty (from our perspective). We can use the following command to mount this volume to a container:

docker run -it --rm --name centos-cont -v vol-centos:/home centos:latest

This is another variant of docker run command with --v flag. It indicates that we are mounting CentOS container’s /home to vol-centos. Any changes made to the home directory of CentOS container will reflect on the Mountpoint of the volume. This is called mounting storage to a container. We have deliberately used the --rm flag with the docker run command to ensure that the container gets removed from the host after its execution ends. It is time to make some changes to the /home of the container. An easy to demonstrate change is the creation of a file. Let us create a file called foo.txt and exit the container, as shown in the following screenshot:
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Figure 6.24: Add data in the mounted directory of the container

From what we have seen so far, the file should reflect on the Mountpoint. Let’s see if that is the case with the following commands:

sudo su -

cd /var/lib/docker/volumes/vol-centos/_data

We can see that the foo.txt is also present in the /_data on Docker host, as shown in the following screenshot:
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Figure 6.25: Reflecting the changes in the named volume on Docker host

We can also perform the reverse task. In other words, we can prepopulate the volume and then mount it to the container. The container will be able to carry the data added to the volume as well. Let us create another file called foo-1.txt, as shown in the following screenshot:
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Figure 6.26: Populate named volume on Docker host

Let us rerun the same centos container and mount the volume again with the command below, but this time, without the --rm flag because we do not want it to get accidentally deleted:

docker run -it --name centos-cont -v vol-centos:/home centos:latest

Navigate to the container’s /home and verify if it contains the files from the mounted volume. The outcome of this action looks like the following screenshot:
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Figure 6.27: Container carrying files prepopulated on a Volume

Both foo.txt and foo-1.txt are present. To get more information about this integration, we can inspect the container and look at the mounts section, which looks like the following screenshot:
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Figure 6.28: Inspecting mounts of a container

The Mounts field in the docker volume inspect command output shows precise information about the source location of volume, the destination location of the volume mount inside the container, and some other necessary fields.

The Mode key contains a value z. This is a response to an SELinux feature for making the files in the volume private or public. Since we are not using an SELinux host, this does not concern us. RW field shows the content reading and writing permissions. It is set to true, which means that this container can read content from this mounted volume and write new content to it. The default value of this field is set to true, but we can change it while mounting the volume on a container.

We can also create a container and a volume simultaneously while providing some customizations to both. Here is an example:

docker run -it --name ubuntu-backup -v vol-ubuntu:/home:ro ubuntu:latest

You should get an output like the following screenshot:
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Figure 6.29: Creating a Container and a volume simultaneously

The command returns the container ID because it is a container-centric command, and the volume is just a flag (-v). A colon separates the parameters such as the name, the mount path, and the permissions of --v flag. Since this volume is of type read only, it does not allow any changes to it, as shown in the following screenshot:


[image: ]

Figure 6.30: Response to changes made in a read-only volume

One interesting thing to note here is that a single volume can be mount to multiple containers. To mount the same volume as any container, we can use the flag --volumes-from followed by the container’s name with container creation Docker commands. However, this is highly situational since the deployment environment may not have the aforementioned container to get the volume details from in the first place.

Bind mounts

Bind mounts are new enough not to be called a legacy feature and old enough to be incapable of being operated by the ever-popular Docker Command Line (CLI). Unlike Volumes that are created within the scope of Docker installation of the host, Bind mounts are free birds that can be created literally anywhere on the host storage. It does sound fancy but everything that glitters is not gold (good old words of wisdom). In exchange of getting a wider storage scope to play around with, users have to sacrifice the security and privacy of their host since docker also operates as the root user, so most of the directories on your host’s file system are potentially Bind mount candidates.

Just like Volumes, Bind mounts are also accessible by the containers they are mounted on. This statement should be enough to send some chills down your spine. Think of an insecure microservice container with a Bind Mount located in your /etc or /bin directory. This can also affect the other containers since, at the end of the day, they are as safe as their host. Security risks aside (like you can ever set them aside after reading this), Bind mounts are useful if you want to use your container as a temporary FTP server and intend to allow access to a large chunk of data from your host. The bottom line is simple, if you don’t know what you are doing, choose named volumes; if you know what you are doing, you would not be referring to this book for the “advise”.

To create a Bind mount, you need to provide the complete path on your host along with --v flag. Let us create a new directory and mount it to a container using the following commands:

mkdir bind-centos

cd bind-centos

docker run -it --name centos-cont -v “$(pwd)”:/home centos

Being another variant of persistent storage, Bind Mount also performs the same as Volumes in terms of reflecting data between the host and the container. To differentiate it from the volumes, let us use the docker container inspect command:

docker container inspect centos-cont

The outcome of the inspect command looks like the following screenshot. We are only interested in the mounts, so we have removed the rest of the information from the output:
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Figure 6.31: Output of docker container inspect command for bind mount details

But Nisarg! This is so simple! Why do we even have to inspect the container for this? First of all, why don’t we just inspect the mount itself; second, if this is the only information to worry about, why don’t we just list it out with some variant of ls command?

As I mentioned earlier, bind mounts cannot be controlled through the Docker command line, so there is no listing, inspection, or removal. Bind Mounts are like stray dogs. They do not have a name or a numerical tag. You need to remember them by their vague descriptions like, “Oh, there was a cute little white puppy with some brown spots on his tummy!” Of course, not this vague, but all we have as a reference is the absolute path on the host. The common point of intrigue is… WHY??

A simple reason is the starting point of this topic. They are really old, older than the time they became ambitious about storage. From a more logical point of view, Bind Mounts are a direct feature of Linux Kernel created to provide flexibility to treat directories as storage objects or storage partitions. Volumes require some form of the underlying file system on the host for UFS to work properly. Bind mounts do not require it; they can operate simply with the kernel data structure of the source.

Mount is a subtree of the large file-system tree. In the case of Docker’s implementation, it simply uses Linux Kernel’s bind mount feature and mounts a directory from the host to the container’s file-system without adding docker daemon’s operatory or observatory wrappers around it (as I said before docker became ambitious about storage). The mount is recorded as a separate process and it dies when the container is removed.

Coming back to the result of inspection, there are many trivial fields like type, source, destination, mode and so on but one of them draws the most attention; propagation. There are times when you have to clone your namespace (replicated containers, this will happen A LOT in future content of this book), and while you are at it, it is essential to control what type and amount of data get copied along with the namespace.

While the volumes have a modular identity as objects, replicated bind mounts act as shared subtrees of Linux. The shared subtrees in Linux have different propagation schemes that control how deep the data will be copied in case multiple directories of the same subtree are used as mounts. While Docker has fixed the propagation scheme to rprivate for Volumes, it can still be changed with Bind Mounts and we can create entities like slave sub-mounts (only allowing one-way data sharing with deeper directories of the subtree) or shared sub-mounts (open-ended data sharing).

On the other hand, rprivate keeps the subtree private and does not propagate the changes made to sub-mounts to its parent copies. Just like other aspects of bind mounts, shared sub-mounts also brought many security and privacy implications. For example, a container with no context may start receiving files from another shared mount just because it has the parent directory of the sub-mount mount to itself. Over time, it is evident and evident that Bind mount can be used for niche applications but should not be aimed for mainstream production-grade deployment.

Tmpfs

First things first, this is not a persistent storage option. This is a lightning-fast data access option. How fast? As fast as your RAM and your R/W speed, because tmpfs is a temporary file-system provisioned by Linux to exist on your RAM. This is not meant to store your data. It is meant to load a relatively smaller quantity of data onto your RAM and then provide it to an application that can process it fast.

One of the classic examples would be the input data of Redis (which is an in-memory datastore). You can think of this as a layer between persistent storage and your application to optimize its performance. You might have guessed it, but these cannot be shared with the containers, and since it is a direct Linux utility, it only works for Linux hosts. The windows alternative is called named pipes.

Creating tmpfs is simple. You just have to use tmpfs followed by the path while running a container as shown in the following command:

docker run -it --name tmpfs-busybox --tmpfs /tmp busybox

The output logs us straight into the container, as shown in the following screenshot:
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Figure 6.32: Running a container with tmpfs

We have created a busybox container and mounted tmpfs on the directory /tmp inside container’s filesystem. To demonstrate the volatility of tmpfs, we have created a file inside /tmp directory called foo.txt. Now when we exit the container, the container will eventually stop running. Then Again, start the container using docker start command and exec into it using docker exec command and open up the shell of busybox. Let us see if the foo.txt exists in the following screenshot:
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Figure 6.33: Volatility of data in tmpfs

The foo.txt does not exist because it got refreshed (and erased) by the time our slow fingers wrote the commands. In fact, unlike persistent storage, the blocks of RAM allocated for tmpfs were also different both the times (by the grace of stack management), so we were operating on entirely different tmpfs. This was the basic version. You can use --mount flag to create a customized tmpfs, as shown in the following command:

docker run -it --name tmpfs-busybox \

--mount type=tmpfs,destination=/tmp-data,tmpfs-size=500m,tmpfs-mode=700 \

busybox

In this command, the type of the mount is set to tmpfs. The tmpfs-size is used to control the amount of memory this tmpfs can utilize. It is important because, unlike HDD or SSD, the RAM is smaller in size. Tmpfs block can occupy a maximum of 50% of system RAM by default. This is a convenient limit for the container but not for the host. The host may go into Out of Memory (OOM), which may affect the container’s performance in question along with other containers and other applications. We have set its limit to 500 MB. Finally, we have tmpfs-mode used to set the initial permission of the destination directory under the root user. We have set it to octal 700, indicating read/write/execute privileges for the root user.

The outcome of the command looks like the following screenshot:
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Figure 6.34: Customized tmpfs for a container

These were the native storage options of Docker. All of them have their niche uses and if you are confused about your own use case, try using named volumes and then experiment with others. After all, that is the beauty of containers. It gives room for experimentation even under limited hardware infrastructure. In the case of network and storage, there are also third-party plugins available on the Docker hub, but we will look into them when we extend this conversation with the advanced uses of docker after a couple of chapters. Till then, keep experimenting!

Conclusion

This chapter introduced two of the most potent support object types; Networks and Storage objects, with their native offerings. They also expanded your understanding and scope of using containers beyond just local miniature foreign OS environments. Here and now, you can make your own mini web applications and make them go live, collect some data from them, and store it on your host! It is not an exaggeration to say that now you are ready to work with containers at scale.

In the next chapter, we will study the versatile and powerful swarm mode!

Multiple choice questions


	Which of the following is not a valid Docker Network?

	Null

	Bridge

	Overlay

	Macvlan


Answer: A


	In which of the following Docker Networks, there is no isolation between container network namespace and Docker host’s network namespace? 

	Bridge

	Macvlan

	None

	Host


Answer: D


	Which of the following commands is used to create a user-defined bridge network, my-net, with the sub-net range 192.168.10.0/25?

	docker network create -d bridge --subnetwork 192.168.10.0/25 my-net

	docker network create --net 192.168.10.0/25 my-net

	docker network create -d bridge --subnet 192.168.10.0/25 my-net

	docker network create -d bridge --net 192.168.10.0/25 my-net


Answer: C


	Which of the following is the default network driver for Docker Networks?

	Local

	Bridge

	Host

	None


Answer: B


	Which of the following commands is used to connect an existing Docker network to a running Docker container?

	docker network attach <network-name> <container-name>

	docker container connect <network-name> <container-name>

	docker network connect --network <network-name> <container-name>

	docker network connect <network-name> <container-name>


Answer: D


	What is the scope of volumes created by the default volume driver in Docker? 

	Docker host

	Container storage namespace

	Docker host cluster

	Docker hub


Answer: A


	Which of the following Docker storage solutions cannot be managed by Docker CLI?

	Named Volumes

	Bind mounts

	tmpfs

	Unnamed Volumes


Answer: B


	Which of the following is the fastest storage solution provided by Docker?

	Named Volume

	Prehistoric File Storage

	tmpfs

	Bind mount


Answer: C


	Which of the following flags cannot be used with the docker volume create command? 

	--opt

	--label

	--name

	--tag


Answer: D


	What is the default location to store Docker Volumes on Docker host’s file system?

	/var/lib/storage/docker/volumes

	/var/libs/docker/volumes/

	/var/lib/docker/volumes/

	/var/lib/volumes/


Answer: C




Questions


	Explain the Container Networking Model (CNM) in detail.

	Explain functionalities and use of bridge, host, macvlan, and none networks in Docker.

	Explain the importance of data storage in Docker.

	Explain Volumes, bind mounts, and tmpfs storage in Docker.

	Create a user-defined bridge network and demonstrate the connection between the containers connected to it.







CHAPTER 7

Multi-Container Applications with Docker Compose


Introduction

Containerized microservices provide the advantage of separating small units for finer scalability and operations. It also means that most applications with even a little bit of complexity are likely to have different containers for different purposes. Such applications are called Multi-container applications. Docker also provides tools to make the process of containerizing such applications easier. In this chapter, we will cover Docker Compose.

Structure

This chapter covers:


	Prominence of multiple containers

	Hello, Docker Compose!

	First Compose file

	Multi-container Compose Service (Finally!)



Objective

The objective of this chapter is simple (this line is getting redundant). We will understand where Docker Compose fits in the Docker infrastructure abstraction setup. We will perform the tasks that we could perform on Docker CLI using Docker Compose, and we will also see how it simplifies the tedious Docker CLI tasks. Meanwhile, we will understand the working of Docker Compose and practice it by containerizing a multi-tier WordPress application using Docker Compose.

Prominence of multiple containers

So far, all our operations were centered around single containers. It is an excellent approach for learning, but production is a different story. It would not be an exaggeration to say that the whole purpose of containers is to handle multiple instances of isolated pieces of software broken into modular logical blocks. The multiple containers can be replicas run from the same docker image or different containers from different images altogether. Replicas can be used to load balance network traffic, whereas different containers can be used to run and manage a multi-tier application simultaneously. In both cases, the interactions (data exchange) between the containers and their resource requirements can be significantly diverse due to the applications’ nature and Docker’s capabilities.

One of the reasons why Docker is hailed as the go-to containerization platform is its approach toward handling multi-container applications. It is fun and games writing individual Dockerfiles for single containers and spending your day running a wide range of docker commands on your terminal, but with such practices under production-level applications, you might not even be able to keep track of the commands you had run and the reason behind using them in the first place. This problem is not uncommon.

Every development platform develops a tool to keep different parts of applications in One Piece (I’m going to be the Pirate King! Just a fun reference for the fans) during and after development. Most of the times, what we get is an Integrated Development Environment (IDE) to build and integrate the application, but we already have a docker daemon to build the docker images (we even spent a few pages explaining how it builds the images).

On top of that, Docker being an important member of the DevOps tools family, it would be a lost opportunity if it did not utilize the ever wonderful YAML (YAML Ain’t Markup Language) to tie all of the containers of the target application declaratively. Following this train of thoughts, Docker has provided a separate tool that runs on top of Docker Daemon. It is called Docker Compose.

Hello, Docker Compose!

There is not much to say about what Docker Compose is; it is a tool for defining (declaring) and running multi-container applications. It needs to be installed separately on top of docker as shown in the following figure and it also has its own little dedicated command line:
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Figure 7.1: Infrastructure abstraction with docker compose

As per the preceding figure, Docker Compose wraps containers under objects called services. A service may wrap one or more containers, and it can be defined in a curated file (a similar approach to Dockerfile) called Compose Files. Compose files are written in YAML, and the values to different container parameters are provided as key: value pairs and we will learn more about the compose file soon enough but before that, let us install Docker Compose on Ubuntu environment. We recommend creating a new VM with more resources for this chapter since resource limits of the f1-micro compute instance on GCP may not be enough if you intend to do multiple trials and errors.

We are using a standard VM with 4GB of RAM, 100GB HDD storage (standard persistent storage) having Ubuntu 20.04 installed. Needless to say (write), We have also installed Docker on this VM following the practices shown in the 2nd chapter. First, we will get the current stable version (1.26.2 as recommended by Docker Documentation) of Docker Compose from its git repository using curl as shown in the command below. Here, the -L flag is used to redirect the request if the target repository has been moved to a new address.

sudo curl -L “https://github.com/docker/compose/releases/download/1.26.2/docker-compose-$(uname -s)-$(uname -m)” -o /usr/local/bin/docker-compose

The output will be like any other curl request showing download stats, as shown in the following screenshot:
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Figure 7.2: Downloading process of the stable version of Docker Compose

With the -o flag, we have saved the downloaded files to a newly created directory called docker-compose under /usr/local/bin. Compose runs (executes) as an independent package, so we need to change its permissions as shown in the following command:

sudo chmod +x /usr/local/bin/docker-compose

We can check the installation by running docker-compose and tailing it with the version keyword.

docker-compose --version

The output will show that the version is as we had intended to be, and compose is running successfully, as visible in the following screenshot. Docker also prints the build number (string) to appreciate the contribution of their developers (😊):
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Figure 7.3: Successful installation of Docker Compose

First Compose file

After having Docker Compose installed on our system, we can start writing compose files to deploy containerized applications. Writing compose files involves taking care of indentations, case sensitivity and parameter values. Just describing them lexically will be a daunting task for me to write and for you to comprehend so, let us learn them by following a couple of examples! We will start with a single container example and use busybox container image. Create a new directory called busybox and navigate into it, as shown in the following commands. As beginners, it is highly recommended to store one docker-compose file per directory/repository.

mkdir busybox

cd busybox

Open your preferred text editor (We have used nano here) and write the following file content provided and save it as docker-compose.yaml (unlike the Dockerfile with has no extension):

1. version: ‘3.8’

2. services:

3.     os:

4.       image: busybox

5.       container_name: busybox-os

6.       cap_add:

7.         - ALL

8.       command: echo ‹WELCOME TO BUSYBOX, THE SWISS ARMY KNIFE OF EMBEDDED LINUX.›

9.       devices:

10.         - “/dev/sda:/dev/sda”

11.       environment:

12.         LOGNAME: cerulean_canvas

13.         HOME: /cerulean_canvas

14.       init: true

15.       labels:

16.         Creator: «Cerulean Canvas»

17.       logging:

18.         driver: «journald»

19.       pid: host    

20.       restart: on-failure

21.       stop_signal: SIGUSR١

22.       volumes:

23.         - busybox_data:/etc

24.

25.  volumes:

26.    busybox_data:

There are a lot of things that do not necessarily change your skill level or your expertise but just knowing them turns your overall experience toward a technology or tool more coherent. If you are like me, scratching your head over wondering the reason behind two different file formats, the following paragraphs might throw some insight about it.

Chronologically, Dockerfile was the original document format used by Docker to provide image details to Docker Daemon. The intention of Dockerfile format was to remain independent from other formats and provide as much versatility as possible in the context of the docker image. While it may not always be the case, many times, succeeding in making developers get used to a new file format for a new platform helps to avoid immediate competition. Docker Compose was introduced at a later stage, and its intent was not to establish Docker as something mainstream in the DevOps toolchain, but to smoothen the experience of developers using Docker for large scale or multi-tier applications.

With the rise in Infrastructure as Code (and Kubernetes, but more on that later), YAML was getting ample positive attention as a human-readable and less complex representation for JSON objects for streaming infrastructure data, and it was exactly what Docker was looking for. Therefore, compose files are written in YAML. Dockerfiles are still the primary way to interact with Docker Daemon but Compose files are a convenient way to Dockerize multi-container applications.

Compose files are written in YAML. YAML is a data serialization language. It translates complex data structures from other programming languages to platform-neutral small-sized objects recreated on other machines. YAML is extensively used in Infrastructure as Code tools, and Docker Compose uses it to make the containerized application design more human-readable. YAML uses whitespace indentation without “tab”. You can learn more about YAML at www.yaml.org. Compose files use scalars (integers, strings, and so on) to declare variable parameters such as the first line that sores the version number. It also uses objects like service and volume to enclose multiple parameter declarations under their limited (to object) scope. The first declaration is of the version. This is not the Docker Compose version; it is the version of the Compose File. This is important because Compose is not an independent tool. It depends on Docker Engine, so it is important for Docker Engine to be updated enough to process the request streamed by composing. To make this compatibility match easy, the Compose file version is written at the top of the file. The table below informs which Compose file versions are compatible with which Docker Engine versions.

The Docker Engine versions are regardless of community or enterprise editions. We are using Compose file version 3.8 (latest while writing the book) compatible with the latest version of Docker Engine.








	
Sr. No


	
Compose File Version


	
Minimum Docker Engine Release Version





	
1


	
3.8


	
19.03.0+





	
2


	
3.7


	
18.06.0+





	
3


	
3.6


	
18.02.0+





	
4


	
3.5


	
17.12.0+





	
5


	
3.4


	
17.09.0+





	
6


	
3.3


	
17.06.0+





	
7


	
3.2


	
17.04.0+





	
8


	
3.1


	
1.13.1+





	
9


	
3.0


	
1.13.0+





	
10


	
2.4


	
17.12.0+





	
11


	
2.3


	
17.06.0+





	
12


	
2.2


	
1.13.0+





	
13


	
2.1


	
1.12.0+





	
14


	
2.0


	
1.10.0+





	
15


	
1.0


	
1.9.1+






Table 7.1: Compose file versions supported by Docker releases

Now, continuing with the docker-compose file, we have two objects, Services and Volumes. In most cases, you will also find Networks accompanying services and volumes, but since this is our first attempt on Compose, we are keeping things grounded.

Services can be considered as wrappers around one or more (generally more) containers that pass the container configurations to the Docker Daemon on behalf of the developer. You can provide every parameter of docker create, docker network create, docker volume create, or docker run to your compose file via services and other objects. Services focus on APIs requested by docker create and docker run. The one and only service we have in this file is named os. Of course, you can name it anything you desire.

Next, we have provided the image name. Docker will search for this string in the registry and fetch the first image with the most stars (and verified one if possible). Since the request is being passed on to Docker Daemon, the default registry will be Docker Hub unless configured manually for the respective daemon. The name of the container will be set to busybox-os. Optionally, you can also provide the build context as a path on host or a URL.

The next attribute, cap_add is used to provide Linux Capabilities to containers. Capabilities are evolved version of Linux’s formal permission granting approach. Instead of keeping things binary, with processes either being privileged or unprivileged with a lot of wanted or unwanted permissions granted or taken away by default, capabilities provide more refined control overgranting permission to processes. By mentioning ALL to cap_add, we are essentially turning the container into a privileged process in terms of the old approach.

Just like cap_add, compose also provides cap_drop to exclude specific permissions. Linux Capabilities is a vast topic, and explaining all of them in detail may take a pretty long chapter in a book of OS fundamentals. So, a common practice is looking them up on https://man7.org/linux/man-pages/man7/capabilities.7.html whenever you need to know more about them.

Command provides the value of CMD to the Docker image. We are simply echoing a string. Devices map the storage device (or block of storage device addressed by path) on the host to container’s file system. We are mapping host’s /dev/sda to Container’s /dev/sda.

Environment field passes the ENV or --env value to container to set its environment variables. Switching init to true sets up an init process inside the container that takes over the role of sending system calls and other interrupts to the processes running inside the container.

Labels add metadata as usual. We are adding the creator’s name, you can add whatever you wish to.

Next field provides the Logging configurations for the container. This can be considered as the abstraction of docker container logs command. You can specify the logging driver, log streaming destination and number of logs to be streamed. Docker supports many logging drivers like splunk, fluentd, syslog, and so on. We have set the driver to journald. Docker also supports public cloud platform-specific logging drivers like gcplogs and awslogs.

Next is the pid (PID) mode. Setting it to host allows containers to share pid namespaces of its host system. As a result, the container can pass PIDs to host and can also access host’s PIDs. A good use case for this would be docker-in-docker. Next is the stop_signal field. It is used to pass the STOPSIG to container (to replace container’s default stop signal).

Volumes field under services is used to mount the volume to the path inside container filesystem separated by a colon. On the other hand, Volumes is also an independent object used to create named volume on the host. We are creating a volume called busybox_data, and we are mounting our container to the same.

Though not as vast as the docker command line itself, docker-compose command line also boasts a good variety of commands. With the following command, you can figure out which command is useful for you:

docker-compose help

The outcome of the preceding command is shown in the following screenshot:


[image: ]

Figure 7.4: Docker Compose man page

Since we are done with understanding the compose file, it is time to run it with the following command:

docker-compose up

This command will create all the objects mentioned in the compose file. Is not that fun? Now there is no need to keep writing redundant commands to create single objects tediously.

The output of the command will provide confirmation of every object being created, as shown in the following screenshot:


[image: ]

Figure 7.5: Output of docker-compose up command

Docker behaved just as we had expected it to. It created a bridge network and a named volume; it also created a busybox container by pulling the appropriate image. Just how docker ps is used to list out containers, docker-compose ps is used to list out services, as shown in the following screenshot:


[image: ]

Figure 7.6: Output of docker-compose ps command

Since we had explicitly mentioned the logging driver, let us check out the container logs of busybox-os with the following command:

docker-compose logs


[image: ]

Figure 7.7: Output of docker-compose logs command

The logs indicate that there were no warnings or exceptions and the container echoed the string to its stdout perfectly. Compose does not bother about managing volumes or networks too much. It just acts as a mediator and passes their creation request to the daemon. If you want to list volumes or networks, you can always use docker’s CLI with docker network ls and docker volume ls. The same goes for their removal. As shown in the screenshot below, docker-compose rm only removes all the services it had created.

You need to remove the networks and volumes separately by using the regular Docker command line:
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Figure 7.8: Consequences of docker-compose rm command (consequences sound totally out of place, right?!)

Multi-container Compose Service (Finally!)

Docker compose can execute multiple services from a single compose file which gives opportunities to tie multi-tier application containers. One classic example would be a hosted WordPress application built on top of LAMP (Linux, Apache, MySQL, PHP) stack. To get started, create an empty directory called WordPress and navigate into it. Due to Developer’s intuition, you would be tempted to name this file something contextual like wordpress-compose.yaml, not a good idea!

Unlike Dockerfiles, where the Docker Daemon recommends only to use the filename “Dockerfile” for the sake of auto-builder but it would build any other file without extension anyway. But the same is not with Docker Compose. It does not accept filenames other than docker-compose.yaml or docker-compose.yml. Compose eliminates the requirements of multiple files; thus, having one compose file per project is feasible. If you are wondering, what will happen if you try to use any other filename, you should look at the following screenshot:
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Figure 7.9: Invalid configuration filename error

Create a file called docker-compose.yaml and populate it with the following content:

1. version: ‘3.3’

2. services:

3.    db:

4.      image: mysql:٥.٧

5.      volumes:

6.        - db_data:/var/lib/mysql

7.      restart: always

8.      environment:

9.        MYSQL_ROOT_PASSWORD: somewordpress

10.        MYSQL_DATABASE: wordpress

11.        MYSQL_USER: wordpress

12.        MYSQL_PASSWORD: wordpress

13.    wordpress:

14.      depends_on:

15.        - db

16.      image: wordpress:latest

17.      ports:

18.        - “8000:80”

19.      restart: always

20.      environment:

21.        WORDPRESS_DB_HOST: db:٣٣٠٦

22.        WORDPRESS_DB_USER: wordpress

23.        WORDPRESS_DB_PASSWORD: wordpress

24.        WORDPRESS_DB_NAME: wordpress

25. volumes:

26.    db_data: {}

Since we have already seen the basics of a compose file, let us see how this file is different from the previous one. First, it has two services named db and wordpress. The service db is a MySQL 5.7 container with a volume db_data mount on /var/lib/mysql. It has some environment variables set for the credentials of the database server.

On the other hand, we have the second service called wordpress which is dependent on the db service. This is a relation unique to compose that allows establishing dependencies between different services. MySQL db is the backend service while wordpress is the frontend service. Both services have set the restart policy of the containers to always. wordpress has mentioned the port mapping instruction and has also provided some environment variables. These variables are for the credentials of the db service. This relationship implies that the wordpress service will start only after the successful start of db service.

We can verify it by running docker-compose up command as shown in the following screenshots:
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Figure 7.10: Pulling MySQL:5.7 docker image

After successfully pulling mysql:5.7, docker daemon will start pulling the latest wordpress image:
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Figure 7.11: Pulling WordPress docker image

Since there were no MySQL or WordPress images on our host, these images have been pulled from the docker hub. You might have noticed that we have not provided any names for the containers to be created. In such case, compose will name them in this format: <<PROJECT-NAME_SERVICE-NAME_NUMBER>>.

For example, the MySQL container of the db service will be named wordpress_db_1 as shown in the following screenshot:
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Figure 7.12: Creating both containers

You can read the “Done” confirmation beside both the containers at the top of the screenshot. Below that, we can see the entrypoint process logs of both services. Since we had not explicitly provided any entrypoint replacements, Docker Daemon has executed the entrypoint mentioned in the original Dockerfiles of the images pulled.

Just like the previous compose project, we can use docker-compose ps to list the number of running containers as shown in the following screenshot:
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Figure 7.13: Containers of the wordpress service

We can see that both containers are up and running. Their default CMDs are running custom docker-entrypoint scripts, which explains why there were so many log entries right after the attaching docker client terminal to containers. By default, database container is not exposed on the internet, while the wordpress container’s port 80 is exposed to host’s port 8080. To test it out, go to your web browser and hit the combination of <host-IP>:8080.

In my case, we will hit the external IP of VM on port 8080. It is important to know that the wordpress service will only be able to work properly if there are no processes serving on port 8080. If port 8080 is busy, you need to free up the port for wordpress. (To be on a safe side, you can change the port mapping configuration in docker-compose file and map container’s port 80 to apart from host’s port 8080 or 80).

WordPress is working! You can continue to experiment with WordPress and can also create a dummy blog page! It should work well with the current resources provided by docker daemon:
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Figure 7.14: WordPress Home Page

While we are smoothly viewing the webpage on the browser, Docker Compose is also keeping a record of the events regarding the service. To be honest, events were first introduced by Kubernetes, but we are at least a couple of chapters away from it, so let’s view the compose events with the following command:

docker-compose events

The output will be something like the following screenshot. Notice the container name at the end of the events to identify which events are related to which container:
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Figure 7.15: Streaming events of the wordpress service containers

Events are an abstraction of the APIs invoked behind the scenes of docker-compose up. Both containers of the wordpress service did not have much complex configurations, so the only events we received are create, attach and start sequentially. These events also reinforce the dependence relationship between wordpress and db services. Services are not just about containers. They are a full package of containers, storage, and configurations. Let’s find out about storage and networks related to this service.

docker volume ls

docker network ls

The volume is once again created just as expected as shown in the following screenshot:
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Figure 7.16: Networks and Volumes on the docker host

The objects that arise many questions are the networks. We did not ask for any of them, so why did they get created? Let’s remember the basics of docker networks.


	If we do not connect the container to any network, it automatically gets connected to the default bridge network.

	The containers in the same network can communicate with one another (there are other basics but these two are enough to make the point).



If Docker Compose would not create any network object for this service, containers would be connected to the default bridge. This would make your application vulnerable as any present or future containers would be able to communicate to it. To prevent such vulnerabilities, Docker Compose creates a new network for each application.

Furthermore, the following command lists the processes running inside the containers of the current service in context.

docker-compose top
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Figure 7.17: Running processes inside wordpress service containers

This is a well-arranged output. We get every detail starting from the user, Process ID, Parent Process’ ID, number of crashes (none have crashed), system time when the process was executed, time taken to complete the process and finally, the command used to execute the process.

We can view the logs of the compose services with a single command and the output will differentiate the logs of both containers by itself. This time, we will limit the number of logs with the following command:

docker-compose logs --tail 10
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Figure 7.18: Container logs of wordpress service

Docker Compose can also trigger the container life-cycle stages other than create and start. For example, use the command below to pause the containers.

docker-compose pause

docker-compose ps

The pause command is followed by ps command to verify if the containers are paused. The output will look like the following screenshot:
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Figure 7.19: Pausing the database container of wordpress service

Similarly, you can also unpause the container and verify its state using the following commands:

docker-compose unpause

docker-compose ps
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Figure 7.20: Unpausing the database container of wordpress service

We can play around with the service containers a little more by trying to stop and start the containers with the following commands:

docker-compose stop

docker-compose ps

docker-compose start

docker-compose ps

The output of these commands will look like the previous ones, so focus on the state of the containers:
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Figure 7.21: Stopping and starting of the database container of wordpress service

Mentioning individual services followed by docker-compose allows us to operate on individual containers even within the scope of compose. To extend this utility further, let’s execute the wordpress container like Docker exec with the following command:

docker-compose exec wordpress sh

The syntax is simple, docker-compose exec command is followed by the service name and the command to be run while executing the container. This command should open a shell of wordpress container as shown in the following screenshot. I am also interacting with the shell to see if it is working properly:
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Figure 7.22: Executing wordpress container using docker-compose exec command

The terminal navigated to the root of wordpress container and listed files stored in its environment successfully. Furthermore, we can continue staying in the container and play a bit more like opening a familiar file as shown in the following screenshot:
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Figure 7.23: Opening index.php inside a wordpress service container

Finally, just how we can docker-compose up to start multiple containers as services, we can also use docker-compose down to stop and remove all the running containers of a docker compose service as shown in the following screenshot:
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Figure 7.24: Taking down multiple containers with docker-compose down command

This command is a combination of docker kill and docker rm. It also removes all networks created with docker compose service but not volumes. You must remove any volume created by the docker compose service manually. In fact, looking at the events, when taking down services gives an interesting perspective as shown in the following screenshot:
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Figure 7.25: Container events while shutting down docker compose project

The events give details about the exit code of the containers (indicating their graceful shutdowns) and the whole takedown process, including the final stage of destruction where docker frees up the resources for the future containers.

Conclusion

Docker Compose is an all-rounder utility tool that provides much-needed abstraction of containerization process while maintaining the necessary granularity of control. Being part of the native Docker ecosystem and being managed by docker helps Docker Compose to stay relevant and up to date with the growth of Docker. In this chapter, we explored its usefulness to a significant extent, and we also simplified the process of containerizing complex multi-tier applications. Docker compose will appear again during orchestration and we will continue to leverage its simplicity. In the next chapter, we will learn about container orchestration.

Multiple choice questions


	Which of the following format is used to write docker-compose configuration file?

	Go

	Python

	YAML

	Java


Answer: C


	From the following choices, what is the correct extension of docker-compose file?

	.yml

	.ymal

	.compose

	none


Answer: A


	Which of the following docker-compose file configurations options is used to provide Linux capabilities to containers?

	cap_mount

	cap_add

	cap_insert

	cap_merge


Answer: B


	Which of the following docker-compose file configurations is used to establish inter-service dependencies?

	inter-service

	mount-service

	depends_on

	service_seq


Answer: C


	Which of the following docker-compose commands is used to build, create, and start docker compose service containers?

	docker-compose attach

	docker-compose start

	docker-compose build

	docker-compose up


Answer: D


	Which of the following docker-compose commands is used to stream events of all containers of a compose project?

	docker-compose events

	docker-compose stream

	docker-compose status

	docker-compose live


Answer: A


	Which of the following docker-compose commands is used to display running processes inside compose service containers?

	docker-compose ps

	docker-compose top

	docker-compose ls

	docker-compose rs


Answer: B


	Which of the following docker-compose commands is the equivalent of docker exec command?

	docker-compose attach

	docker-compose connect

	docker-compose execute

	docker-compose exec


Answer: D


	Which of the following docker-compose file configurations is used to forward system calls and interrupts to the other running processes inside containers? 

	sys-forward

	init

	set-init

	none


Answer: B


	Which of the following is the supported compose configuration filename?

	compose.yaml

	doc-compose.yaml

	docker-compose.yaml

	docker.compose.yaml


Answer: C








CHAPTER 8

Container Orchestration with Docker Swarm


Introduction

Container orchestration is all about controlling the behavior of many related or unrelated containers. Understanding and practicing container orchestration is as (if not more) important as writing Dockerfiles or managing individual containers. This chapter introduces the concept of orchestration in-depth and covers Docker Swarm, a container orchestration tool offered by Docker.

Structure

This chapter covers:


	Facing the inevitable - the orchestration

	Understanding Docker Swarm

	Getting started with Docker Swarm

	Working with Docker Swarm

	Understanding networking in Docker Swarm

	Container orchestration

	Working with Docker Stack

	Cleaning up Docker Swarm



Objective

The objective of this chapter is to make you comfortable with container orchestration. While the basics remain the same, the mindset of a system admin needs to change a little when dealing with a swarm of containers (pun intended). Docker Swarm is a good starting point for learning container orchestration as its terminology is built on top of Docker’s own objects, and it has a steeper learning curve compared to others. By the end of this chapter, you will be able to perform simple orchestration tasks and will be ready to learn more elaborate orchestration.

Facing the inevitable - the orchestration

Do you remember Chapters 1 and 2, where we considered containers as the small footprint solution for hosting web applications instead of VMs? We had also talked about containers being an insignificant feature of Linux operating systems for decades and Google being the early bird to realize their true potential. None of this was done keeping a single container or even a few small containers in mind. Just think about it, setting up a VM on the cloud, installing Docker on it and creating another layer of isolation (with containers) just for running one instance of a Nginx webserver is not even practical. Instead, you would run it on your system if you want isolation, security, and better control; a VM would also be sufficient. Containers are meant to serve isolated microservices at scale. They are meant to be in the range of at least dozens to show the financial benefits of migration.

Multiple containers also bring multiple issues. First of all, handling these containers individually becomes impractically tedious and messy (remember Steve Jobs’ iPhone introduction speech when he showed his discontentment toward styluses? You will have a similar negative bias for containers if you have to manage a lot of them individually). Second, just look at the following image:
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Figure 8.1: A Docker Host with too many containers

Notice a cute, little thermometer besides the Docker Host. It indicates overload on the system. After all, the containers are isolated processes managed by the Docker daemon on the host. Too many concurrent processes will take a toll on the machine. One way to solve this issue is vertical scaling which means increasing RAM, storage, and/or processing capacity, but that would concentrate the point of errors and failures to a single (physical or virtual) machine.

In the era of distributed computing, it is the most common and efficient solution to have multiple, relatively small instances of the software communicating seamlessly to divide a larger task into smaller, easy-to-monitor threads of operation. Taking this approach to containers introduces us to the concept of container orchestration. Just like Containers, the Concept of Container Orchestration is more important than a stringent definition. To understand it, look at the following figure:
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Figure 8.2: Container orchestrator

The container orchestrator is a tool (set of integrated programs) running on top of the Container Runtime Environment to manage the deployment, life cycle, and behavior of multiple containers across several hosts. If We had to highlight the most important part of this flexible definition, We would stress on multiple containers across the several hosts. As shown in the following figure, the orchestrator runs all or some of its processes on a number of containers hosts and creates a cluster to deploy a large number of containers without overloading any instance:
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Figure 8.3: A cluster of container hosts managed by an orchestrator

Understanding Docker Swarm

There are many orchestrators available in the market but the easiest one to begin the learning curve of container orchestration is the free community edition of Docker Swarm. Now, the question comes, why?


	The Command-line of Docker Swarm is similar to Docker’s command line.

	It is built upon the concepts of services that we have already seen with Docker Compose.

	It supports Docker Compose files.

	It provides sufficient functionality for basic container orchestration.



Before starting with the installation and setup of a Docker Swarm cluster, let’s understand how it envelops itself around the Docker hosts and how its components are structured to perform the aforementioned orchestration. The following figure is a good reference:
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Figure 8.4: Docker Swarm Nodes

Docker Swarm is generally packed alongside Docker in the standard community edition installations (like the one we had followed). We do not have to install separate components (unlike compose). Swarm is inactive by default, so we have to initiate the “Swarm mode” to activate it. Since swarm connects Docker hosts into a cluster, there needs to be a hierarchy among the hosts to pass down user requests efficiently. One or more hosts are turned into managers, and the rest are called workers.

The hosts are connected via an overlay network and can be considered nodes of quasi-mesh network topology. Depending on their role (manager or worker), different processes of swarm installation packages are active on these nodes. For example, Managers have Components like Orchestrator, Allocator, Dispatcher, Scheduler, and an API endpoint active, as shown in the following figure:
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Figure 8.5: Components of Docker Swarm’s Manager

Each of these components has distinct roles to play in the grand scheme of orchestration.


	API Endpoint: This works like the receptionist at an admin office. It listens to the HTTP API requests passed by the client(s) and provided by users and gets back to them with appropriate responses. It also passes the API requests to the corresponding component. As you might have guessed, with every updated version of the swarm; if there are new commands or new flags to the previous commands, API endpoint’s definition will also be updated to process or forward the requests.

	Orchestrator: Just like Docker Compose, Swarm also deploys containers as services: 
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Figure 8.6: Docker Swarm Orchestration Model

The services are submitted to the manager. The manager divides these services into smaller tasks and passes these tasks to different worker nodes depending on the availability of resources to maintain quasi-uniform distribution of load.

The decision of hosting a specific task of the service on a specific node is made by the orchestrator with regards to or regardless of user preferences depending on resource availability. Orchestrator also passes the configurations and details of the containers to be run by the task to the nodes. It does it using the Dispatcher. These are well-defined idle tasks waiting to be executed.


	Scheduler: The idle tasks provided by the orchestrator receive signals from scheduler to finally get executed. In simple words, the Orchestrator decides where the containers will run, whereas the Scheduler decides when they will run. This may sound like an inessential role just added for the simplicity, but when we think of applications at scale, the Scheduler’s role becomes even more crucial than the orchestrator as it manages the availability of resources by not allowing tasks to overload the workers during large scale update rollouts or shifting the load from one set of containers to another.

	Allocator: We have seen earlier that Docker uses IPs for communication among containers and DNS to tag them. Like how an independent Docker daemon installation creates a default bridge network (as seen in Chapter 6), swarm installation creates a default bridge network called docker_gwbridge on every swarm node and connects them via a default overlay network called ingress. To understand this further, look at the following figure:
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Figure 8.7: Docker Swarm Network Allocation

The docker_gwbridge provides IP addresses to containers for communication, while the ingress network provides rules for subnet and allows communication between the containers of the same service on different nodes. To keep things simple, containers of a swarm cluster also communicate (if they need to) via IP addresses; these IP addresses are provided by the Allocator, which keeps the activities of networks in check.




With the components mentions above, the manager handles most of the heavy lifting of orchestration. While not being as heavy, the worker’s role is equally essential. It runs containers (tasks) and communicates the status to the manager. To do so, it needs two components, as shown in the following figure:
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Figure 8.8: Components of Docker Swarm Worker node

The first software component of the Worker node is the Worker (it is just like saying you need apples to make apple pie… trivial but important). It communicates to the Dispatcher and Scheduler of the manager to check if there is any task to be obtained and/or to be run. The Executor does what its name suggests. It runs the tasks (thus creates, runs, and executes the containers). Individual daemons of Docker hosts receive instructions from the executor. Containers aside, the executor also manages other Docker objects like networks and volumes.

Note: You might have noticed something. Docker is not the most creative firm as far as its software component naming convention is concerned; the component names can get confusing for the readers and/or users. Docker Swarm is an Orchestrator which has a component running on managers called Orchestrator and the Worker node has a component called Worker. So, here is a declaration. If we do not mention “software component” specifically in a bracket, we will be referring to Orchestrator as a tool and Worker as a node. As authors, we hope it clears out potential misunderstandings.

Getting started with Docker Swarm

We know, after reading seven beautifully written chapters, you can easily guess that the first step toward getting started with Docker Swarm is… Installation!

Unlike Docker installation, this time, we need to fulfill a bunch of pre-requisites as follows:


	We want to make a 3-node swarm cluster with 2 workers and a manager. All of them need to be individual machines or VMs. Make 3 n1-standard Ubuntu VMs on your Google Cloud Platform account. You can refer to chapter 1 for the VM creation tutorial. You can name your VMs according to your naming convention preferences, but to replicate this tutorial, name them “manager”, “worker-1”, and “worker-2”, respectively.

	While creating the VM, you need to make sure that some of the TCP and UDP ports are open for communication (in each VM). These ports are TCP port 2377, TCP-UDP port 7946, and UDP port 4789. The default-allow-all firewall rule of GCP allows ingress traffic on all ports from all IP addresses. In any case, if the ports are not open, you can create a new firewall rule called docker-swarm and allow ingress traffic on the ports mentioned above. Do not forget to mention the network tag name while creating the VM.

	Install Docker Engine version 1.12 (community) or newer on all the VMs. You can refer to Chapter 2 for Docker installation Tutorial.



Your GCE VMs page should look something like the following screenshot:
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Figure 8.9: A list of VMs ready for Docker Swarm Cluster setup

Once these pre-requisites are fulfilled, you are ready to turn these unrelated VMs into a fully functional Docker Swarm Cluster. As mentioned earlier, Swarm mode already exists in a standard Docker installation; you just have to activate it. One of the VMs voluntarily (in reality, by your command) needs to declare itself as the manager of the cluster, and the other ones can join its cluster as the workers.

To create a smooth interface for allowing workers to be able to join, the manager needs to advertise its IP address along with a token. This is done using the following command on the manager:

docker swarm init --advertise-addr <manager-IP>

The part enclosed in angular brackets needs to be replaced by the IP of your desired manager. This command initiates the swarm mode and creates a unique token that remains valid for 24 h. The worker nodes can use this token to create an authentic connection with the manager. The output will be similar to the following screenshot:
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Figure 8.10: Creating a joining token on the manager

The result of the docker swarm init command has given us another command. The token generated on your system will be different from mine (that is the whole purpose of the token); just copy the command provided to you on your screen and run it on both of your workers. Again, ensure that the Docker community edition is adequately installed on both worker nodes, just like the manager node.

docker swarm join --token SWMTKN-1-2qjiyk37z2mdgy3lyr5aiz6jaisvcser6yu7rbf50n1lm7mgkk-4jqv8ikcnw2sshw60hvthl2wd 34.121.110.83:2377

The command is simple. The token is followed by the <IP:port> combination of the manager node. The Swarm mode is being activated on other nodes but as a worker instead of a manager. In other words, only the worker (software component) and executor will be active on these machines.

Once the command has run successfully on both the machines, navigate back to your manager node’s terminal to check if the cluster has listed the workers with the following command:

docker node ls

This command lists out available nodes on the swarm cluster with their availability, status, and other important information such as ID (used by Docker to identify the nodes) and numerical version of Docker installation. The outcome of the above command looks like the following screenshot:
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Figure 8.11: Listing out nodes on the swarm cluster

The asterisk adjacent to the manager’s ID is to indicate the current node or the node you are operating from. The STATUS indicates successful enrollment of the nodes in the cluster, while the availability is a stat for the scheduler of the manager. Active indicates that the nodes are available to accept scheduled containers. Situationally, it can also be Pause indicating an unwillingness to accept new tasks but maintaining the running of current containers or Drain, which means it has shut down the existing tasks and is not accepting new ones either. We will encounter them later in this chapter.

MANAGER STATUS is a special column. It represents the role of every node in the cluster. No value indicates workers that don’t participate in the cluster management. These nodes serve the simple yet essential purpose of running the container tasks (that is why you have a cluster in the first place, right!?). The possible values are Leader, Reachable and Unavailable. The leader is, as its name suggests, the primary manager of the cluster (the one who initiated it). It handles most of the orchestration management tasks for the cluster.

Apart from the Manager, both of our nodes are workers so they cannot attain the Reachable or Unavailable values. We can promote one or more of them as managers for fault tolerance. There are possibilities of a leader node going down, if there are no backup managers, the cluster is as good as gone.

On the other hand, if you are using cloud VMs with ephemeral IPs, your Manager’s IP will have changed within 24 h or so, which makes adding new nodes difficult. It is recommended to give permanent (static) IPs to the managers when using Swarm for production (it is okay to stick to ephemeral IPs for learning purpose; save money/credits). If the leader goes down, the rest of the managers perform a mini election to pick a new leader. This process of obtaining majority votes is called Quorum. To make sure managers do not end up having a tie, it is recommended to maintain odd numbers of managers in the cluster.

Orchestration itself is a resource-consuming process. It is important for the manager to have enough resources (aside from the containers it might already be managing) to replace the leader efficiently. If enough resources are available, the manager’s status becomes reachable, and it can advertise its token and get requests from other workers. In an otherwise scenario, the manager would be Unavailable. It means it cannot communicate with other managers and thus cannot put his vote of acceptance.

Let us rephrase the requirements. It is recommended to have an odd number of reachable managers to perform a successful quorum if the leader goes down. Based on first come first serve, one of the reachable managers advertises its willingness and availability to become the leader if the current leader is out of communication. The other reachable leaders send their confirmation and take back the backup position.

If the leader stops sending heartbeat signals to other managers, backup managers perform another election to choose a new leader. On a large-scale cluster, this process keeps going if multiple leaders go down over time. The algorithm used to perform such a quorum is called the Raft Consensus (to put it simply, Raft Consensus is Democracy meets Meritocracy). If we want to inspect the cluster in-depth, we can use the command below on the leader node.

docker node inspect --pretty self

This is another variant of the docker node command that lists information about the mentioned node at the end. You can ask for information about one or more nodes by providing their hostname or IDs and you will have a result like the following screenshot:
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Figure 8.12: Output of manager node inspection

The output is pretty printed as we had requested in the command. Apart from the information that we already know or have looked into earlier, it gives a reference to Raft consensus by expanding the status to Raft Status. We have been also provided with the system infrastructure followed by a supported logging agent, network-volume objects, and TLS certificate. At the bottom of the output, we get information about the issuer of the TLS certificate.

Working with Docker Swarm

What could possibly be better than getting hands-on with a newly created fresh juicy swarm cluster? Nothing.

Let us start by deploying a service on the cluster. Services can only be deployed through the managers so, make sure you are on one. To deploy a redis container service, run the following command:

docker service create --name redis-swarm redis

Unlike interacting with Docker Daemon directly, the swarm interface skips printing a lot of details on the terminal and focuses on results much like a higher abstraction tool should. With a unique service ID below the command, the output should look something like the following screenshot:
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Figure 8.13: Creating a swarm service

In any case, if you are wondering what happens if you run this command on one of the workers, you might encounter the following error:

Error response from daemon: This node is not a swarm manager. Worker nodes can’t be used to view or modify cluster state. Please run this command on a manager node or promote the current node to a manager.

(But why did the author type out the response? Wouldn’t putting a screenshot have been more authentic? Yes, it would have been. This is what happens when you add content during proofreading :p)

We can also list out the services with the following command, just how we used to list images and containers previously:

docker service ls

The output of this command will list the services and its other parameters like a truncated service ID, service name, mode, number of replicas, utilized Docker Image, and ports if exposed any as shown in the following screenshot:
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Figure 8.14: Listing out the Swarm services

The MODE column shows the value called replicated. Another possible value is global. Replicated services create desired (user-defined) replicas of each container, while global services run one replica of the container on each node. Global services are useful for daemon processes like logging agents, while replicated services are used to deploy workloads.

We can go a step deeper to list out the tasks running inside services with the following command:

docker service ps redis-swarm

The result of the above command is a well-arranged list of running tasks of the target service, as shown in the following screenshot:
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Figure 8.15: Listing out tasks of a Swarm Service

The output begins with a truncated task ID. Docker takes care of task naming by simply putting a numeric identifier preceded by a dot following the service name. Then, we have the image used, the node on which the task is scheduled, states of the task (what does the user desire vs what swarm is doing, which is the same thing in this case). There are two more columns listing errors during the execution of the task and the port exposed. Both are empty for this task.

We can go another layer deeper and list the containers running by the task with the same old docker ps command as shown follows:

docker service ps redis-swarm

Since these are newly created VMs, we do not have any containers running prior to the redis service as shown in the following screenshot:
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Figure 8.16: Listing out containers

Moving further, we can also inspect the service using the following command, just like the container and other objects of the Docker toolchain:

docker service inspect redis-swarm

Much like other inspect commands, this one also returns a lot of information (unless demanded some specific parameters using the format flag), and we are going to interpret all of them.

The entire output is encapsulated in a closed bracket, and individual parameters are grouped by relevance under curly brackets.

The first information is the service ID, the expanded version of the truncated ID we received from docker services ps command, as shown in the following screenshot:
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Figure 8.17: Inspecting a Swarm Service (Part 1)

The ID is followed by the version index of Docker and the timestamps of service creation and update. We also get a service specification that contains service metadata and container details. The container details, resource limitations, and restart policies are encapsulated under a task template since the containers are controlled by a task.

The task template is followed by orderly Placement preference displaying combinations of architecture and OS as shown in the following screenshot:
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Figure 8.18: Inspecting a Swarm Service (Part 2)

The service has not been forcefully updated anytime and is being performed by a CRE. Then, we have the service mode as replicated with one replica as we had seen earlier with the docker services ls command.

Next are the service update and rollback configurations. Think of them as the controller of your gaming console. The controller remains the same, but the results change depending on the game. Similarly, the same set of configuration’s different values define the behavior of service update and rollback process.

Parallelism defines how many tasks will be updated or rolled back simultaneously; value 1 indicates the service containers will be updated or rolled back one by one. If the process gets interrupted or fails for some reason, the pause value of FailureAction field indicates that update or rollback will be paused till the issue is solved.

Both processes also have a monitor field that indicates a timer before swarm starts to monitor the update or rollback for the failure. Typically, it is set to 5000000000. Before you lose faith in me as an author, let me clarify that 5000000000 is denoted in ns or nanoseconds which basically means 5 s (Why didn’t they mention it so? All they had to print was ns right?).

The next one, MaxFailureRatio, indicates the failure of updates or rollbacks to tolerate.

Finally, Order can have one of the two values. If it is set to “stop first” (default), it will stop the service first before updating it or rolling back. But if it is set to “start first”, it will start the updated service before stopping the previous one. These fields and their value can be seen in the following figure:
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Figure 8.19: Inspecting a Swarm Service (Part 3)

We have seen in a couple of results that the service we created has only one instance of redis container running. Let us scale it up to 4 using the following command:

docker service scale redis-swarm=4

This command works on one or more services. If you want to scale more services, just use service-name=number-of-replicas following the docker service scale command. The output of the above command, along with listing the service tasks, is shown in the following screenshot:
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Figure 8.20: Scaling a Swarm Service

We will play with more services and perform other orchestration tasks but before that, it is important to understand the binding element of nodes under swarm mode.

Understanding networking in Docker Swarm

We have seen earlier that an overlay network named ingress and bridge networks called docker_gwbridge are created when we activate swarm mode. If we do not connect a container to any user-defined overlay network, Swarm connects it to the ingress network by default to provide configurations for control and data traffic.

Just like other network objects, we can list these networks to get a better picture (no pun intended) and you can witness the result in the following screenshot:

docker network ls
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Figure 8.21: Listing out networks on a swarm node

This screenshot indicates that the Docker community edition installation created to host, none, and bridge (default) networks, whereas the swarm mode activation created another couple of networks named ingress and docker_gwbridge.

The redis service container (which we have created a bit earlier) is connected to the default overlay network, whereas the nodes in swarm mode communicate via docker_gwbridge network. You will get the same stack of networks on worker-1 and worker-2 as well. Let’s create a new user-defined overlay network on the manager using the following command:

docker network create \

--driver overlay \

--subnet=10.15.0.0/16 \

--gateway=10.15.0.2 \

--opt encrypted \

--attachable \

my-swarm-net

This will create an encrypted and attachable overlay network named my-swarm-net using the subnet and the aforementioned subnet range and gateway IP. The attachable flag allows services and standalone containers to connect to this network.

Yes, you can also connect containers outside the scope of the swarm cluster to this network, but it is not recommended for genuine security concerns (reminder: containers on the same network can communicate with one another). The output will look something like the following screenshot (getting a dollar for every time we write this line should get you some decent wireless earbuds):
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Figure 8.22: Creating a user-defined swarm network

The output of the above command returns the network ID and the newly created overlay network, which can be viewed by listing the available networks again. Since we have created this network, it is time to make it useful. We can create a service and connect it to the my-swarm-net overlay network to see if it gets the port exposure required to serve the client request.

For this example, we are choosing the Nginx webserver which can be deployed using the following command. This could feel a bit redundant but make sure you run the command on the manager.

docker service create --name nginx-swarm \

--constraint node.role!=manager \

--label testGroup=A1 \

--mount type=volume,source=nginx-vol-swarm,destination=/etc/nginx \

--network my-swarm-net \

--replicas 3 \

--replicas-max-per-node 2 \

--restart-max-attempts 3 \

--publish 8080:80 \

--update-parallelism 2 \

nginx

Notice that we are doing a lot with this command. Apart from deploying a service connected to a user-defined overlay network; we are also requesting a volume for storage and providing its mounting details. On top of that, we have also passed the preferences on how many maximum containers do we intend to be scheduled on a single node. This is with respect to this particular service. If any node already has an existing container, the service can still schedule 2 Nginx replicas on it since the replicas-max-per-node is set to 2 (Why is it not max-replicas-per-node? we guess we will never know… development decisions).

We are instructing to expose the container’s port 80 to host’s port 8080 on each task, respectively. We have seen the meaning of update parallelism while inspecting the redis service, and in this case, it is set to 2. If the containers fail for some reason, the service will restart after 3 unsuccessful recovery attempts (this is where the volume is useful).

We have added a metadata label (testGroup=A1 doesn’t mean anything in this context, we just wanted it to look legitimate, you can put any key=value pair of your choice) for future orchestration purposes. Most importantly, this service has a constraint. In other words, the scheduler cannot put the containers on whichever node it wants to because we have specifically instructed it not to schedule the service tasks on the manager.

The direct question is, what if placing the tasks on the manager is the only choice? Different orchestrators can have different approaches on how to handle such a situation (ahem, foreshadowing something… keep reading the book, and you will find out in a few chapters); swarm chooses to let the user preference take utmost priority and fails the service if the other two nodes are not available.

The command will behave similarly to the redis service command despite of all of the configurations. It will return the service ID and the status of the service having converged successfully. It will not return any information about the port or the volume so you will have to inspect it yourself.

The output of the command will resemble the following screenshot:


[image: ]

Figure 8.23: Connecting service to the user-defined overlay

List the service using the same command as earlier, as shown in the following screenshot:
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Figure 8.24: Listing the new replicated service

The replicas column also shows the other instruction of having a maximum of 2 tasks per node. Unlike the last service, the port column does show an exposure value. Let’s list out the tasks of this service as shown in the screenshot below to observe the container scheduling choices made by the swarm under our constraints:
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Figure 8.25: Observing nginx replica scheduling

There are no replicas scheduled on the manager node. Also, neither worker-1 nor worker-2 can have more than 2 replicas, and this looks perfect! You can also inspect the IP addresses, subnet, network, and volume details. Since we have come this far, let’s not see off the topic without looking at the ever so familiar nginx welcome page!

Since the containers are scheduled on worker-1 and worker-2, copy either of their external IP address and hit the <IP>:<port> combination in your browser to get the output as shown in the following screenshot:
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Figure 8.26: nginx default welcome page

Container orchestration

While there are many tightly and loosely written “technical” definitions of orchestration, the word itself comes from orchestras… multiple musicians playing instruments of different groups (woodwind, brass, percussion, and so on) to create relatively more impactful harmony. When we take this concept to computer science, the fundamentals remain the same with adjusted context.

In this case, containers from different functional groups of applications such as front-end, back-end, or daemon are orchestrated to achieve cost-efficient and smooth overall application performance. But you already know this, even if you didn’t; the definition did not feel surprised at all… did it?

At this point in your learning curve, the important part is witnessing and practicing container orchestration. Deploying a service is just a tiny part of the entire orchestration spectrum. Citing a popular phrase, making something work is not as difficult as making sure it keeps working. The same logic applies to software too. Deploying or shipping software is not as prone to glitches as performing server-wide bug fixes, update rollouts, load balancing, scaling, etc. Gladly, the container orchestrators are designed and built to take away most of the burden from your shoulders. All you have to do is, learn how to call simple APIs (in this case via commands) to perform your desired operations.

Updating services

Take update rollouts and rollbacks for an instance. They are a pervasive part of a system admin’s work routine. Rollbacks are not just used if the update is critically unstable; they can also be used to shift back from an environment for testing a new feature or architecture to the regular one. In traditional admin workflow, rolling out updates or rolling them back requires setting up VMs of target configurations, routing the load (traffic) to them, turning off the current configuration VMs and eventually clean them up. With Docker Swarm, you can do all of this with just one simple command.

Let us try it out on the nginx service that we ran in the last section. As an update, we will add 3 more replicas and remove the constraint that stops the swarm from scheduling containers on managers with the following command:

docker service update --constraint-rm ‘node.role!=manager’ --repicas=6 nginx-swarm

This command should increase the number of nginx replicas to 6, with some of them even scheduled on the manager. To view the results, run:

docker service ps nginx-swarm

The outcome of the preceding commands mentioned is shown in the following screenshot:
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Figure 8.27: Updating the service

In this example, we have performed two orchestration tasks simultaneously: scaling service and updating a cluster. Now, let us try rolling back the newly created replicas with the following command:

docker service update --rollback nginx-swarm

Execution of the preceding command restores the service to 3 replicas, and the result is as shown in the following screenshot:
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Figure 8.28: rolling the service back

If you pay close attention, you will realize that the rollback is not absolute. All the command did was to adjust the number of replicas. The task nginx-swarm.5 is still here, and nginx-swarm.3 is gone. Different orchestrators have different behavior under such circumstances, but this is how swarm operates.

On top of that, the constraint on the manager has also not returned. This is because the constraint is a cluster-level API whereas rollback is a service-level API. If you want the service to be more “like before” you can put the constraint on the manager and manually remove the container from it. The new container will be scheduled on either of the two workers.

Node management

Let us test more of the cluster-level orchestration. Currently, our cluster has one Manager and two workers. The workers can be promoted to managers with the following command:

docker node promote worker-1

This command will promote worker-1 as can be seen in the following output screenshot when we get a list of nodes:
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Figure 8.29: Promoting worker-1 to manager

Now, we have two nodes with the role of manager with worker-1 gaining the reachable manager status. It means it is available to participate in the quorum if the leader goes down. Another case where worker-1 will automatically become the leader is if the manager is demoted with the following command:

docker node demote manager

The manager will be demoted and apart from the text confirmation, we can also verify it by calling a manager API (such as listing nodes) as shown in the following screenshot:
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Figure 8.30: Demoting Manager

Since the manager node has now turned into a worker, we cannot perform any orchestration-related tasks from it. For now, SSH into the VM named worker-1 and run the same command to list the nodes to see it working. Execute docker node ls commands, and its outcome should look like the following screenshot:
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Figure 8.31: The new leader

You might be wondering, what happens if we try to demote the current leader (since there is no reachable manager to take its place)? The best way to find out is to try it hands-on as shown in the following screenshot:
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Figure 8.32: Trying to demote the only manager

As expected, swarm cluster is not irresponsible enough to demote the only manager. We get a similar error when we try to remove the only manager with the following command as well! Let us try to remove this node using the following command and see the result in the following screenshot:

docker node rm worker-1
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Figure 8.33: Trying to remove the only manager

We are getting an error response here: “The node is a cluster manager and is a member of the raft cluster. It must be demoted to the worker before removal.”

Great, we cannot demote the only manager, neither can we remove it from the cluster. This means the cluster does not get compromised unless there is an overloading or infrastructure level glitch, right? No. Though the only remaining manager cannot kick itself or demote itself, it can leave the cluster by user instruction. Just like docker swarm join, use docker swarm leave followed by the node name to leave the cluster as shown in the following screenshot:
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Figure 8.34: Making the only manager leave the cluster

Docker does not fulfill the request, but it gives a hint to use --force flag. So, why not?


[image: ]

Figure 8.35: Making the only manager leave by force

The cluster is as good as non-existent. The worker nodes are trying to reach out to the manager, but there is no manager node available in the cluster. As a user, you cannot promote any worker nodes due to a lack of administrative privileges of the cluster. This is nothing short of a disaster; let us see how to manage it. There are two ways to handling such situations. We will learn the straightforward one first.

Reinitializing the cluster

You need to initiate a new swarm cluster. But it is not that simple. Using the init command with the Docker Swarm invokes the manager components. Force leaving a node does not invalidate the previously active components. The nodes are not missing the objects; just some of the objects are missing the required privileges. This situation is called the quorum failure (inability to elect a new leader) which we need to address while re-initiating the cluster.

Since most of the readers are likely to be on worker-1, let us use that as the leader of our new Swarm cluster and make the other nodes join using the following command. This will remove all of the data from the previous cluster from all of the nodes:

docker swarm init --force-new-cluster --advertise-addr <node-IP>
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Figure 8.36: Reinitializing the swarm cluster

The --force-new-cluster flag removes the user-defined services and other objects and starts a fresh cluster with previously attached nodes. Thus, the other two nodes have joined automatically. You can verify it by listing the nodes from the leader, as shown in the following screenshot:


[image: ]

Figure 8.37: Listing out the nodes of the new cluster

You are free to use the join command to add new nodes to the cluster. We can also test the cluster by trying to run a new redis replicated service with the same commands as earlier as shown in the following screenshot:
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Figure 8.38: Testing the cluster with a redis service

This definitely “worked” but deep down, we all know that you cannot afford to lose all your services and their data and other objects in production settings. That is why there are two ways to deal with quorum failure disaster. Let us take a look at the other one.

Back-up and recovery of the cluster

To ensure we don’t lose an abundance of progress, we can back-up the cluster at a specific timestamp and recover it under a critical situation. This is a pretty common practice with database servers or just VMs in general. The question is, what does swarm back up?

We have seen earlier that most of the decisions taken by the manager components of swarm (such as scheduler, allocator, dispatcher, orchestrator) intend to match the current state of the cluster to the desired state. The term state is broadly inclusive as it covers configurations, objects, and data. Swarm saves the cluster state at the time the backup API is invoked.

The only condition for the backup process to work is that the cluster should have recommended amount of nodes as managers to perform the quorum (more than half of the total nodes should be managers; just one remaining manager voting itself doesn’t make quorum useful).

In our cluster of 3 nodes, we need to have at least two managers. Let us promote the old manager with the following command:

docker node promote manager

Once the manager is promoted as the manager (ouch… terrible naming conventions are infectious), as shown in the following screenshot, we can move forward with the backup process:
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Figure 8.39: Maintaining Quorum requirements

Let us back up the cluster following the below process step-by-step:


	The first step is not mandatory, but it is recommended. We need to stop the Docker service before taking the backup to make sure the state of the cluster does not change while we are backing it up. In case you do not stop the service, it is called a “hot backup”.
Make sure you are on the leader and run the following command:

sudo systemctl stop docker

Gain root privileges using sudo su (or su -i or su -s depending on your faith), as shown in the following screenshot:
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Figure 8.40: Swarm cluster backup step 1 and 2


	As wise developers say, Everything in Linux is a File. Your intended backup is also present in arranged files under /var/lib/Docker/swarm directory. Just perform ls command to list out the contents of swarm directory, as shown in the following screenshot:
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Figure 8.41: Content under swarm directory

The /swarm directory has certificates, state variables in JSON format, quorum information under /raft directory and worker nodes’ information under /worker directory. The question is, what do we want to back up? Simple, all of it!


	The previous navigation was just for the learning purpose. You can head back to the home directory (still under root privileges) and make a new directory called swarm-backup for saving the backup. Copy the content of /var/lib/docker/swarm into this directory with the following commands:
mkdir swarm-backup

cp -r /var/lib/docker/swarm/ /home/<user>/swarm-backup

As always, you can verify the contents of the copied directory with ls as shown in the following screenshot:
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Figure 8.42: Backing up is just copying

Technically, the process of backing up the cluster is over. You can literally do anything with the swarm-backup directory; make copies of it, archive it, save it somewhere on the cloud, provide its path to a higher abstraction tool that would automate the entire backup and restore process in one click or something the choice is yours. Now we will restore it.


	We will manually create an artificial disaster on the cluster (like mock drills in multiple industrial and administration sectors). Let us start the stopped Docker service and check its status to ensure we do not try the next steps too early.
sudo systemctl start docker

sudo systemctl status docker

The status of Docker service should be active as shown in the following screenshot:
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Figure 8.43: Restarting Docker service

Now, we will make all the nodes leave the cluster using the following command (MAKE SURE TO RUN THIS COMMAND ON ALL NODES):

docker swarm leave --force

Return to worker-1 (the leader when we backed the cluster up) and stop the Docker service again. Navigate to /var/lib/docker and remove /swarm by force. This will remove all the traces of the previous cluster.

We are doing this because, in a practical scenario, you would use a backup point to restore your cluster when some or all of your managers are facing the kind of issues that make taking a U-turn easier than fixing them. Here are the commands to do the above mentioned (make sure your root privileges are intact):

cd /var/lib/docker

rm -rf swarm


	The cluster and its data are successfully removed. To restore the cluster, copy the backed up /swarm to /var/lib/docker as shown in the following screenshot:
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Figure 8.44: Copying the backed up state of the cluster


	Restart the Docker service and fore-initialize the swarm cluster using the following commands, and check out the snapshot below for the result.
sudo systemctl start docker

sudo systemctl status docker

docker swarm init --force-new-cluster
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Figure 8.45: Restarting the cluster

Use the joining command along with the token on the rest of the workers and navigate back to the leader (worker-1). We went through all of this to see if we can retain the data after a cluster gets re-initialized. Now it is time for the litmus test.

List out the services and take a breath of relief with the output similar to the following screenshot:
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Figure 8.46: Cluster restored without data loss

The cluster is active except for one detail. When we joined the rest of the nodes to the cluster, they received new node IDs with the new token. When you list the nodes out, you will get 5 nodes instead of 3, as shown in the following screenshot:
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Figure 8.47: Node list of the recovered cluster




We know you have A LOT of questions. If the re-initialized cluster could not get the nodes back, why did we back up the data from /worker in the first place? What is the point of keeping the IDs of down nodes? Why did we not get two managers like we had when we backed it up? Does that not violate the quorum recommendations?

While all these questions are legitimate, swarm cannot overthrow the importance of user input and cluster security. With new token and certificates, the swarm reinforces the cluster security, which could have been compromised while losing the original cluster. You can always promote another node as the manager to maintain the quorum recommendations again. As for the IDs of the nodes in the down state, they can be useful for log keeping and disaster analysis. With the clearly accessible IDs, you can filter out the relevant logs to find why did the node face any issue. Let’s increase the security of the cluster even further.

Locking the Swarm cluster

Swarm clusters have a feature called Auto Lock which remains OFF (value false) by default. We can turn it on using the following command:

docker swarm update --autolock=true

Running this command will return an unlock key as shown in the following screenshot:
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Figure 8.48: Locking the swarm cluster

SAVE THIS KEY. This key will be necessary to access your swarm cluster since you will have to unlock it using this key.

After updating the autolock value to true for this swarm cluster, we need to restart the Docker service using sudo systemctl restart docker to apply these new autolock settings. Anyone who tries to access the cluster without unlocking it gets an error like the following screenshot:
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Figure 8.49: Accessing a locked cluster

To unlock the cluster, use the following command and enter the key when prompted, as shown in the following screenshot:
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Figure 8.50: Unlocking the cluster

In case you have lost the key (while the cluster is unlocked) you can fetch it use Docker swarm unlock-key command. You can also rotate the key (change it) to make the cluster even more secure.

You can use the Docker swarm unlock-key command followed by the --rotate flag, as shown in the following screenshot:
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Figure 8.51: Rotating the key

We performed many orchestration tasks ranging from deploying a simple service to disaster management and cluster access security. Now let us learn an exciting function of Docker CLI to integrate Compose and Swarm.

Working with Docker Stack

Docker Stack is a command-line utility used to create one or more services on a swarm cluster using compose file. There are a few fundamental differences, though. Docker composes talks directly to Docker Daemon, whereas Docker Stack passes the information to daemon via swarm. Also, the node where we run Docker Stack might be different from the node where the tasks of the service will be deployed. So, even though the Docker stack command works much like Docker compose, it does not support the following flags.


	build

	cgroup_parent

	container_name

	devices

	tmpfs

	external_links

	links

	network_mode

	restart

	security_opt

	userns_mode



Let us try to run a wordpress-mysql service on swarm. It has different types of containers, so Swarm’s behavior should be interesting. First, create a new directory and navigate into it using the following command:

mkdir wordpress-stack && cd wordpress-stack

Use your favorite text editor to create a YAML file called docker-compose.yaml and populate it with the following content:

1. version: ‘3.3’

2.

3. services:

4.    db:

5.      image: mysql:5.7

6.      environment:

7.        MYSQL_ROOT_PASSWORD: somewordpress

8.        MYSQL_DATABASE: wordpress

9.        MYSQL_USER: wordpress

10.        MYSQL_PASSWORD: wordpress

11.      volumes:

12.        - db_data:/var/lib/mysql

13.      deploy:

14.       mode: global

15.      networks:

16.       WP-stack:

17.

18.    wordpress:

19.      depends_on:

20.        - db

21.      image: wordpress:latest

22.      environment:

23.       WORDPRESS_DB_HOST: db:3306

24.        WORDPRESS_DB_USER: wordpress

25.        WORDPRESS_DB_PASSWORD: wordpress

26.        WORDPRESS_DB_NAME: wordpress

27.      ports:

28.        - “8000:80”

29.      deploy:

30.       mode: global

31.      networks:

32.        WP-stack:

33.

34. volumes:

35.   db_data: {}

36.

37. networks:

38.   WP-stack:

39.    driver: overlay

The file is like the compose file we had written in the last chapter except two major changes. We have mentioned the service mode to global (one background replica on each node) and we have set the network driver to Overlay. Use the following command to deploy the stack of Docker services:

docker stack deploy --compose-file docker-compose.yaml wordpress-mysql

The command will return the text status of the objects being created as shown in the following screenshot:
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Figure 8.52: Deploying a stack of services

To clear out any confusion, we are creating two global services with this stack. This can be verified using the Docker stack ls command, as shown in the following screenshot:
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Figure 8.53: Listing the stack of services

Even though stack does not build the images, it can always pull them. Both of the services are active in global mode. This automatically scales their replicas to 3 since we have 3 active nodes, and none of them has a constraint that would block the scheduling of the daemon service.

To list the tasks running under these services use docker stack ps followed by the stack name as shown in the following screenshot:
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Figure 8.54: Listing tasks of a Docker stack

There are two containers on each node, just as expected. Let’s verify if the service is actually serving the requests or not. Use the external IP of the leader (in this case, worker -1) in the <IP:port> combination in the web browser.

If the service is running correctly, it should show the following WordPress welcome page as displayed:
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Figure 8.55: WordPress running on swarm

Furthermore, you can also utilize the features of Docker service commands on the stack services individually. For example, to obtain the cluster-wide logs of the wordpress service, you can use the Docker service logs command followed by the service name as demonstrated in the following screenshot:
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Figure 8.56: Cluster-wide logs of swarm service

Finally, just like how you could deploy all the objects via a single stack command, you can also remove them using docker stack rm followed by the name of the stack, as shown in the following screenshot:
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Figure 8.57: Removing objects deployed by Docker stack

Cleaning up Docker Swarm

After learning this much, the cluster is nothing short of a mess. Cleaning it up gracefully is as important as setting it up error-free for the longevity of your infrastructure. Starting with the services, the stack is already removed, so we should have the redis and nginx services running when we run the docker services ls command as shown in the following screenshot:
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Figure 8.58: The remaining services

Use the following command to remove a targeted service:

docker service rm redis-swarm

This will remove the redis-swarm service from the cluster, and you will be left with the nginx-swarm service as shown in the following screenshot:
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Figure 8.59: Removing a swarm service

Similarly, you can also remove nginx-swarm service. Alternatively, you can remove multiple targeted services at the same time by mentioning them separated by space in the command. Moving on, we can remove the nodes. Ideally, the workers should be removed without much trouble, but since ours is a recovered cluster, we have two entries for the workers.

Removing them using their hostname will not work, so we will have to use their node ID, as shown in the following screenshot:
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Figure 8.60: Using Node ID to remove ambiguous nodes

As we have seen previously, managers cannot be removed simply. They need to be demoted to worker or need to be removed by force. And finally, the leader needs to leave the Swarm cluster by the user’s command. Removing other managers before making the leader leave the cluster will result in a graceful clean up. Once you are done with all of it, do not forget to delete your VMs from the cloud. We have a lot more of them to make and a lot of other exciting demonstrations to perform!

Conclusion

This chapter included most of the important aspects of using Docker Swarm. While more practice will certainly make you better at swarm, we are nowhere near the end of learning container orchestration. As mentioned earlier in this chapter, Swarm is a great orchestrator to get the basic idea of container orchestration. This chapter proves it. From setting up a cluster to deploying different services, from constraining container scheduling to recovering your lost cluster… This was a powerful introduction to the world of container orchestration. But, how far can swarm take you? What are the alternatives? How far can orchestration go? What more can YOU do with the orchestrators? Answers to all these questions lie in the next section of this book. If you are immediately starting to read it, most welcome; if you are taking a strategic break, see you soon! Kubernetes and we will be waiting for you at the other end. Till then, enjoy containers!

Multiple choice questions


	Which of the following is not a node type in Docker Swarm?

	Manager

	Worker

	Master

	None of the above


Answer: C


	Which of the following components of the swarm allocates IP addresses to all running tasks?

	Dispatcher

	Allocator

	Orchestrator

	Scheduler


Answer: B


	Which of the following triggers the initialization of a task?

	Dispatcher

	Allocator

	Orchestrator

	Scheduler


Answer: D


	Which of the following is used to pass a task to its corresponding node using HTTP request/response?

	Dispatcher

	Allocator

	Orchestrator

	Scheduler


Answer: C


	Which of the following networks is used to connect one or more member nodes in a swarm cluster?

	Overlay

	Ingress

	Bridge

	docker-gwbridge


Answer: D


	Which of the following commands is used to list out tasks of one or more services in swarm? 

	docker service ls

	docker service ps

	docker service task ls

	docker services


Answer: B


	Which of the following commands is used to revoke cluster management and orchestrating privileges from the manager node?

	docker node down

	docker node rm

	docker node demote

	docker node --change nodeType=worker


Answer: C


	Which of the following commands is used by worker nodes to leave swarm cluster gracefully?

	docker node rm worker

	docker swarm rm worker

	docker swarm exit

	docker swarm leave


Answer: D


	Where do manager nodes store the current swarm state and manager logs on Docker host? 

	/var/lib/docker/swarm

	/etc/lib/docker/swarm

	/var/log/docker/swarm

	run/lib/docker/swarm


Answer: A


	Which of the following commands is used by nodes to join the swarm cluster as worker node?

	docker swarm join worker

	docker swarm join --token <worker-token>

	docker swarm --join --token

	docker swarm join nodeType=worker --token <worker-token>


Answer: B




Questions


	Explain the Orchestration of Containers and its significance.

	Explain Swarm mode in Docker.

	Explain Overlay Networking in Swarm mode.

	Explain backup and disaster recovery of a Swarm Cluster.

	Create a replicated swarm service of Apache webserver that should only be deployed on worker nodes and connected to a user-defined Overlay network. The swarm cluster has 3 manager nodes and 2 worker nodes.







CHAPTER 9

Introduction to Kubernetes


Introduction

This is the first chapter of the second section of the book. This is where the journey shifts from Docker’s family of tools to Kubernetes. It covers the very basics of Kubernetes as an independent tool and as a part of the container ecosystem. We will take a look at the architecture of Kubernetes cluster and the functionality of its components. We will also spin up our first Kubernetes cluster on GCP VMs (Google Cloud Platform’s Virtual Machines) and will begin to discuss its operations.

Structure

This chapter covers:


	The MVP of your skillset

	Choosing between K8s and Docker Swarm

	Kubernetes architecture

	Setting up the K8s Cluster

	K8s Operations: The concept of Pods

	Namespaces



Objective

This is a lightweight and discussion-oriented chapter. We will discuss facts, perspectives, and a little bit of setup while weaving relevant explanations around them. The objective of this chapter is to familiarize you with Kubernetes as an orchestrator. By the end of this chapter, you will be able to spin up a basic Linux container on a Kubernetes cluster and will also be able to justify the output’s nature.

The MVP of your skillset

Building any suspense is futile. Chances are pretty high that you picked this book up because you saw the word “Kubernetes” on the cover, or because you are excited about the impressive pay-scale provided to the certified and/or experienced Kubernetes skill holders, or you want to scope the ceiling of microservice architecture’s robustness at scale.

In any case, it is an undeniable fact that Kubernetes (or K8s in short, because there are 8 letters between K and s) has soared in popularity and adoption in the past few years, its role is pivotal in the success of containers and your journey as a container enthusiast is incomplete without at least knowing K8s.

The story of Kubernetes begins at one of the most exciting places in the IT industry, Google. It is one of the biggest tech giants with billions of users as its target consumers. With ever-expanding services, billions of petabytes worth of Data, and thousands of investors’ money at stake, Google was one of the first companies to encounter the Forests of Servers problem.

They had adopted the concept of Linux Containers for cost and performance-efficient resource utilization. Back then, there were no e-learning platforms. One of the authors of this book had not even started his college. There was no container runtime environment (CRE) like Docker either. They had to build everything by learning and learn everything by trying. This is how Borg, the predecessor of Kubernetes, was born. Google built and used Borg for almost a decade before giving it to Cloud Native Computing Foundation (CNCF) to incubate, develop, and manage it further as an open-source container orchestrator. Since then, K8s has grown significantly in terms of features and user base. Like any other open-source technology, one of the critical factors behind the rapid success of K8s is its vibrant community of contributors and well-maintained documentation.

Choosing between K8s and Docker Swarm

Back when we started playing around with containers, this was the hottest debate. Simplicity (Swarm) or Scale (K8s)? Shorter learning curve (Swarm) or Granular control (K8s)? Depending on your needs, you would fall on either of the sides. The decisive parameters are still the same, but the metaphorical clouds of judgment seem to have cleared up. If you do not aim for massive scale or fine control, Swarm could be your easy-to-adapt choice. For everyone else, we have Kubernetes.


Note:

Kubernetes Documentation:

https://kubernetes.io/docs/home/

Large-scale cluster management at Google with Borg (White Paper): https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/43438.pdf



These tools coexist for a good reason. Many Public Cloud providers (Google, Amazon, Microsoft, and Digital Ocean, to name a few) offer their managed K8s solutions, whereas Mirantis enjoys the privilege of providing premium features on Docker Swarm. Moreover, both Swarm and K8s have implemented each other’s features as they grew (with one of them taking more from the other but we are not here to judge, are we?), and both have become feature-rich.

While K8s uses Docker Hub as the default registry to find Container images, Docker UCP (now known as Mirantis Kubernetes Engine) offers both Swarm and Kubernetes as orchestrator options (We would have also mentioned the fact that Docker is the default CRE used by K8s but that has changed, and both are switching to containerd in 2021). While one can have more usefulness than the other in the eyes of its user base, there is no clear winner. For learners, Docker Swarm is a great tool for understanding container orchestration, whereas K8s is a great tool for understanding container orchestration in depth. Naturally, this book has also been structured using the same principles. Since we have already understood how container orchestration works, understanding how K8s handles it differently will give you a broader and clearer perspective toward its actions themselves. Before any of that, we need to look at the building blocks of K8s by understanding its architecture.

Kubernetes architecture

Kubernetes is a Greek word meaning the helmsman of a ship. The name is fitting since the entire container ecosystem is following the shipping naming convention. A container cluster is like a ship full of cargos, and K8s holds the steering wheel of that ship as the orchestrator.

From a bird’s eye view. The architecture of a K8s cluster would look pretty simple. There are two types of machine instances — Control Plane (many times referred to as Master) and Nodes, as shown in the following figure:
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Figure 9.1: Types of machines/nodes in Kubernetes

They both run the same K8s stack but serve different purposes. Depending on which components are active on a machine, it becomes Control Plane or node. Let us take a look at the master first through the following figure:
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Figure 9.2: Control Plane components in Kubernetes

This is the kind of figure you can find on the internet if you search about K8s Control Plane (although this particular figure is drawn by the authors themselves… genuine content!). This group of components or processes are called the control plane of Kubernetes.

As a tool, K8s follows microservice architecture. All of its processes are containerized, and they communicate to one another via APIs written using HTTP REST requests. Let’s look at each of the components one by one as follows:


	kube-API server: It exposes the APIs of other components and serves as the attentive front-end of the Control Plane. It also validates the requests made by users regarding K8s objects. You can draw some parallels between Swarm’s API Endpoint and K8s’ kube-apiserver. The figure above shows that it is the only component directly communicating to all other control plane components.

	kube-controller-manager: It serves as a parent or managing process for several controller processes (such as node controller, replication controller, jobs controller, service accounts and token controller, deployments controller, etc. We are going to explore the relevant objects as we go further in the book). You can consider the controller as a watch loop and wrapper processes around the container for contextual tasks such as scaling (replication). Each controller is an individual process, but all of them are monitored by a single process called kube-controller-manager.
This process itself is scalable. In other words, if there are too many workloads, the Control Plane can have replicas of kube-controller-manager for handling them, and all of them will work in sync. Alternatively, we can also have multi-Control Plane clusters which naturally mean multiple instances of these processes. K8s does not have a lead role of nodes like Swarm, so all Control Planes work in sync to maintain a Desired State of events, objects and variables requested by the user (aka you, the special one!).


	kube-scheduler: It does what its name suggests, scheduling (deciding on which node and when the container will be scheduled). kube-apiserver validates the user requests and passes them on to kube-controller-manager, creating the definition and configurations of objects to be scheduled. These definitions are provided to the kube-scheduler, which analyses the resource requirements and allots available node to it (or puts it on a temporary halt to avoid overload). Much like apiserver and controller-manager, this is also a scalable process.

	etcd: This smallest-looking block is arguably the biggest differentiator between Swarm and K8s. Etcd is another CNCF graduated project. It is a key-value store (a database that stores information in key-value pairs), and K8s uses it to store every detail. Object definitions, object behavior, container state, cluster state, container and cluster configurations, service configurations, ingress-egress rules, environment variables, object IDs, user inputs, event logs and everything else is modeled as key-value pairs, and etcd keeps track of it.
It can only be accessed via kube-apiserver, and no internal process (such as controllers) can order its automatic scaling. For high availability or simply for avoiding loss of Control Plane’s configurations, etcd needs to be backed up manually (paid services like hosted K8s on the cloud can take care of that for you, but that is an entirely different discussion for another chapter). Of course, you will be demonstrated how to do that when the book’s narrative reaches the appropriate point.

As a tool, etcd grows independently and individually. This means that with each version update, K8s can decide which features of then updated etcd to incorporate and which ones to skip. etcd makes things fast and simple because it is a distributed database (it is cluster friendly). It can take direct inputs from HTTP requests (which is exactly what K8s uses) to store them as key-value pairs.

It also runs watch loops on the values of the keys and can create alerts when the value changes, which is an ideal behavior for a tool like Kubernetes that strives to maintain the user desired state. In short, every change in the cluster and every decisive action or observation performed under kube-apiserver will be recorded by etcd and backed up if appropriately configured. It means you can restore cluster Control Plane to its safer state snapshot and spin up the failed containers under the worst-case scenario; this leads to fault tolerance.

While this architecture looks impressive, you might be wondering why none of them explains how the containers will run? That is because what we have seen so far is just the control plane part of K8s (aka the orchestration logic); next are the components outside the control plane, as shown in the following figure:
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Figure 9.3: Node components in Kubernetes


	Every K8s machine runs a set of kubelet and kube-proxy. kube-proxy is a network proxy for the containers running under K8s. If the host OS has a network stack that includes packet filtering rules, in that case, kube-proxy utilizes them to perform packet filtering and routing. In the absence of these rules, it relies on itself to accomplish filtering and routing of packets. This is an important component as it manages container-container, node-node, node-container, container-internet communication.

	kubelet is an agent process running on each node to make sure the desired containers are running. kube-controller-manager of the control plane forwards user request to the appropriate controller and interprets it by creating an object definition for k8s. This object definition is provided to kube-scheduler, which assigns a node and a running timestamp to it. kube-apiserver acts as a validator of all of these requests and stores data in etcd. The definition data and execution instructions are exchanged using kube-proxy to the respective node. kubelet creates the object on the respective node, which is why kubelet always runs on top of a CRE.



An overarching misunderstanding among beginners is that Control Planes do not have or do not run K8s components such as kubelet and kube-proxy. That is not true; control plane components are a subset of the entire K8s installation stack. Apart from a few user-controlled configurations, the K8s stack installation stays the same on all nodes irrespective of their role.

The number of active components and their authority over other nodes decides their roles. To understand this further, the K8s stack on a typical Control Plane (control plane) looks something like the following figure:
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Figure 9.4: All Control Plane components in Kubernetes

Conversely, a typical node would have active components, as shown in the following figure:
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Figure 9.5: All node components in Kubernetes

The components washed out in the figure above (control plane components) are not active when a node joins the cluster as a node. They become active either when promoted to being a Control Plane or initiates a new cluster. To understand these things better, let us take a look at a typical K8s cluster setup as the topic below.

Setting up the K8s cluster

There are multiple ways to setup a K8s cluster ranging from running individual binaries bare-metal to 1-click deployment on the cloud. We will focus on the most widely used way which lies somewhere in the middle in terms of effort requirements.

In the caveman days of Kubernetes, Docker used to be the default and the most used CRE, offering K8s an underlying Container Runtime Interface (CRI) adapter called dockershim. It was a proprietary part of the Docker Engine. Eventually, in 2015, the Linux Foundation open-sourced the CRI under Open Container Initiative (OCI) to make containers more accessible. Today, even Docker is a part of the OCI Compliance and uses containerd (a CRI supporting OCI standards). K8s has announced to stop supporting dockershim with its newer versions by the end of 2021. It means that you can still run Docker to create Container images (since they are OCI compliant). Docker remains the most widely used containerization tool, but k8s will not need it as a dependency to run on a Linux host.

If you are reading this book, by the time dockershim as a CRE adapter is not supported, you can use containerd as a CRI instead. For everyone else, we have seen how to install Docker in Chapter 2. You can follow the same installation process for Docker and install K8s on top of it.

To create a 3-node cluster with 1 Control Plane and 2 nodes, we need 3 separate VMs like Docker Swarm, as shown in the following screenshot:
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Figure 9.6: A list of VMs ready for Kubernetes Cluster setup

If you want to install Docker as the container runtime, you can follow the Docker installation process mentioned in Chapter 2. If you want to work with containerd, perform the installation steps mentioned below on all cluster nodes depending on the circumstances discussed previously.


	Prerequisites: Ensure the nodes have at least 2 GB of RAM with 2 or more CPU cores, and Control Plane has 4 GB of RAM (K8s requires 2 GB, but 4 GB is a safer choice for the Control Plane). Also, ensure that TCP ports 6443, 2379-2380, 10250-10252, and 30000+ are open and available on all VMs. To allow bridging the physical network stack into VLAN, make sure the bridge netfilter module is enabled.
You can use the command below to do so.

sudo modprobe br_netfilter

To ensure that your Linux Node’s iptables can access the bridge traffic correctly, you should ensure net.bridge.bridge-nf-call-iptables is set to 1 in your sysctl config with the following commands:

cat <<EOF | sudo tee /etc/modules-load.d/k8s.conf

br_netfilter

EOF

cat <<EOF | sudo tee /etc/sysctl.d/k8s.conf

net.bridge.bridge-nf-call-ip6tables = 1

net.bridge.bridge-nf-call-iptables = 1

EOF

sudo sysctl --system


	Container runtime: The following commands are used to install and configure containerd. Execute these commands in the mentioned order on all cluster nodes.
sudo apt-get update && sudo apt-get install -y containerd

sudo mkdir -p /etc/containerd

containerd config default | sudo tee /etc/containerd/config.toml

Restart the containerd service to let the changes take effect using the following command:

sudo systemctl restart containerd


	Kubernetes components: We will install most of the K8s components using a tool called kubeadm. The reason why we said most of the components is because even kubeadm doesn’t install kubelet (we have already discussed its significance in the architecture section) and kubectl (the K8s client command line) because of version compatibility semantics. Even if we mention the compatibility table here, it will be updated by the time you read this book. The best way to be future proof is to check out the link mentioned in the note at the bottom of the page to make sure you are using compatible versions of kubelet, kubectl, and other components of K8s installed using kubeadm.
With that out of the way, run the commands below on all VMs to install the components. If you choose to run Docker as CRE, you already have https and curl installed on your system. If you are starting fresh and using containerd, install them using the following command:

sudo apt-get update && sudo apt-get install -y apt-transport-https curl

Like Docker installation, download the Google Cloud public signing GPG key and your key manager.

sudo curl -fsSLo /usr/share/keyrings/kubernetes-archive-keyring.gpg https://packages.cloud.google.com/apt/doc/apt-key.gpg | apt-key add -


Note:

https://kubernetes.io/releases/version-skew-policy/



Finally, execute the following commands to setup the Kubernetes repository and to install K8s components.

echo “deb [signed-by=/usr/share/keyrings/kubernetes-archive-keyring.gpg] https://apt.kubernetes.io/ kubernetes-xenial main” | sudo tee /etc/apt/sources.list.d/kubernetes.list

sudo apt-get update

sudo apt-get install -y kubelet kubeadm kubectl

sudo apt-mark hold kubelet kubeadm kubectl


	Contextually Optional: This part is just a safety net. Most likely, you will never have to use it. K8s automatically detects Docker at the time of writing the book. It has promised to configure auto-detection for containerd and CRI-O by the time Docker’s support as the runtime is discontinued. If the promise is delivered a little later than expected, add the following lines in /var/lib/kubelet/config.yaml to configure cgroup driver for K8s (which is cgroupfs by default if installed using Docker).
apiVersion: kubelet.config.k8s.io/v1beta1

kind: KubeletConfiguration

cgroupDriver: kubeadm init

Restart kubelet to make the changes effective using the following commands:

sudo systemctl daemon-reload

sudo systemctl restart kubelet


	Initiating the Control Plane and Joining the Nodes: The installation commands mentioned so far were meant to be executed on all VMs. We need to execute a few commands on the Control Plane (control plane) node to grant it the privileges to create and configure a Kubernetes cluster. To initialize the Control Plane (control plane) node, execute the following command on it:
kubeadm init <args>

Several arguments such as --apiserver-advertise-address, --pod-network-cidr are available with the kubeadm init command to provide additional support in the cluster creation process. We will look at them while discussing advanced cluster configurations. kubeadm init command runs a series of prechecks to check the availability of the VM. You might witness a few warnings during the precheck process, but they are safe to be ignored.

After downloading the K8s components, we can see a list of post-installation instructions shown in the following screenshot:
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Figure 9.7: Kubernetes cluster join token for nodes

Copy and save the entire kubectl join command along with advertised IP and tokens. These tokens are valid for 24 h. You can use this command as it gets displayed on your screen and run it on other nodes to make them join the cluster initialized by the Control Plane. After 24 h, you need to run kubectl token create to get another token and use it with the kubectl join command.

To access the cluster as a regular user, run the following commands as a regular user on the Control Plane:

mkdir -p $HOME/.kube

sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config

sudo chown $(id -u):$(id -g) $HOME/.kube/config


	Pod network: These are add-on network configurations to allow the pods (wrappers encapsulating containers, A LOT more on them soon) to communicate with one another. We can set them up by providing a pre-written YAML configuration file provided by respective vendors. K8s supports a group of Pod Networks (Calico, Romana, Flannel, AWS VPC CNI, Azure CNI, GCE and many others). To appreciate the simplicity and to keep things vendor-neutral, we will use Weavenet created by Weaveworks. Use the following command to initialize it:
kubectl apply -f https://cloud.weave.works/k8s/net?k8s-version=$(kubectl version | base64 | tr -d ‘\n’)

Finally, to see if your cluster is listing the nodes we have joined so far, run kubectl get nodes to receive output as shown in the following screenshot:
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Figure 9.8: List of nodes in a Kubernetes Cluster

All of the nodes are visible, and the control plane has been initiated. The cluster is ready to run user-defined containers next topic onwards.




K8s operations: the concept of pods

Let’s dive into how to operate K8s. You, as a reader, are already ahead of a significantly large crowd of learners since this is not the first container orchestrator for you to use. Instead of understanding container orchestration, you can focus on how K8s has implemented different orchestration techniques.

For starters, apart from joining the node to a cluster or viewing machine-specific logs, we will not be touching the nodes. Most of our operations will be performed on the Control Plane. There are different ways (like dashboards) to provide user requests, but we will stick to the fastest and the most efficient user-friendly tool called kubectl command line. Regardless of which user input method you lean toward, K8s does not run plain containers. It wraps them around another layer of orchestration called Pods.

Pods, We have been avoiding using this term till now (even while explaining the K8s architecture) as much as possible. But trust us, K8s is ALL about pods. So, what are pods? They are the smallest unit of orchestration in K8s and the only way to interact with containers. Their creation and operations are handled by kubelet.

A Pod can have one or more containers inside it, but mostly you will find one pod per container, as shown in the following figure:
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Figure 9.9: Pods in Kubernetes

K8s is designed with the fact in mind that containers die. Their failure is natural, and thus the restart policy of containers hosted by pods is set to “always” by default. This allows you to persist the data of a container if it crashes since the pod will spin it up again and provide it with the lost data. Pods come with many concepts that demonstrate the strength of k8s as an orchestrator and allow you to make your migration to containers more reliable. We will look at all of them as the book progresses but let’s focus on creating a pod for the time being.

There are two ways to create pods (or any object) in K8s: Imperative and Declarative. Just like programming, while creating objects imperatively, you have to mention every configuration and what to do with them, while in the case of declarative object creation, K8s will take the object definition and create it using its object templates. Imperative object creation provides greater performance and behavior control, while declarative creation provides simplicity and speed while working at scale.

You can use direct commands or object definitions in the case of the Imperative method. Commands are not as mature, and you lose a lot of control (which is the very reason why you would use imperative methods), so it is recommended to stick to providing object definitions via files.

To get a better understanding of the object creation options, take a look at the following figure:
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Figure 9.10: Imperative and Declarative methods for Pod creation in Kubernetes

Much like Docker Compose, K8s object definitions are written in YAML (they can also be written in JSON, but YAML is the most widely used format within the user community).

Here is a simple definition of a K8s pod running busybox container. You can write this using any available text editor in a file called imperative-pod.yaml (of course, you can name it anything; just make sure to provide the .yaml extension):

1. apiVersion: v1

2. kind: Pod

3. metadata:

4.   name: imp-pod

5.   labels:

6.     app: imp

7. spec:

8.   containers:

9.     - name: imp-container

10.       image: busybox

11.       command:

12.         - sh

13.         - ‘-c’

14.        - echo This pod is created imperatively && sleep 3600

Let us have a good look at this YAML. As we can see, there are 4 main fields or keys here: apiVersion, kind, metadata, and spec. Some of these keys are specified as a key-value map using the colon (:) as a separator. Each member of the map should be placed on a new line.

Let’s begin with the apiVersion field. It is used to define the version schema of the target object. The value of this field represents the API group and the version of K8s objects. v1 was the first stable release of K8s, and here it represents that the pods are a part of apiVersion v1 under the core API group. As K8s keeps growing, newer API version groups keep getting introduced, which contain newer object types. This signifies that pods have existed since the beginning of K8s (CNCF’s K8s).

Next is the kind field. This field is used to define the type of object we want to create. We want to create a pod; hence the value of the field is set to Pod.

Next up is a pretty familiar term, metadata. This field contains meta information such as name, labels, annotations, and so on which sets 2 of the same kind of objects apart (names are useful for users, whereas for internal uses like Docker, K8s also provide unique names and IDs to its objects). We have named this pod as imp-pod and labeled it with app: imp. We are going to know more about labels in the upcoming chapters but for now, remember that labels are used to organize and categorize K8s objects.

The last one is the spec field. It is used to describe the desired behavior of this object. Regardless of the object type, this is the field where most of the important configurations take place. We want this pod to run a busybox container. We need to create a template that contains all of the necessary details for it.

As you can see, the name of the container is imp-container. The image to be executed inside the container is busybox(:latest). The default command for this container will execute the SHELL, echo the string. This pod is created imperatively and will sleep after 120 s. Both of these statements are clubbed with a logical AND operator, so If any of them fails to execute, the castle of cards will collapse.

This is the user-provided object definition; in other words, the user desired state for this particular object (pod). It is time to create a pod using the imperative method. Execute the kubectl create command and provide the pod object YAML file using the -f flag.

The outcome of this command looks like the following screenshot:
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Figure 9.11: Imperative method to create a Pod

The create instruction is provided explicitly to the kube-apiserver. Other such explicit instructions could be delete, run, taint, drain and so on. (We will look at them as the book progresses). Therefore, this method is called imperative.

On the contrary, kubectl apply command also creates the pod, but using the declarative method. Think of it like this: With kubectl create command, you provide the object definition and instruction as your desired state of the cluster, whereas with the kubectl apply command, you are providing the object definition as the desired state. K8s tries itself to match the current state with your desired state. In other words, if the object doesn’t exist, it will be created.

When we run the kubectl get pods command, you can see the imp-pod listed as running (along with another pod created outside the relevance of the book for practice), as shown in the following screenshot:
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Figure 9.12: List of Pods

So, what is the difference? Well, it is about thought processes and practices. It is helpful to use imperative object configuration files (kubectl create -f) while learning K8s to clearly understand what you wanted to achieve and what you ended up doing.

On the other hand, when you move to more advanced workflows like creating a CI/CD pipeline and automating updates, declarative object configurations prove to be more useful as the objects (such as pods) created declaratively carry a bunch of annotations provided by K8s to help users and third-party tools (if integrated) keep track of activities.

To get more details about pods, we can use K8s’s describe command (similar to docker inspect). We can write this command by providing the object type and object name along with the following command:

kubectl describe pods <pod-name>
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Figure 9.13: Description of imp-pod

The results consist of helpful details that can be divided into two categories.


	They are container configurations similar to the output of docker inspect.

	They are about topics we have not touched upon yet.



To keep things simple, we will learn about all of the aspects of K8s and then perform a thorough analysis of kubectl describe results.

The pods we created are not the sole residents of this cluster. As we had mentioned earlier, K8s components are also spun up as containers. To view them, we have to understand the concept of namespaces.

Namespaces

Containers and K8s are built for scale. Even though Infrastructure as Code reduces IT manpower requirements drastically, assuming that one DevOps Engineer will be handling an entire cluster hosting hundreds of containers is unrealistic. This means a cluster will be accessed by an entire team (or more than one teams).

In such situations, namespaces play a critical role by providing logical separation of resources running across the cluster as well as indirect access control with the help of other authorization and access control mechanisms discussed in later chapters. They act as a scope of naming and operations; in other words, you cannot have two same resources with the same name under one namespace. If you want to have two pods with the same name, you need to put them in different namespaces. It also means that most object-specific commands will operate on your present namespace unless mentioned otherwise.

For example, when we write kubectl get pods, we get pods on the present namespace (that is why you haven’t seen any other pods so far):
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Figure 9.14: Namespaces in Kubernetes

This brings another bunch of questions. How do I know which namespace am I working on? How many namespaces are there? Can I create my own namespaces? How? Let us address them.

K8s spins a cluster up with four namespaces with the following uses:


	default: If you do not specify any namespace, this is where your objects will land.

	kube-public: As the name suggests, K8s or users may use this namespace to host add-on objects which are safe to be accessed by the public (non-authorized users or guests). This namespace may be absent in the clusters not bootstrapped by kubeadm.

	kube-system: A namespace reserved for internal components of K8s. This may not be accessible to the guest users. When you spin up a cluster, your user account is not a guest, so you will view it soon enough.

	kube-node-lease: This is another namespace for internal components, but instead of hosting trivial components like kube-system, it stores node-specific information such as availability status, heartbeat (node health-check heartbeat), and so on. This is useful for third-party monitoring tools to manage the cluster.



You can verify how many of these namespaces are available on your cluster by running kubectl get namespaces as shown in the following screenshot:
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Figure 9.15: List of default namespaces in Kubernetes

You might feel familiar with the received list of namespaces in Kubernetes. Likewise, you might have already figured out that the imp-pod and dec-pod are created in the default namespace.

We can recall the K8s architecture when we list pods from all namespaces with kubectl get pods --all-namespaces command, as shown in the following screenshot:
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Figure 9.16: List of pods running in all namespaces in Kubernetes

The preceding snapshot was clicked before deploying any workloads on the cluster; therefore, you cannot see imp-pod and dec-pod on the list. We have a significant number of pods from kube-system namespace. In typical situations, most Control Plane and node components are deployed under the kube-system namespace. (we better not mess with this one) Since we have a cluster with one Control Plane and two nodes, we have one set of Control Plane components like kube-apiserver, kube-controller-manager, kube-scheduler, kube-proxy, and etcd.

We also have 3 pods for kube-proxy and 3 pods for weave-net (one set for each VM). As you might have guessed, there are no kubelet pods. The reason for this is that kubelet is a Linux process responsible for creating pods and running the containers inside them using CRE (after all, we have used apt-get install kubelet, not docker run kubelet or kubectl run kubelet).

If you want to have a broader perspective on the scheduling of the pods, you can use -o wide flag with the previous command, as shown in the following screenshot:
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Figure 9.17: List of pods running in all namespaces with additional details

In this result, you can also verify which pods are on worker-1 and which are on worker-2. As for the coredns, it is a DNS-based service discovery tool used to identify objects from their IPs. It is another graduated project by CNCF, much like containerd or K8s. As for creating new namespaces, we believe you would appreciate it learning with other orchestration techniques. So, we will briefly revisit and continue the namespaces in the very next chapter.

This is our primary playground. A fully functional K8s cluster with a couple of nodes and an economical Control Plane. It is the setup we will use for most topics to learn and practice a lot of K8s concepts. As we move further, we will upgrade the cluster as per requirements.

Conclusion

This chapter covered the introduction and setup of Kubernetes. You got familiarized with the architecture and components of a K8s cluster. You also understood K8s’ position in the container market and busted a few myths about when to choose K8s over Swarm, and how control plane components are not the only ones running inside the Control Plane node. The cluster setup was easy to understand because you had followed a similar procedure in the very last chapter.

In the following chapters, we will understand the different workloads and how K8s handles them. We will also look at networking and storage objects of K8s before moving to advanced cluster orchestration.

Multiple choice questions


	Which of the following organizations is responsible for hosting, managing, and maintaining the Kubernetes project?

	Cloud Network Computing Foundation

	Cloud Native Computing Foundation

	Cloud Native Container Foundation

	Cloud Network Container Foundation


Answer: B


	How are non-Control Plane machines identified as in Kubernetes?

	Nodes

	Minions

	Managers

	Droplets


Answer: A


	Which of the following Kubernetes components can directly communicate to the distributed key-value store “etcd”?

	kube-controller-manager

	kube-apiserver

	kube-scheduler

	cloud-controller-manager


Answer: B


	Which of the following Kubernetes components is used to store all the cluster data?

	etcd

	kube-scheduler

	kubelet

	kube-proxy


Answer: A


	Which of the following is the smallest deployable unit in Kubernetes?

	Pod

	Container

	Service

	Image


Answer: A


	Which of the following is the most used pod implementation? 

	One container per Pod

	One service per Pod

	One volume per Pod

	One role per Pod


Answer: A


	What is the significance of apiVersion in Kubernetes objects?

	They are Kubernetes’ way to determine the kind of object.

	They are Kubernetes’ way to determine the hierarchy of the object to make sure controllers monitor the basic objects.

	They are Kubernetes’ way of grouping objects to manage them without affecting the objects of other groups.

	They make navigating documentation easier.


Answer: C


	What is the default validity of cluster join tokens in Kubernetes?

	5 min

	24 h

	2 h

	30 min


Answer: B


	Which of the following apiVersion applies to pods? 

	apps/v1

	v1

	apps/v1beta1

	v1beta1


Answer: B


	Which of the following ports is NOT reserved in the inbound direction on non-Control Plane nodes in a Kubernetes cluster?

	10250

	30001

	32766

	10251


Answer: D




Questions


	Explain Kubernetes architecture and its components.

	State the differences between Kubernetes and Swarm.

	Write a YAML pod definition file to create an ubuntu 18.04 pod on a Kubernetes Cluster.

	Write down a step-by-step procedure of bootstrapping a Kubernetes cluster of 3 nodes and 1 Control Plane using kubeadm.

	How many namespaces will you get after bootstrapping a K8s cluster using kubeadm. State their names and uses, respectively.







CHAPTER 10

Workload Orchestration with Kubernetes


Introduction

The previous chapter introduced you to Kubernetes; this chapter will help you see it in action. Kubernetes has different controllers for different types of workload objects. Mastering them enables you to orchestrate your containerized microservices better. This chapter will treat each workload type as a separate topic and will dive deep into it. We will also look at some core Kubernetes concepts while playing with these workloads.

Structure

This chapter covers:


	Playing with namespaces

	Labels and selectors

	K8s wheel of objects

	Back to pods (Liveness and Readiness Probes, Resource Limits)

	Init containers



Objective

This is a practice-heavy chapter. We will begin exactly where we had completed the previous chapter. You will get to write and understand more Kubernetes object definition YAMLs. By the end of this chapter, you shall be used to the structure of a Kubernetes object YAML and what to look out for. You will also understand the purpose and operations of different workload objects and their controllers. You will have your base built up to begin practicing basic workload definitions.

Playing with namespaces

This chapter will cover a lot of basic orchestration using K8s. Before we move to the workloads, it is important to cover namespaces, labels, and selectors. We have seen the concept of namespaces in the previous chapter. They are the logical division of the cluster across the nodes in the context of resource allocation and access. A standard K8s cluster bootstrapped using Kubeadm will have four pre-configured namespaces. If you do not specify any particular namespace, your workloads (such as pods) will be scheduled on the default namespace.

To create a user-defined namespace, use kubectl create command followed by the keyword namespace and the namespace’s name. Technically speaking writing, you can use the YAML file for this purpose, but it does not provide any more control or customization than command, so there is no reason to go that far. However, if you are using K8s on production systems, you want the configuration (in YAML or JSON) declaratively defined and under version control.

kubectl create namespace my-namespace

As the command succeeds, we get a confirmation, as shown in the following screenshot:
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Figure 10.1: Create a user-defined namespace

You can verify this further by listing the namespaces, as shown in the following screenshot. The user-defined namespace is added along with its age.



[image: ]

Figure 10.2: List of all namespaces available in K8s cluster

To schedule a pod (or any workload) in a particular namespace, you can mention the namespace’s name with -n  flag. For example:

kubectl create -f imperative-pod.yaml -n my-namespace

It creates another pod called imp-pod but in my-namespace. We can view it using kubectl get pods with --all-namespaces flag:
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Figure 10.3: A complete list of running pods in all namespaces

This brings another conclusion: the name of an object of a particular type is unique across the namespace in a K8s cluster (however, resources that don’t fall under any namespace’s scope like namespaces themselves or nodes need to have absolutely unique names across the cluster). If you want to have a more precise output, you can use -n flag with kubectl get pods and provide the namespace instead of --all-namespaces. This also works as an object sorting mechanism. Writing of object sorting, let’s talk about an even more efficient way in the next topic.

Labels and selectors

Labels are key-value paired indexed metadata associated with K8s objects. They are used for attribute-based quick and efficient identification and arrangement of resources. They are used by both users and K8s controllers. Users can label objects according to their use cases, while controllers use labels to determine which objects will be controlled by them. The following figure is a conceptual representation of labels:
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Figure 10.4: Labels in Kubernetes

Any K8s object can have one or more labels at any point in time (in most natural use cases, the objects will have more than one labels). Adding or removing a label does not affect the performance of an object since label is just a form of metadata (though it may alter its behavior if the label imposes a controller on the object, more on that later).

Labels become more significant when they are used with Selectors. As a quick analogy, you can think of labels as tags and selectors as finders or magnifying glasses. Here is a graphical representation:
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Figure 10.5: Selectors in Kubernetes

There are some syntax and search guidelines to follow while using labels and selectors:


	The labels have two parts: keys and values. Keys can be words, domain names, or sub-domain names followed by a keyword separated by a slash (/). The domains or subdomains are called prefixes. They are optional but, if added, must not be longer than 253 characters. The keywords are called names. They can contain alphabets, numbers, dashes, underscores and/or dots and must not exceed 63 characters. They are case sensitive.

	The value part of the labels also follows the same rules as the names of the keys. To put it in simple terms, prefixes can be subdomains separated by dots, and names are keywords added using a slash after subdomain. The values are also keywords having the same liberties and limitations as the names of the keys. For example, app:nginx, environment:dev, ceruleancanvas.com/author:Nisarg, and so on.

	You cannot use kubernetes.io/ and k8s.io/ prefixes since they are reserved for K8s itself.

	There are two types of selectors based on label requirements: Set-based selectors and Equality-based selectors.

	Set-based selectors are used for filtering out multiple labels. They have three operators: in, notin and identifier of existence. For example, app in (nginx, redis) lists pods with label key app and values nginx or redis. Similarly, if we put a notin like app notin (nginx), K8s lists all pods with key app excluding value nginx. The identifier of existence is generally used to disregard values and only focus on keys. Simply writing app lists all the objects with label key app regardless of their value and writing !app excludes objects with label key app.

	Equality-based selectors are used to single out particular key-value pairs using equality operator (= or ==) or inequality operator (!=). As you might have guessed, writing app=nginx or app==nginx only lists objects with app: nginx key-value paired label (they may have other labels though), whereas writing app!=nginx discounts them.

	One or more equality or set-based selection rules can be applied in a single statement using comma separation. For example, environment (dev, prod), app!=redis is a valid search and returns objects which satisfy both rules.


We will look at heavy use of labels and selectors throughout this and further chapters when we play with workloads, services, and other mechanisms of K8s orchestration.

K8s wheel of objects

Apart from trivial resources like memory (RAM) or third-party resources like Docker Images, everything native to K8s is created and managed in the form of independent or integrated objects. These objects can be classified into four broad categories, as shown in the following infographic:
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Figure 10.6: Infographic representation of different Objects in Kubernetes

Let us talk about them one-by-one:


	Workloads: Traditionally, a workload is an application running on a set of resources. In terms of K8s, workloads are objects encompassing independent or groups of containers under contextual conditions. Pods are the most basic examples of Workloads. There are a bunch of other workloads to discuss in this chapter. Generally, these workloads are created and supervised by controllers.

	Configurations: There are many aspects of an application that do not require containers. For example, controllers. Other candidates are toggles and variable values. They are written as key: value pairs and stored in etcd. We have already seen that controllers are watch loop processes designed to create, supervise, and control relevant workloads. The number of workload controllers is limited in a standard K8s installation stack, but one can always add user-defined controller definitions for typical use cases.

	Connectivity: Networking in K8s is a vast topic, but all of its significant tasks are defined as objects such as services or ingress controllers. An advantage of having a loose model of objects to define everything is to have ease of tallying the current state and meeting the end goal to match the current state with the desired state. A stack of container networking utilities also run as containers and are wrapped under workloads (such as weave-net pods, which we had seen earlier in kube-system namespace).

	Storage: This is one of the most fascinating and well-developed areas of K8s (compared to its contemporaries). From ephemeral storage to managed backup configured cloud storage, K8s has provisions for everything. The field is still open for custom storage objects. If nothing else is defined, every workload is provided with a standard volume (We are avoiding specific names to maintain a comfortable ambiguity and focus on the broader picture. We will explore networking and storage objects in the next chapter in great detail. After all, I want you to have a mind-blowing experience, not to have your minds blown by info-dump).



We will take at least three chapters to cover all types of objects mentioned in this wheel. For now, it is time to get started with Workloads. This is where K8s starts to become fun. We have already seen pods and one of their basic YAML definitions. Let us make replicas of such pods.

Replicasets

Replicasets are a higher unit of orchestration compared to pod, which means they will supervise the pods. Their purpose is pretty obvious to scale and manage the number of pod replicas. We can increase or decrease the number of replicas of a pod using a Replicaset. Replicasets are controlled by Replicaset Controller. Pods are given labels, and Replicasets use selectors to keep track of which pods to include under its umbrella. This is useful when we do not want to write multiple YAML files for similar pods, as shown in the conceptual following figure:
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Figure 10.7: Multiple configuration files for similar pods

It is also possible to provide a pod definition along with Replicasets. It would mean that the creation of those pods will also be managed by Replicasets (Replicaset controller will request the trigger of the Pod Controller). While doing so, you need to provide pod specs as a pod template to the YAML file of Replicasets. Let us take an example:
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Figure 10.8: Concept of Replicaset

We will write a YAML file to create a replicated PHP guest-book application. You do not need to worry even if you have never run any PHP code since everything is abstracted inside the container. The focus is exclusively on K8s Replicasets. Create a YAML file called replicaset.yaml (or a name of your choice) and populate it with the following content written:

1. # Object Setup

2. apiVersion: apps/v1

3. kind: ReplicaSet

4.

5. # Meta Information

6. metadata:

7.   name: replicaset-guestbook

8.   labels:

9.     app: guestbook

10.     tier: frontend

11.

12. # Replicaset Specification

13. spec:

14.   replicas: 3

15.   selector:

16.     matchLabels:

17.       tier: frontend

18.

19. # Pod Metadata and Specifications

20.   template:

21.     metadata:

22.       labels:

23.         app: guestbook

24.         tier: frontend

25.  

26. # Container Specification

27.     spec:

28.       containers:

29.       - name: php-redis

30.         image: gcr.io/google_samples/gb-frontend:v3

31.         ports:

32.         - containerPort: 80

Let us break this YAML file down from “Oh! This seems different” to “Ah, I see!”. The API version for the Replicaset object is different from Pods. Pods are a part of the core K8s API group (v1). In other words, they exist since the beginning of K8s. Replicasets are relatively new (earlier, there was a legacy mechanism called Replication Controller) hence, they fall under a newer API group called app/v1.

Next, we have the kind of object we want to create, which is Replicaset. The metadata field contains the name of the Replicaset (replicaset-guestbook) and labels. Unlike the previous YAMLs, this one has two labels. The first is app, with value guestbook and the second is tier with value frontend.

Next is the Spec field (this is the last “main” field of this YAML, everything below is the subfield). The first thing to mention here is the number of replicas (simple as that, no rocket science). In this case, we will have 3 replicas of the target pod, but you are free to change this number as per your own will or requirements while keeping the availability of your system’s resources in mind. The next up is the selector. As we have discussed in Labels and Selectors, selectors can identify a set of objects having a particular label. Here, the selector of this Replicaset will look for pods having the label tier: frontend, and those pods will directly be managed by this Replicaset.

WAIT! Mind the indentation. Okay, let us take a look at the pod template. The Replicaset will use the pod template to create a homogeneous set of pods. There is one important thing to notice here. For the selector to perform the selection successfully (love the wordplay, just love the wordplay), we need to make sure that each pod created using this template must have a label tier: frontend. To do so, we need to add that label under the metadata field of this Pod template. There is another spec field dedicated to the pod template. It contains the information regarding the container to be running inside pod. We are going to create a php extension for Redis based on an image gb-frontend of version 3 stored in Google’s container registry (since this is not docker hub, we need to mention the URL). The port 80 of the container will be open for communications.

Time to create the object. Type the command kubectl create followed by the –f flag and the name of the YAML file, replicaset.yaml. We get the confirmation as indicated in the following screenshot:
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Figure 10.9: Create Replicaset object

As we list the pods, we get to know that 3 new guestbook pods are ready and running as you can see in the following screenshot:
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Figure 10.10: List out pods to verify the creation of Replicaset pods

To view more details about the pods, like where are they scheduled and what are their IPs, you can run the same command with -o wide flag.
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Figure 10.11: Networking and Scheduling information of Replicaset pods

You can copy the name of either of the three pods and type kubectl describe pod followed by pasting that pod’s name. Press Enter to view the pod description:
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Figure 10.12: Describe a Replicaset pod

Most of this pod’s description details are similar to what we have seen with the imperative pod. Still, there are a couple of key points to notice.


	The pod received the labels mentioned in the meta of the pod template and is reflecting them properly.

	A new field called Controlled By indicates that this pod is created and managed by the guestbook Replicaset.



The primary purpose of having a higher level of orchestration object is to abstract away the pod. kubectl command-line treats Replicasets the same way it treats pods or any other objects. In other words, you can also list out the available Replicaset using the same command to list out pods or any other K8s object.

Execute kubectl get rs command and mention the name of the replicaset to get the details specific to it. The outcome looks like the following screenshot:
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Figure 10.13: List out Replicasets (rs)

The output is a little different from pods’ list. We do not get columns like status or restarts because ReplicaSet itself does not have any restarts. The containers inside the pods controlled by ReplicaSets perform restarts, and this can be checked by listing specific pods. On the other hand, we get new columns like DESIRED and CURRENT, which reflect the watch loop nature of Replicaset and how it continuously attempts to match the number of current replicas with the number of desired replicas.

We can also get more details about a Replicaset by executing the command kubectl describe followed by the Replicaset’s name. The outcome of this command looks like the following screenshot:
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Figure 10.14: Detailed information about Replicaset guestbook

This Replicaset resides in the default namespace, and the selector is set for the label tier: frontend. There are no annotations. The Pod template is the same as mentioned in its object definition YAML file. The Pods STATUS field shows the statuses for the pods controlled by this Replicaset. All 3 of them are running successfully. Replicaset events are listed at the bottom. They are less exhaustive than pod events because these events are monitored by Replicaset Controller. Once the pod creation has been scheduled, the responsibility shifts to pod controller, which keeps track of subsequent events.

Finally, the big question. What if one of the pods gets deleted? This is a pretty healthy Replicaset on a contextually resourceful cluster; so, none of the pods will get deleted by themselves.

So, we need to delete one of the pods controlled by this replicaset manually. To do so, execute the command kubectl delete pod command followed by the name of any of the three pods. The outcome of this command looks like the following screenshot:
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Figure 10.15: Replicaset maintains desired state (no. of replicas)

The pod did get deleted, but we are back to having the same number of pods when we list the pods out again. This is because the Replicaset controller made sure that the number of current pods meets the desired number. It spun up a new pod that can be noticed since one of the three Replicaset pods has a younger age! This brings another question; what if we do intend to delete a pod? You can change the YAML and decrease the number of desired replicas. Just use kubectl apply command, and you will have one less pod. Of course, if you delete the entire Replicaset, none of the pods will be spun up again.

Replicasets are a great way to use containers at scale, but they are not the top of the object chain. Most of the times, they are used under deployments.

Deployments

Deployments stand even higher than Replicasets in terms of supervisory nature. They are capable of creating their own Replicasets, which in turn can create pods accordingly. They are the most widely used workload object for stateless applications. Just like Replicasets, they also use Labels and selectors for pod identification. Deployments are used as all-rounder objects for various purposes like creating containers, scaling containers, clubbing containers together, exposing them to the internet, and so on. Their more intelligent and more configurable watch-loop makes them more user-friendly choice compared to something like a ReplicaSet.

How smart? Let us understand via an example. Create a file called deployment.yaml and populate it with the following code:

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: deploy-nginx

5. spec:

6.   selector:

7.     matchLabels:

8.       app: nginx

9.   replicas: ٣

10.   template:

11.     metadata:

12.       labels:

13.         app: nginx

14.     spec:

15.       containers:

16.       - name: deploy-container

17.         image: nginx:1.7.9

18.         ports:

19.         - containerPort: 80

Take a close look at this file. You will realize that it is remarkably similar to Replicaset (including the API version). You can precisely tell what each field in the file represents. Despite that, there are performance differences; let us create the deployment to examine them.

The creation process is also the same as earlier, kubectl create command followed by -f flag and the file name. The result would resemble the following screenshot:
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Figure 10.16: Create a deployment from object configuration YAML file

You can play around by listing pods and Replicsets again, but we will stick to listing out the deployment directly using kubectl get command followed by the type of object, which in this particular case is deployments to get the output as shown in the following screenshot:
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Figure 10.17: List out deployments in Kubernetes

Just as the list of Replicasets was represented differently from the list of pods, the list of deployments has its own share of uniqueness. Apart from READY and AVAILABLE columns, we have UP-TO-DATE column as well. This is useful while rolling out updates using deployments. Unlike the Waterfall software development model, agile microservices update very frequently. The capacity and ease of rolling out updates without disrupting the app performance are crucial.

Take a use case, if you are updating your software once every 6 months or once a year, you might be comfortable with keeping it down under maintenance for a few hours; but if you are updating it every alternate day or sometimes multiple times a day (updating recommendation engine settings by continuously learning from user behavior and so on), you cannot afford to keep your app down every now and then. In that case, you need to update rollouts without downtimes.

Kubernetes deployments are designed to perform such smooth rollouts. We can understand it better by running kubectl describe command followed by the deployment’s name.

The outcome of this command looks like the following screenshot:
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Figure 10.18: Describe deployment for detailed information

Just like every other description, this one also has metadata, user-provided information, and container information. They are pretty similar to pods or Replicasets. The unique fields are related to the update strategy. Deployments are updated if and only if there is some change in the pod template. These changes can include changing the container image, limiting resources, changing access, adding or altering metadata, changing storage options, and so on.

If the pod template remains the same and just the number of replicas is subjected to change, it is called scaling, not updating. We have already seen how scaling works with Replicasets. It is the same with deployments. You can change the number of replicas by modifying the deployment’s YAML file or using the kubectl scale command with the --replicas flag and the number of replicas you want to create.

In the case of update strategies (involving a change in pod template), there are two possible values: Recreate and Rolling Update. The Recreate strategy kills all of the pods before creating any new ones. This means intentional downtime and is useful when you don’t want to confuse client-side applications with the collision between different session data generated during usage.

A practical example would be blocking someone on Twitter but viewing their posts until refreshing or restarting the app (thus triggering a new session). If you are not comfortable with such app behavior, you should use Recreate. Many online games use this to perform major version updates.

If you do not want to cause any downtime, K8s deployments provide an update strategy called Rolling Update. This opens plenty of possibilities. There are two controlling parameters of the Rolling Update Strategy.


	MaxSurge: Maximum number of extra pods (surplus pods after desired replicas) allowed while rolling out the update.

	MaxUnavailable: Maximum number of pods that can be discounted from serving the application while rolling out the update.



The rolling update strategy does not kill all of the pods before creating new ones. It kills pods as it creates new ones and routes the load toward the newly created pods. As the process goes on, all of the old pods are replaced by new ones. For example, let us say you have a database server deployment about to receive the rolling updates. Your desired number of replicas is 4. If the Max surge is set to 25%, the deployment controller will create 1 updated pod first; at one point, there will be 5 pods in total (which is 1 more than desired replicas).

At the same time, just because the pods are scheduled does not mean all of them are serving the application. While the traffic is being routed from old to new pods, there could be a small timeframe when both old and new pods are not serving. Max Unavailable will define this; setting it to 25% means there needs to be at least 3 out of 4 serving pods at any given time. Together, this means in the deployment of 4 pods, a rolling update strategy with 25% Max surge and 25% Max Unavailable setting will update and replace one pod at a time. This can be 2 pods at a time if both values are set to 50%. This can also be 2 new pods created at a time while one replaced at a time if Max surge is set to 50%, but Max unavailable is set to 25%.

The next concern is how to decide the values of Max Surge and Max Unavailable? The answer is simple: it depends on your application. The better you know your application, the more informed and comprehensive decision you are likely to make. Let us say the update involves using a different Docker Image. If the image is just an updated version of your current image, the chances are high that most of the underlying layers would be the same, that is, they would be reused from the cache. This is a resource-efficient scenario. You can let loose a little on the surge and make it 50% since the cloud usage wouldn’t break your bank.

Moreover, suppose the rollout is happening during less app traffic. In that case, you can also use more max unavailable and get done with the rollout quickly rather than allowing it to stall for long. You may have noticed; many web portals of essential services (for example Railways, Airlines, Healthcare, Banks, and so on) update themselves during the late night of respective time zones. Similarly, university websites should also prefer quick rollouts with the higher surge to ensure that many students can access exam results as they are declared.

Conversely, when a social media giant like Facebook wants to roll out Year-end videos, the rollout might take weeks to cover all users, which indicates relatively safer surge and almost 0 unavailabilities. In a no-compromise scenario like handling the Black Friday sale on Amazon, the deals need to be updated to every user on the same day. The only leeway is the time zone difference between users of different countries. This becomes a matter of investment. You might want to resort to more efficient deployment topologies like Blue-Green, where you would pre-spin-up the entirety of your updated workload and only focus on shifting the load gradually on the big day. This is a high-risk, high-return use case where rolling updates are not the best bet. It is also recommended to run beta tests on separate canary deployments in a production environment before rolling out the updates.

We can have a better look at this by performing a sample rolling update. Looking back at the code, we can see that the nginx version is 1.7.9. The following command will set it to 1.16.1 with a rolling update strategy.

kubectl set image deployment/deploy-nginx deploy-container=nginx:1.16.1 --record

The base command is kubectl set, the attribute is image, the target object is deployment/deploy-nginx, and the target image is nginx:1.16.1. The --record flag will help us print and view the change-cause to track what changes our deployment has been through imperative commands (because declarative commands are recorded by default). The output looks like the following screenshot:
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Figure 10.19: Rollout update in deployment

This was quick! Usually, it can take anywhere between a few minutes to even a few hours with dozens or more pods. In that case, you can view the status of rollout using kubectl rollout status command followed by object type and name.

kubectl rollout status deployment deploy-nginx

The output looks like the following screenshot:
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Figure 10.20: Status of update rollout in deployment

3 new pods are created, and 3 old ones are terminated. This was not a patch on the previous Replicaset. It is a new Replicaset definition, with the previous one having been scaled down to 0 pods. We can verify this by listing replicasets using kubectl get rs command. The outcome looks like the following screenshot:
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Figure 10.21: List of Replicasets

Furthermore, if we perform more than one updates over time, we can even view the history of rollouts by running the following command along with the target object’s name:

kubectl rollout history deployment.apps/deploy-nginx
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Figure 10.22: History of rolled out updates of a deployment

The revisions are listed in chronological order, and since we had used the --record flag earlier, we also get to see the appropriate change cause. This may not sound important for an individual cluster operator but becomes critical when working in a team. Transparency can mitigate more than half of the teamwork conflicts. You can also restore the deployment to its original state by using kubectl rollout undo command.

Finally, how can we even call it an Nginx container if we don’t open the Nginx standard homepage on the browser?! Deployments or any other workloads with labels can be exposed using K8s networking objects called Services. The next chapter explores them in-depth, thus, for the time being, think of them as private, little antenna for our deployment. We can expose the deployment using kubectl expose command. This command creates a service called my-nginx-service and maps nginx’s port 80 to the host’s available port:

kubectl expose deployment deploy-nginx --type=NodePort --port=8080 --target-port=80 --name=my-service

Execute the following command to list out K8s services:

kubectl get svc

svc is the abbreviation of Service, just as rs is the abbreviation of replicaset, or p is the abbreviation of pods:
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Figure 10.23: List of services in K8s cluster

A default service called Kubernetes is active since we bootstrapped the cluster and below that is the user-defined service. We will describe the service when we cover Kubernetes Networking objects, but for now, notice that port 80 of nginx is mapped to host (node)’s port 32502.

To successfully run the <IP>:<port> combo on the browser, we need to create a firewall rule to allow external connections. Go to GCP Dashboard | VPC Networks | Firewall Rules and click on Create New Firewall Rule.

Once the New Rule page pops up, fill in the title and the configuration options as shown in the following screenshot:
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Figure 10.24: Firewall rule creation in Google Cloud Platform (GCP)

Once the rule is set up, hit the combination of external IP and your mapped VM port on a new browser window to witness the deployment working perfectly well.
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Figure 10.25: Landing page of NGINX web server deployed on K8s

Jobs and Cron Jobs

Moving on from deployments, we have jobs. They are handled by Jobs-Controllers. To define them simply, jobs mean objects that don’t keep the container inside the pod running for eternity. Once the containers’ purpose is fulfilled, they exit. In more technical terms, the commands provided to the containers are time and iteration limited. Once they get executed, the container gracefully stops and gives the resources back to the host! This makes them resource and scheduling efficient. This also means that they may have to be re-run multiple times, but it is better than keeping resources occupied permanently.

Jobs are come in handy when the nature of the application is not “always on” or “always serving”. Naturally, applications like webservers or database servers are not good fits for jobs. You can call containers to create an ad-hoc environment for specific calculations and store the value for further use even after the container is dead. Here is an example. Create a file called job.yaml and populate it with the following code:

1. apiVersion: batch/v1

2. kind: Job

3. metadata:

4.   name: job-pi

5. spec:

6.   template:

7.     spec:

8.       containers:

9.       - name: job-container

10.         image: perl

11.         command: [«perl», «-Mbignum=bpi», «-wle», «print bpi(٢٠٠٠)»]

12.       restartPolicy: Never

13.   backoffLimit: 4

The apiVersion is batch/v1 as jobs belong to the batch group of APIs. This is suitable because jobs are beneficial for conclusive batch processes. The name of the Job is job-pi, and it is configured to run a PERL container that calculates and prints the value of pi up to 2000 digits.

Do pay attention to the Restart Policy, which is set to Never. This is completely in line with the nature of Job. Furthermore, what if the job fails to execute? The container will not be able to shut down gracefully and will have to restart. This behavior contradicts jobs’ primary purpose: to free up the resources once the job is done. To counter this phenomenon, the Back off Limit is set to 4. This means that after 4 unsuccessful iterations, the job will stop trying, and its resources will be freed up.

Create the job object using the imperative command from the Job’s objects configuration YAML file, job.yaml (kubectl create -f <filename>) and list the pods as shown in the following screenshot:
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Figure 10.26: Verification of creation of job-pi pod

As expected, the pod created by Job-pi is in the completed state. This means the job was executed successfully (K8s should have written “Good Job!”). We can get more information about the job as we describe it as shown in the following screenshot:
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Figure 10.27: Description of the job object

If you look at events, you get the age of the job, which is 7+ min old; compared to that, the duration of the job completion is just 8s. This means the job saved the resources for over 400s after being created (Good Job)! Other noticeable parameters are Parallelism and Completion.

This was a single iteration job, so we had not mentioned the field in YAML, but you can mention them directly under the spec field. If you increase the completion counts, you can provide parallelism to choose how many pods you intend to create and execute in parallel. These features add to the fact that jobs are ideal for conclusive batch processing.

Another million-dollar question is, where is the value of Pi? To retrieve it, you can check out the job logs using kubectl logs command followed by the object name. The outcome of this command returns the value of Pi up to 2000 digits, as shown in the following screenshot:
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Figure 10.28: Result of Job pod after its completion

This value log was collected by the default logging driver of K8s called json-file. There are more useful alternatives scheduled to be discussed in further chapters in greater depth.

Another similar but interesting object is called Cron Job. They are wrappers around Jobs. Just how Jobs have Pod Templates, Cron Jobs have Job templates. They are used for the periodic scheduling of jobs. The schedules are defined using Cron Schedule Expression. Here is an example. Create a file called cronjob.yaml and populate it with the following code:

1. apiVersion: batch/v1beta1

2. kind: CronJob

3. metadata:

4.   name: hello

5. spec:

6.   schedule: «*/١ * * * *»

7.   jobTemplate:

8.     spec:

9.       template:

10.         spec:

11.           containers:

12.           - name: hello

13.             image: busybox

14.             args:

15.             - /bin/sh

16.             - -c

17.             - echo You, yes you can make this book best-seller!

18.      restartPolicy: OnFailure

One of the main specs of this cronjob is schedule. */1 * * * * indicates that the job will run once every minute. The next one is the meta and the job template. The job runs a simple busybox pod that prints the ultimate fact (yes, you…, you can turn this book into a bestseller. Share it with your loved ones, your colleagues, your boss, and your juniors. They call this a shameless plug these days… Light comments aside; we genuinely hope that you’re enjoying this book so far!).

After saving the file, create the cronjob object using kubectl create -f followed by object name and file name. You can list the cronjob like the following screenshot:
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Figure 10.29: List of Cronjobs

The list displays the schedule, last scheduling instance, and several active job instances. The age of the job at the time of screenshotting was 45 s. You will see the last scheduled column updating as you let it age (semantic pun intended).

To dig deeper into this cronjob object, describe it using the kubectl describe cronjobs command. The outcome of this command looks like the following screenshot:



[image: ]

Figure 10.30: Description of a Cronjob

All right, let us begin dissecting it! The cronjob itself has no labels or annotations. It doesn’t have any selector that may seem absurd at first, but cronjob does not control any pods. It is just controlling a single job object which in turn is using the pod template.

On top of parallelism, we also have a concurrency policy. This means that not only can job pods run processes in parallel, but multiple jobs can also run in parallel, sharing node resources (like vCPU cores and memory). This is important because the job will be scheduled every minute. What if it takes more than a minute to complete it? As you might have guessed, whether to keep the concurrency ON or not is up to the user (yes, you, the one who knows the cluster resources and the application behavior the best). You can maximize the concurrency by limiting pod resources (this part is just a couple of topics away). We want to ensure that the cron job is doing well; the limit of recording the history of successful jobs is set to 3, whereas the history of unsuccessful jobs is set to 1. This is like the digital manifestation of the wise words do not indulge too much in success but be wary of every failure!

Jobs are significant objects to have time and resource-controlled pods run smoothly. Not all pods are at the forefront, though; the next topic explores the background process pods!

Daemonset

We discussed the concept of daemon (or background) processes in Chapter 2. K8s has provisioned a dedicated controller and object type for such process containers. The object is called Daemonset. To maintain consistency across the cluster, DaemonSet runs one container of the said process on each node in the background. This is useful for running special healthcheck processes, garbage collector processes, or for running logging agents.

To create a sample DaemonSet, create a YAML file called daemonset.yaml and populate it with the following code:

1. apiVersion: apps/v1

2. kind: DaemonSet

3. metadata:

4.   name: test-daemonset-١

5.   labels:

6.     app: test-daemon-١

7. spec:

8.   selector:

9.     matchLabels:

10.       app: test-daemon-١

11.   template:

12.     metadata:

13.       labels:

14.         app: test-daemon-١

15.     spec:

16.       containers:

17.       - name: busybox

18.         image: busybox

19.         args:

20.         - sleep

21.         - “10000”

Most of the fields in this YAML are similar to what we have seen earlier. The selector again plays a huge role in the operations of the Daemonset. As long as pods have the label used with the selector, the Daemonset ensures that a copy of that pod runs on each node. Play around with labels (remove the selector label from one of the pods or give some random pod the selector’s label). Daemonset will ensure that a copy of the new pod is always available on all nodes. This makes it crucial to differentiate the mnemonics of Daemonset labels from other labels.

After creating the object using standard object creation methods (imperative or declarative), we can get more clarification by listing the pods out, as shown in the following screenshot:
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Figure 10.31: Verification of creation of Daemon pods

The bottom-most pods are controlled by the Daemonset. They are scheduled on each node (if you are wondering why just two of them and not three, the master does not allow scheduling workload unless configured otherwise explicitly). We will look at the Daemonset application’s actual example a couple of chapters later while discussing logging agents.

Back to pods (liveness and readiness probes, resource limits)

It is time to come full circle. Previously, we had discussed the fundamental fields of a pod definition, but the pods are more flexible and configurable than you think. Here is an example, create a file called prob.yaml:

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: prob-busybox

5. spec:

6.   selector:

7.     matchLabels:

8.       run: prob-busybox

9.   replicas: ٢

10.   template:

11.     metadata:

12.       labels:

13.         run: prob-busybox

14.     spec:

15.       containers:

16.       - name: prob-busybox

17.         image: busybox

18.         args:

19.         - /bin/sh

20.         - -c

21.         - touch /tmp/prob-check; sleep 30; rm -rf /tmp/prob-check; sleep 600

22.         resources:

23.           requests:

24.             memory: «٦٤Mi»

25.             cpu: «٢٥٠m»

26.           limits:

27.             memory: «١٢٨Mi»

28.             cpu: «٥٠٠m»

29.         readinessProbe:

30.           exec:

31.             command:

32.             - cat

33.             - /tmp/prob-check

34.           initialDelaySeconds: ٥

35.           periodSeconds: ٥

36.         livenessProbe:

37.           exec:

38.             command:

39.             - cat

40.             - /tmp/prob-check

41.           initialDelaySeconds: ٧

42.           periodSeconds: 5

This is yet another deployment with 2 replicas and a pod template. This pod template is a lot more exhaustive than the ones we have used so far. Let us understand the newer fields:


	Liveness Probe: K8s uses this probing routine to verify if the pod is live. If the pod has encountered any deadlock or any crash loop, it is recommended to restart the container. The liveness probe is performed automatically at a fixed time interval defined under periodSeconds field. One natural exception to this would be the time when the container is starting. To avoid an unintentional container restart loop, the liveness probe is halted for the duration mentioned in the initialDelay field. In the example used above, the liveness probe runs cat on the probe-check file under /tmp directory. It returns a success code for the first 30 s and fails soon after removing the file and its directory after 30 s delay. This gives us a chance to witness the success and failure of liveness probe.

	Readiness Probe: K8s uses this probe to see if the container is ready to serve the incoming traffic requests. Even when a container is live, its desired communication port could be occupied, or it could be waiting for an external trigger before serving the traffic. Readiness probes can be different for TCP or HTTP requests. Ideally, you would want to run an HTTP GET request on the specified port to see if the container is serving the request; to keep things simple, we are using cat for readiness probe.

	Resource Limits: No pod can have (or needs) unlimited resources. Depending on which node the pod is to be scheduled, it is helpful to keep track of how many resources the pod will consume. There are two key terms: Request and Limit. Request is the number of resources a pod can ask from the node. Sometimes, the node has spare resources available. In that case, it can allow pod to use more resources than it had requested. Timing them right can allow pods to use different processes like periodic junk clean-up or pre-rendered calculations. The maximum of this luxury resource amount is called Limit. In this example, the pod has requested 64 MB RAM and 256 mCPU, whereas it can have a maximum of 128 MB RAM and 512 mCPU.



We can view all of this information by describing the deployment pod using the kubectl describe pod command. You can find the details about the Limits field in the description, as shown in the following screenshot:
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Figure 10.32: CPU and memory request data for a pod

Furthermore, description events can also tell you if the liveness probe had succeeded or failed. We can see the failed (after succeeding for 30 seconds) liveness probe in the following screenshot:
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Figure 10.33: Events for Liveness and Readiness probe

Init Containers

The most significant advantage of containers is their lightweight package, making them easy to ship, update, restart, and backup. Being lightweight comes with a caveat though, the containers are supposed to be ready-to-run in ideal scenarios, but practically, it may not always be the case. Applications may need some additional setup for a particular architecture and having different docker images for a hundred different architectures is not efficient. It becomes tiresome to keep all of them updated, and the software delivery flow gets compromised (agile loses its agility).

This is where init containers are useful. They are subroutines executed before running the default command of the primary pod(s). They follow the run-to-completion scheduling model. If there are more than one init containers, they will be executed in the sequence they are mentioned in the YAML file. The pod controller ensures that init containers run successfully before the primary pod starts. If they (one or more of them) fail, the pod controller restarts them until they succeed. Init containers do not have any dedicated restart policy (dear K8s devs, maybe this is something to work on?). If the pod’s restart policy is set to Never, the failing init container will result in failure of the pod itself (a well-written pod with no problems in and by itself will never get a chance to prove its worthiness… dark times).

Another advantage of having init containers is client security. We already know that there are private and public images. If the client wishes to keep the details regarding their architecture setup private, it is not a wise choice to make their entire Docker Image public. You can break it down into two or more parts instead and provide a private Docker Image for init containers, whereas the public Docker Image for regular pod containers.

By now, you have created enough pods to take standard pod fields for granted; bring your focus straight into the initContainers field. This pod object definition file contains two init containers, init-busyservice and init-mydb, for our busybox application pod.

1. apiVersion: v1

2. kind: Pod

3. metadata:

4.   name: init-pod

5.   labels:

6.     app: myapp

7. spec:

8.   containers:

9.   - name: init-container

10.     image: busybox:١.٢٨

11.     command: [‹sh›, ‹-c›, ‹echo Hey, there!!! && sleep ٣٦٠٠›]

12.   initContainers:

13.   - name: init-busyservice

14.     image: busybox:١.٢٨

15.     command: [‹sh›, ‹-c›, «until nslookup myservice.$(cat /var/run/secrets/kubernetes.io/serviceaccount/namespace).svc.cluster.local; do echo waiting for busyservice; sleep ٢; done»]

16.   - name: init-mydb

17.     image: busybox:١.٢٨

18.     command: [‹sh›, ‹-c›, «until nslookup mydb.$(cat /var/run/secrets/kubernetes.io/serviceaccount/namespace).svc.cluster.local; do echo waiting for mydb; sleep ٢; done»]

If you look at the commands for these containers, both of them are configured to wait for the service objects, myservice and mydb, in the default namespace. Once these containers receive acknowledgment of these services’ existence, they will execute their default command and make way for the app container (init-container) to start its execution.

Use kubectl apply command with -f flag to create this pod. After creating the pod, we can check the status of init-pod using kubectl get pods command, and the output should look like the following screenshot:
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Figure 10.34: List of pods to verify the creation of init-pod

As you can see, the status of init-pod is not the usual RUNNING or COMPLETED. It is Init:1/2 which suggests that one of the init containers has successfully completed its execution while the other is still running to complete its task. Now, to look more into this, we need to describe the init pod using kubectl describe pod command followed by the pod’s name, which is init-pod.

The output of this command should return useful information, as shown in the following screenshot:
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Figure 10.35: Detailed information for init containers

You can notice in the above screenshot that there are 2 init containers for this pod. One of them is in TERMINATED state because the service object, init-busyservice, that container was looking for already exists in the default namespace. The condition was successfully completed for this init container. For the remaining one, we need to create a service object mydb in the default namespace. There is another way to verify that the init container is still looking for the DNS of mydb service object. You can print the logs of init-mydb container using the following command:

kubectl logs init-pod -c init-mydb

The output of this command should look something like this:
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Figure 10.36: Logs of init-mydb container

The init-mydb container is actively looking for an object with the DNS mydb.default.svc.cluster.local in the default namespace, and the absence of that object restricts it to process further. If you have noticed in the screenshot, it has printed a string that the container is “waiting for mydb”. This is the response we get as per the command we have written in the YAML file. When the container is done looking for the service object’s DNS, it echoes this string and sleep for 2 s and starts looking for it again until it can successfully get a response from the service object.

Now, to help this init container succeed in its job, we need to create a service object called mydb in the default namespace. You need to write an object configuration file as always for service and use the kubectl apply command to create that service declaratively. You can find the YAML for mydb service as follows:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: mydb

5. spec:

6.   ports:

7.   - protocol: TCP

8.     port: ٨٠

9.     targetPort: 9377

It is a simple service object definition file. Do not worry about the specifics of this file for the moment; we will learn them in the next chapter. To make it easier to understand, we have mentioned the apiVersion and kind of object, same as pod definition or deployment definition file. The metadata consists of the name of the service object; make sure that you use the exact name of the service object that is mentioned in command of init-mydb container or else, the container will keep looking for this service for its eternity! Spec field in this file consists of the necessary details about ports that should expose the service and the pod container.

Create this YAML using kubectl apply and list out the pods to check the status of init-pod once again:
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Figure 10.37: Successfully completion of init containers

As expected, the status of init-pod has changed to RUNNING which means that both init containers have successfully fulfilled their conditions and have made way for the application container of the pod. Let’s check out the logs of init-mydb container using kubectl logs command. The output should look something like the following screenshot:


[image: ]

Figure 10.38: Log entry for DNS of service object init-mydb container logs

If you notice the last entry of the container log, it has successfully logged the DNS of mydb service object, which made the init container complete its job successfully. If we describe the init pod again, the status of init-mydb container should be changed from RUNNING to TERMINATED after completion of its command.

You can refer to the following screenshot to see this change in init-mydb container:
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Figure 10.39: init-mydb container status change

If you notice the events for init pod, the creation of the application container is a few seconds ago, which also proves that the app container was created and started only after both init containers completed their execution:
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Figure 10.40: Events of init pod

To sum it up, a pod is a sequential combination of multiple containerized processes and supervisory probes. The event timeline of components of a pod from its initiation to termination looks like the following figure:
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Figure 10.41: Pod components’ timeline

This might make you believe that the pods are much more than simple wrappers around the containers. We are not even thoroughly done with the pods yet. It has another couple of tricks up its sleeve, but they are within the scope of another chapter (that is, Chapter 12).

Conclusion

This chapter was a demonstration of the diverse range of treatments K8s can provide to its containers. We started with simple pods and looked at many important tasks such as sorting, scaling, and exposing containers. We also ran them as always-on and run-to-completion foreground processes or silent background processes. We made their resource utilization efficient and made them more competent and self-reliant with probes and init containers. All of these were possible with different workloads and their controllers. In the next chapter, we will explore the networking and storage objects of Kubernetes. Till then, practice hard!

Multiple choice questions


	Which of the following is the correct hierarchy of administration within Kubernetes objects?

	Container < Pod < Deployment < Replicaset

	Container < Pod < Replicaset < Deployment

	Deployment < Replicaset < Pod < Container

	Replicaset < Deployment < Pod < Container


Answer: B


	Which of the following objects is a part of the apps API group in Kubernetes?

	Deployment

	Service

	Endpoint

	Pod


Answer: A


	Following is a YAML configuration of a standard Kubernetes pod. Choose the correct response to fill between the square brackets of the command sub-field under containers.
apiVersion: v1

kind: Pod

metadata:

name: test

spec:

containers:

name: test-container

image: ubuntu

command: []


	‘sh’, ‘-c’, ‘echo Correct Answer!’

	sh, -c, echo Correct Answer!

	‘sh, -c, echo Correct Answer!’

	“sh, -c, echo Correct Answer!”


Answer: A


	Which of the following kubectl commands is used to list out all running Replicasets in a K8s cluster?

	kubectl get replicasets

	kubectl list replicasets

	kubectl get rs

	kubectl list rs


Answer: C


	Which of the following Kubernetes objects manages Replicasets?

	kubelet

	kube-scheduler

	Deployment

	kube-controller-manager


Answer: C


	What does Job object do in Kubernetes?

	Creates one or more deployments to complete the assigned task(s).

	Creates one or more pods to successfully complete assigned task(s).

	Creates maintenance pods to perform periodic maintenance of K8s cluster.

	Creates daemon pods to perform software testing for target containerized applications.


Answer: B


	What will be the status of the Pod after a Job has been successfully completed?

	Terminated

	Completed

	Finished

	Succeeded


Answer: B


	Which of the following Kubernetes objects is used to create Jobs on a repeating schedule?

	Job

	Cron Job

	Daemon Set

	Deployment


Answer: B


	Which of the following Kubernetes objects will you use to create a copy of a log collection daemon pod on each node of your K8 cluster?

	Job

	Cron Job

	Deployment

	DaemonSet


Answer: D


	Which of the following kubectl commands is used to create a pod declaratively?

	kubectl create -f <pod-definination.yaml>

	kubectl create <pod-definination.yaml>

	kubectl apply -f <pod-definination.yaml>

	kubectl apply <pod-definination.yaml>


Answer: C




Questions


	Create a namespace called “awesome” and populate it with the pod named “awesome-ubuntu” using docker image of Ubuntu:latest.

	Create three more Ubuntu:latest pods in the awesome namespace using a single YAML file.

	What are the types of objects in Kubernetes? Describe each one of them in brief.

	Write a YAML file for a CentOS deployment with 3 replicas. Make sure none of the replicas claims more than 200MB of RAM.

	What is the difference between container probes and init containers? Give an example of each.







CHAPTER 11

Networking and Storage with Kubernetes


Introduction

The previous chapters familiarized you with the architecture and workload structure of Kubernetes. The workloads communicate among themselves or to the internet. They also generate data; some of that data are disposable while the rest might need to be persisted. Kubernetes is equipped with an efficient and diverse set of Networking and Storage objects; this chapter explains them in-depth and demonstrates their applicability.

Structure

This chapter covers:


	Understanding networking in a K8s cluster

	Types of Kubernetes services

	Writing your first service

	Exposing the service externally

	Understanding storage in Kubernetes

	Types of storage objects in K8s



Objective

This chapter will explain how K8s manages to keep everything in one place through networking and how it provides a range of flexible and scalable storage solutions. This means we will have a good balance of theory and practical topics. By the end of this chapter, you will be able to expose your containerized applications to the internet and will also be able to persist your data in case of container failure.

Understanding networking in a K8s cluster

Kubernetes is a continuously evolving orchestrator. If we only look at it from a consumer’s perspective, our reasoning may not resonate with some of their offering choices and implementation details. Thus, it is important to shift the perspective a little while trying to understand something as integral as networking. Albeit all of the objects we have learned so far are important, if they do not get to talk to one another, the entire microservice model crumbles down to error 404. Think about what the primary goals of a tool like K8s should be, to offer seamless networking to its objects:


	Container to Pod communication,

	Pod to Pod communication,

	Pod to Host node communication,

	Pod to other node (including Master) communication,

	Node to Node communication,

	Providing reasonable (if not cutting edge) sophistication and security standards to containerized applications,

	Be cloud-friendly



Even though a diverse set of networking objects can be created with Infrastructure as Code (IaC) privileges, the overarching networking model of K8s as a tool should unmistakably solve all of the above-mentioned challenges while keeping its implementation Easy and Scalable. The following figure is the most abstracted version of how K8s components communicate:
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Figure 11.1: Communication between different K8s components

I used the words “most abstracted” because the figure only highlights one important Networking component, Kube-proxy. In Chapter 9, Introduction to Kubernetes, it was introduced as a Network Proxy for the containers. Pods and containers are ephemeral, as they die, their DNS records change.

Proxies are used to evade unnecessary DNS record caching by clients, which could lead to slower data refreshes (in case of updated pod DNS on the server) and compromised application performance. Kube-proxy provides monitoring and adding/removal of iptables rules, TCP-UDP-SCTP forwarding for load balancing, Virtual IPs for Kubernetes objects, and Endpoints for objects to enable their communication.

As you might have noticed, many of these responsibilities overlap with what Docker can already do and so far, we have been relying on K8s cluster setup on top of full-fledged Docker Engine. Does Kube-proxy use Docker’s underlying architecture to enable these features? Yes, if it is installed on top of Docker. Just memorizing what Kube-proxy does is… futile. It’s better to understand why it does so.

We have already seen in Chapters 2 and 3 how iptables rules enable or block incoming requests for physical or virtual workload. This helps to define a pod’s behavior. A standalone standard pod will generally be able to communicate to other pods on the same node in the same namespace (much like a little private network) and with kube-apiserver via Kube-proxy. On the other hand, if the pod is a part of a larger orchestration object like a deployment, it is quite possible that some of its brothers and sisters are scheduled on other nodes. Iptables will easily enable their communication while blocking everything else.

Even though pods and other K8s objects have Virtual IPs, we have already seen that we name them quite meticulously. Such naming is enabled by a cluster-wide local DNS server that runs as a Daemonset. This Daemonset is also useful to map workloads to actual web domains.

The configurations caused by customized networking preferences are abstracted away as Kubernetes Networking objects called Services (No, they are not micro-services; they are not Swarm Services… they are K8s services. Yes, they could not come up with another name). Unlike workload objects which get created by kubelet, Services are created and maintained by kube-proxies. Services don’t run any pods; they are not workloads (You will not see any pod templates when you write K8s service YAMLs). They are K8s’ representation of network configuration records to refer and utilize while running the workloads.

The following picture is a graphical representation of K8s services:
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Figure 11.2: Kubernetes Service

Services create a separate endpoint for whichever pods they connect to and pods can connect to multiple services ending up with as many endpoints. Services have their Virtual IP and a Virtual IP range (to pass on to workloads), since the incoming traffic proxied by kube-proxy is routed to services before reaching respective workloads. This behavior is similar to docker networks except services are more elaborate and flexible. They can target any level of workload object and simplify the network configuration of larger workloads like deployments. They do it by using labels and selectors. The selectors on services search for workloads with appropriate labels to create respective endpoints.

Service Endpoints are combination of Virtual IP provided to the pod by the service and the port the pod will listen to. As a drawback, even if a pod has more than one container, they do not get individual IPs which can lead to performance lag. Hence it is recommended to use one container per pod unless facing strict requirements. Every pod that we have created so far has received its name from kube-dns Daemonset. You can view it by running kubectl get svc --all-namespaces as shown in the following screenshot:
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Figure 11.3: List of default running services in a Kubernetes cluster

Apart from kube-dns, we also have a service called Kubernetes. It is a ClusterIP type of service which allows objects to make requests to kube-apiserver. Both of these services limit their scope within the cluster. To expose the pods to external internet, there are other service types available. In fact, let us make them the focus of next topic!

Types of Kubernetes services

Services are REST objects just like Pods or Replicasets. They can be created imperatively or declaratively, and their definition can be provided to kube-apiserver using HTTP POST request. While pod networks are sufficient to make pods communicate with one another using default Kubernetes Service, there are times when you have to expose your service to the internet. It is also called publishing a service. Depending on how you publish the service (whom do you allow to communicate to the service), the services can be categorized into the following types:


	ClusterIP: This leads to internal exposure (ah, an oxymoron!). The endpoints provide a cluster-internal IP. This is the default service type unless mentioned otherwise. Here is a graphical conceptualization of this service type:


[image: ]

Figure 11.4: ClusterIP service

All of the K8s components we have seen so far (and we will likely see in future chapters) communicate to one another using ClusterIP. This allows HTTP REST APIs to function without interference from other internet elements. It is a simple and secure way to make the orchestration play out smoothly at scale. Even if the workloads are exposed using other service types, they will have ClusterIP as their backbone.


	NodePort: This type of service exposes the connected workloads to internet through each Node’s IP on a static port across the cluster. When an external request tries to access the workload through NodePort, the NodePort service routes the request to the ClusterIP service which routes the request to respective workload. Check out the figure below for graphical representation of NodePort service:
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Figure 11.5: NodePort service

As shown in the preceding figure, the endpoints created by NodePort service will not have an IP address. The objects connected to the service will have a backend Cluster IP created by the cluster IP service and an endpoint to exchange requests and data through NodePort service. Unless you mention a specific port (subjected to port’s availability), the port will not be decided by kube-proxy. It will be determined by the control plane components (in this case, kube-apiserver and kube-scheduler) keeping the desired state of the cluster in consideration. Generally, you are likely to get a random port between 30,000 and 32,767.


	Load Balancer: This is a special service mainly designed for K8s clusters running on Cloud (not necessarily public clouds). If your cloud provider supports the creation of HTTP or TCP load balancers, this service can be used to expose your workloads to that load balancer. Just how NodePort automatically creates a backend ClusterIP service, Load Balancer service automatically creates NodePort and ClusterIP services.
Take a look at the following figure:
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Figure 11.6: Load balancer service

Depending on whether your cloud provider supports reservation of static IPs and static IP ranges, you can provide load balancer IP under your service’s desired state; otherwise, your workloads will get ephemeral IP addresses which will be updated if changed by the service itself. We will explore more about this when we run hosted K8s on cloud in further chapters.


	External Name: This is used to map your existing service to a domain name. It returns a CNAME record for your service which can be provided to the domain name to map it to the respective service. There is no creation of backend services or proxying or routing involved. You can even go as far as calling it an aliasing method.



This categorization was based on how a service would “expose” the workload. They use labels and selectors to determine which workloads to expose and/or load balance. In some cases, you do not desire any proxying or load balancing. You can provide it None service type and create an entity called a Headless Service. This essentially means there will be no ClusterIP for this service and requests made to it will not be attended by kube-Proxy. Headless services can be created with or without selectors. If created with selectors, the endpoints created by the service consist of IP addresses. They work like a normal NodePort service just not handled by kube-proxy. If created without selectors, the K8s control plane returns a CNAME record for this service which can be used to map it to other service or an external load balancing mechanism. Let’s create the services and witness them in action!

Writing your first service

Creating a service is a cluster-wide operation. kube-apiserver validates the service definition and the service controllers apply the service configurations on the nodes. Depending on which workloads are exposed by the service, a service’s configurations can play active role or just sit idly on a node’s network stack.

When we create a container using Docker, it gets its own network namespace that enables it to have a dedicated virtual IP and eth0 interface. Kubernetes creates one network namespace per pod. The containers on the same pod can have their eth0 but get shared IP. They can even talk to each other on localhost. When we create a Kubernetes service, we create an interface that enables bridge communication between pods’ eth0 and node’s root veth. Based on the service types you have seen in the previous topic; you can deduce that different service types impose different traffic routing and exposure conditions to determine when the bridge will be open and when it would not be.

The simplest implementation example would be a ClusterIP service. We can create a sample deployment and allow its pods to communicate with one another using a ClusterIP service. Follow the definition below for an nginx deployment with 2 replicas.

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: my-nginx

5. spec:

6.   selector:

7.     matchLabels:

8.       run: my-nginx

9.   replicas: 2

10.   template:

11.     metadata:

12.       labels:

13.         run: my-nginx

14.     spec:

15.       containers:

16.       - name: my-nginx

17.         image: nginx

18.         ports:

19.         - containerPort: 80

Let us write another YAML to define the service. Once we are done writing it, we will break it down to its last syntax:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: serve-nginx

5.   labels:

6.     run: my-nginx

7. spec:

8.   ports:

9.   - port: 80

10.     protocol: TCP

11.   selector:

12.     run: my-nginx

The object kind Service falls under the core API group of version v1 - just like pods. This is not much of a surprise since they are integral to the very functioning of K8s components. Metadata consists the name of the service and its label. Selectors help the service to filter out the target workloads (for example, we want to target pods of nginx deployment that we have run earlier, so we need to configure the service’s selector to look for pods having the label run: my-nginx).

The spec field is your service’s crème-de-la-crème. It contains information related to ports, communication protocols, type of service, selector, etc. Since the default type of any service created in K8s is ClusterIP, we do not need to mention it. Even though services are not workloads, they have their own endpoints which are used to route requests to appropriate workloads. This Service’s endpoint will use TCP port 80. You can call it the service port. Summing up the spec field, it will create a service of type ClusterIP which will connect to only those pods who have been labeled as run: nginx on port 80. Just like any other object, you can use kubectl apply or kubectl create command followed by -f flag and the name of the file to create the service object:

kubectl apply -f serve-clusterIP.yaml

The output of the above command should look something like this:
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Figure 11.7: ClusterIP service creation process

After creating this service, let us list out services in the default namespace using the following command:

kubectl get svc

You can list out any Kubernetes object using kubectl get command, all you need to know is how to spell that object correctly.

The list of services should look something like this:
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Figure 11.8: List of Cluster IP services in the default namespace

As you can see in the screenshot, we have two running services at the moment and both of them are of type ClusterIP. We also got a new cluster IP for our service. Since this a cluster exclusive service, we have not received any external IP address for this service. Our service is exposed on port 80 which means any pod with the valid label can connect to our service on port 80/TCP. To know more details about the service such as endpoints, you can describe it with the following command:

kubectl describe svc serve-nginx

We should get the detailed information about our service similar to the following screenshot:
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Figure 11.9: Description of a ClusterIP service

Most of the information is familiar so let’s address the new fields. We have not provided any desired IP family (IPV4 or IPV6) to our kube-apiserver, so it is set to default (IPV4) which is also reflected in the very next field that shows the virtual service IP. The service port is 80 for TCP communication and the <unset> indicates absence of a dedicated name given to the port while defining the service. It does not create any performance difference (specially at such a small scale) but naming ports might be helpful for better readability when you expose multiple ports for different purposes. While the service will be listening on port 80, it will also be routing the requests to the pods connected to it. The target port defines the port used by the pods connected to the service. Since our service is connected to two pods, it has two dedicated endpoints to route requests to. We do not have any routing priorities for this couple of pods, so the session affinity is set to none. None is the default session affinity, but you can set it to Client IP to forward a particular client’s requests to a particular pod.

The service is exposed to the cluster. It means we cannot access it through a new browser tab from our machine since it would be an external request. Currently, we are SSHed to Master and the Master is very well a part of the cluster so we should get a positive response by using curl on service’s virtual IP and service port combination.

curl http://10.106.127.99:80

We do get the nginx welcome page but in HTML format as shown in the following screenshot:
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Figure 11.10: ClusterIP serving the Pod internal to K8s cluster

Exposing the service externally

A NodePort service’s definition is quite similar to ClusterIP except the type field. Let us keep the deployment the same as previous topic and create a NodePort service for it using the YAML definition written as follows:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.  name: serve-nginx-nodeport

5.  labels:

6.    run: my-nginx

7. spec:

8.   type: NodePort

9.  ports:

10.   - port: 8080

11.     targetPort: 80

12.     protocol: TCP

13.     name: http

14.   - port: 443

15.     protocol: TCP

16.     name: https

17.   selector:

18.     run: my-nginx

The object kind, selector, labels, and apiVersion are exactly the same as ClusterIP service; the spec field makes all of the difference. To avoid the default value, the service type is set to NodePort. It is followed by a bunch of protocols and ports. These are the ports the service will be listening to. They will externally be mapped to host’s ports ranging from 30000 to 32676. This time the ports are named so we will ideally avoid the <unset> indication in the service description.

Let’s create the service using kubectl create command as shown in the following screenshot:
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Figure 11.11: NodePort service creation process

After successfully creating the service, let us list out all services in the default namespace using kubectl get svc command and the outcome should look something like the following screenshot:
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Figure 11.12: List of NodePort services in the default namespace

We now have three running services out of which two are of ClusterIP (old ones) type and one is NodePort (new) type. If you have noticed, the PORT(S) column has a different entry for NodePort service. We can see port 8080 and port 443 as we had mentioned in the YAML file but there are two more ports here: 31966 and 30724. Let’s gather some more information about them. Describe this NodePort service using kubectl describe command:

kubectl describe svc serve-nginx-nodeport

Let us understand the information about this service shown in the following screenshot:
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Figure 11.13: Description of a NodePort service

The key difference is the existence of NodePort field and the service type being NodePort. The ports are named so there is no <unset> indicator and all of these ports from K8s’ network namespace are mapped to respective ports of host’s network namespace (8080 to 31966 and 443 to 30724).

For both NodePorts, there are two ClusterIP endpoints (one for each pod). The External Traffic Policy is set to Cluster. This means the requests coming from outside the cluster can be routed anywhere within the cluster. The contrary option is local which only routes the requests to the workloads available on the same node as the request having been made.

Finally, it is time to access this service from outside the cluster. Provided that the cloud firewall is not blocking your request (in GCE’s case you might have to create a rule to allow all connections, link to the documentation can be found in the tip-box at the bottom of the page), all you have to do is hit the External-IP:NodePort (any node’s IP and port are fine since the external traffic policy is set to cluster) combination in the browser and the result should resemble the following screenshot:
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Figure 11.14: Exposing nginx pod to the external world through NodePort service

The service is working as expected! You can finally expose your service to the internet using K8s. We will also take a look at the load balancer service and ingress resources when we explore Hosted K8s on Cloud. They will allow external IPs dedicated to services and configuration of custom ingress (incoming) traffic forwarding rules. For now, let us move to another core functional pillar of K8s as an orchestrator, storage objects.

Understanding storage in Kubernetes

Just how networking objects play an important role in creating the individuality of the objects by enabling communication endpoints, Storage objects keep the context of objects relevant by preserving the data if/when the containers crash or get terminated. We have already seen the Docker Storage objects in Chapter 6 and K8s just ups the game with its own version of them.

To understand the storage objects most comprehensively, you need to look at them from not only one but two points of view. The Host’s point of view and the K8s as a tool’s point of view. From the host’s point of view, any storage object is just a folder/directory and its content (including subfolders/subdirectory and files) paired up with permissions about who can read, write, or execute the content. From K8s’ point of view, Storage objects are data persistence entities that need to be accessible by the pods effortlessly. Just how services are connected to the pods, storage objects are mounted to them (the pods). This is where the pod philosophy of having a wrapper process that outlives the containers shines the brightest.


Note:

Using firewall rules on GCP: https://cloud.google.com/vpc/docs/using-firewalls



Containers are designed to and supposed to die. While Docker does provide the option of named volumes to persist the container data, provisioning them is an active choice and not the default behavior. K8s pods act differently, all of the pods are mount with a default storage object and all storage objects of K8s outlives the containers’ lifetime. This means container crashes will never cause data loss. Moreover, the functionality scope of K8s storage objects is not just limited to data persistence. There are different types of storage objects for different types of data and target workloads. Let’s explore all of them in the next topic.

Types of storage objects in K8s

Just like workloads or networking objects, storage objects are also created by their respective controllers and their definitions are validated by Kube-apiserver. K8s offers a vast variety of storage objects and their list is continuously increasing with releases of new updates. The simplest way to categorize them is by focusing on their target data and purpose. Here is a list of storage objects in K8s code tree:


	Volumes: This is probably the simplest type of storage object available. Volumes are used for persisting container data and to allow data sharing between containers of the same pod. They can be ephemeral or persistent. Ephemeral volumes have lifetime equal to pods mounted to them, whereas persistent volumes outlive even the pods. Different cloud providers and file systems need different configurations to enable persistent volumes and that’s why their allocation is decoupled from the pod creation process. Persistent Volumes are created as large chunk of storage blocks and smaller units are mounted to pods using objects called Persistent Volume Claims or PVCs.

	Storage Class: Provisioning a storage block on a third-party infrastructure requires permissions, precision, and policies to follow. For example, let us assume that you want to reserve a block of storage on Amazon Web Service’s Elastic Block Storage. Even if you have installed K8s with admin rights, the AWS will not trust it. On top of that, your AWS data centers may offer both SSD and HDD storage options with different file systems. Which kind of storage will you reserve? Most importantly, everything on cloud is billed based on the usage duration. When (or under which conditions) will you release the provisioned storage? Storage classes answer all of these questions. To avoid the authorization issue, AWS (and many other infrastructure providers) have worked with K8s to give it Read/Write/Execute permissions under specified conditions. You can use this integration by creating a storage class of the provider type AWS and enable an interface to allow you to provision persistent volumes based on the nature described under the storage class. We will look at how persistent volumes use storage class while exploring hosted K8s on cloud.

	Secrets: They are used to pass sensitive information (CA certificates, passwords, authentication tokens, and so on) to containers inside the pods. This avoids the need to use an encryption mechanism in the pod environment while assuring data safety. Secrets store the data as unencrypted base-64 encoded strings (more about base-64 encoding in the tip box). Alternatively, you can encrypt the data inside your secrets using Encryption configuration objects. The encryption options such as KMS provide 16 and 32-bit encryption key support. The secrets are created as K8s API objects, but their data is not stored under etcd. When you describe a workload with a secret mounted to it, the description only shows name of the secret and not the data inside it. Furthermore, you can also restrict who can view the secrets by using different identity and access management methods discussed in the next chapter.

	Downward API: There are times when a pod needs metadata about itself. To avoid delays and unnecessary request routings to and from K8s service to kube-apiserver, Downward APIs provide pod (or pod template) fields and container field information to the pod. They can be streamed as files inside a mounted volume or as container environment variables. You can call them one of the most niche storage objects with limited but subtle functionality.

	ConfigMaps: Just how secrets are used to provide sensitive information and Downward APIs are used to provide pod’s own information, ConfigMaps are used to inject container configurations to the pods. What type of configurations and why? The configuration can be application or platform-specific data in key value form, logs in form of files or something as trivial as installation path. This helps keeping the container image portable. The same image can be shipped to multiple clients with different software and/or hardware infrastructures and specific configurations can be sent separately using ConfigMaps. This also allows faster testing and subsequent application rollout to different groups of users.

	Volume Snapshots: They are volume backups at the time of snapshot creation used for creating another safety net for data persistence. Volume snapshots are created using Volume Snapshot Classes that define the conditions for snapshot provision and deletion.

	CSI: As we mentioned earlier, the volume creation mechanisms are defined in the code tree of K8s. It means that with every update; they have to cater to newer infrastructure provider requests and comply to changes made by pre-existing infra providers. This increases testing burden on the team and delays the release cycle. In any case, if the release cycle time is not compromised, the subsequent releases might lose focus from the core features and Quality of Life upgrades. To avoid this, CSI (Container Storage Interface) is created as baseline rules for third party infrastructure vendors to create out of the tree storage solutions in terms of plugins. This is not a new concept; pod networks, service discovery, and network mesh were already decoupled from the code tree earlier and it just signifies K8s’ growth as a mature tool to cater more 3rd party vendors.
base-64 encoding: https://developer.mozilla.org/en-US/docs/Glossary/Base64

We can learn more about storage objects as we test them out in practice in the upcoming topic.




Working with Kubernetes storage

So far in our journey with Kubernetes, we have created a significant number of pods for different purposes, but we never really got into the nitty-gritty of how and where containers store information about their identity, their tokens to access different APIs, and the app configuration data. Let us call back a few details from our human persistent storage aka brain-memory! Earlier in Chapter 9, Introduction to Kubernetes, we had created a pod using imperative method called imp-pod. We had not provided any storage object to the pod but K8s was kind enough to mount one by itself!

Let us check it out using the standard pod description (kubectl describe pod). The command provides information about every aspect, but I have cropped the output to direct the focus on the topic of discussion as visible in the following screenshot:
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Figure 11.15: mounts details of a container

This container has a field called Mounts which is used to list out all storage objects mounted to it. When a pod is created, a read-only (ro) ephemeral projected volume of type secret (default-token-xxxx) is mounted inside the container at /var/run/secrets/kubernetes.io/serviceaccount. It contains a token that is used by the container to make API requests to kube-apiserver through kube-proxy using Kubernetes service endpoint as seen in the previous topics. This token helps kube-apiserver validate the request of the container (we have always mentioned that kube-apiserver validates the REST requests; now it has come full circle at least in terms of pods). You can see the details about the volume at the bottom part of the pod description as shown in the following screenshot:
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Figure 11.16: Volumes details of pod

This secret is NOT OPTIONAL. In other words, you should find it in every pod (of course it is not optional, otherwise how would kube-apiserver validate a pod request; poor pod would be like a lonely employee who forgot his RFID attendance tag at his company). This makes it an integral part of the pod design. No matter how many times the containers die and restart, their API requests will always be validated by the token as long as the pod exists. Moving further, let’s talk about a generic data volume that persists the data generated by or populated inside a container.

Persisting data after container crash using emptyDir

Before going deep in emptydir type of storage, let us understand how a pod behaves when it does not have a storage to back up its container data. Have a look at the following YAML file. It is a pod definition file that will create a redis container. The spec field of this redis pod has only two fields for the container: name and image.

1. apiVersion: v1

2. kind: Pod

3. metadata:

4.   name: redis-pod

5. spec:

6.   containers:

7.   - name: redis-container

8.     image: redis

We have not mentioned anything about volumes which means that this container will rely only on the on-disk storage during its execution. Create the pod using kubectl apply or kubectl create command and observe its description which will only have a secret token as seen with the imp-pod in the last page. We do not have any other volumes mounted on redis pod yet. Next step should be doing something with this container to generate some form of data. Execute the container using the following command:

kubectl exec -it redis-pod -- /bin/bash

We have successfully navigated to the redis container environment’s terminal. Create a text file named redis-intro and populate it with a text string. Then, save the file to data directory. This operation should look something like the following screenshot:


[image: ]

Figure 11.17: Populate container with data

The data is stored inside the container but what if the container dies? Since it is extremely inefficient to wait for a container to die by itself, let us crash it manually. Crashing a container is not rocket science. At the end of the day, containers are just micro virtualization of Linux environment; killing the process with PID (process ID) 1 should do the job. First, let us list the processes using the following command:

ps aux

This command will list out all running processing of this container regardless of their scope. The output of this command should look like the following screenshot:
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Figure 11.18: List of running processes inside a redis container

We have 3 running processes: redis, root, and ps aux. In order to kill the container, the easiest way is to use the kill command with the PID of the process you want to kill:

kill 1

After killing redis process, we should receive a termination message with an appropriate exit code as shown follows:
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Figure 11.19: Kill redis container with SIGKILL signal

If we introspect a little here, the exit code 137 shows that the container has failed since it has received a SIGKILL signal. It can be a manual intervention, or the container is simply out-of-memory. In this case, it was manual intervention (for more details about Linux exit codes, follow the link in the tip box).

After successfully killing the container, let’s list out pods again using the same, old kubectl get pods command and the list of should look something like the following screenshot:
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Figure 11.20: Redis pod restarted after receiving SIGKILL

The container inside the redis pod has faced a restart (caused by yours truly). Let’s exec the container and look for the text file which we had created earlier inside the container.


Note:



	
Overview of signals in Linux: https://man7.org/linux/man-pages/man7/signal.7.html






Note:



	
Overview of kill signal in Linux: https://man7.org/linux/man-pages/man1/kill.1.html






Note:



	
Exit codes with special meaning: https://tldp.org/LDP/abs/html/exitcodes.html#AEN23549








Use kubectl exec command again to get the access of the redis container terminal and list out the content of the data directory:
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Figure 11.21: No data persisted after Pod restart

The text file that we had created earlier has vanished. When we killed the container, kubelet respawned another container from scratch to meet the pod’s desired state. This means a new file system was initialized for the new container and all of the layers were loaded into it. Think about it as removing a folder and recreating it. The folder with the similar name might be recreated but the data will not come back (use this analogy to explain volumes to a 10 years old). The data from the previous container could not be saved because it was not stored outside the container’s filesystem.

To overcome this problem, the simplest solution that Kubernetes provides is ephemeral volumes. They are useful when the application needs additional storage to support some services to store data locally as long as the session is active. For example, the data collected by the caching services of your application can be stored in an ephemeral volume to keep the performance of your application consistent. Kubernetes supports several different kinds of ephemeral volumes such as emptyDir, ConfigMap, secrets, and so on. We will start with the simplest one: emptyDir.

emptyDir is created and managed by kubelet on the node where the pod is scheduled. It uses storage locally available to the node (RAM for ephemeral purposes, HDD/SSD for persistent purposes) with the help of Kubelet. When you create a pod, kube-scheduler selects a node with sufficient local ephemeral storage to schedule the pod and kubelet will be responsible to assign and the required storage for volumes mounted to pods. If the pod uses more than the allocated ephemeral storage, kubelet will kick it out of the Node to be rescheduled on another node (this does not happen frequently though).

The emptyDir volume is initialized as an empty directory on the node where the pod is scheduled. This volume can be read, modified, and shared by all containers of the pod. One important thing to note here is the lifetime of emptyDir volume. It depends on the lifetime of Pod. Once the pod is deleted or removed, the contents of emptydir will also be removed. But mind well, I said POD, not CONTAINER.

Let us understand the working of emptydir by using the same redis pod example. If you remember, earlier we had created redis pod without any volume mounts. This time let’s mount emptydir to redis pod. Open a new YAML file and write the new pod definition as shown in the following file:

1. apiVersion: v1

2. kind: Pod

3. metadata:

4.   name: redis-vol

5. spec:

6.   containers:

7.   - name: redisvol-container

8.     image: redis

9.     volumeMounts:

10.     - name: redis-volume

11.       mountPath: /data

12.   volumes:

13.   - name: redis-volume

14.     emptyDir: {}

We have made a few changes in the metadata of pod and container. There is a new entry for volumeMounts in the spec field of pod. volumeMount key has two values: volume name and mount path. Let us keep them aside for a while and jump to the last section of the file.

Volumes field is the place where we have defined all volumes used by the pod. It is mandatory to define all volumes used by the pod at the end of the object definition file. We have defined an emptydir volume named redis-volume. {} in the emptyDir key shows that we do not intend to provide any further configuration details for this.

Optionally, you can specify details such as where would you like your emptyDir to reside (in-memory which is the default option or local disks; if you want faster read-writes for this container, RAM is the way to go otherwise, you can spare the RAM for other processes including but not limited to the containers running on the node and schedule your volume on a local disk). It will be mounted on /data in all containers running inside this pod.

Create this pod by using kubectl apply command followed by -f flag and the new pod definition file name. After creating the pod, describe it and observe the information about the volume mounts as shown in the following command:

kubectl describe pod redis-vol

When you receive the information about redis-vol pod, the volume mounts section should look something like this:
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Figure 11.22: EmptyDir volume mounted on redis pod

As expected, there are two mount location inside the container and two-volume entries inside the volumes section of pod description. One of them is the default-token volume for the API access token and the other one is the emptydir volume. As we have studied earlier in Docker Volumes, tmpfs is fast in terms of operational activities but it can persist data only till the container is running. In Kubernetes, tmpfs can persist data until the node reboot. The SizeLimit is unset for this volume so kubelet will allow this pod to use the ephemeral storage of node until it reaches its limit.

After creating the volume, let’s test it by populating it with some data first. Get the access of redisvol-container using the kubectl exec command:

kubectl exec -it redis-vol -- /bin/bash

As we have done earlier, let’s create a text file in /data directory and populate the volume. After that, kill the redis process by using the kill command and PID of the redis process. After performing all these steps, the outcome should look something like this:
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Figure 11.23: Kill redis process using SIGKILL after populating data in container

After killing the redisvol-container, we should be a container restart inside redis-vol pod as shown in the following screenshot:
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Figure 11.24: redis-vol pod in RUNNING state after a restart

After getting a fresh restart, redis-vol pod got a new container spun up by kubelet. Let’s quickly access this new container and verify the contents of /data directory. If everything has gone in the right direction, we should be able to see something like this:
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Figure 11.25: Data inside the container persists in Emptydir volume

The text file that we created persisted in the /data directory of the newly created container. When we killed the container, kubelet used the same pod template to spin up a new container which mounted the emptydir volume on the /data directory of the new container. As we said earlier, the contents of emptydir volume do not vanish when the container dies.

In a nutshell, emptyDir (or empty directory) is an empty folder dedicated to the pod to be utilized by its eventual containers. This is useful for arbitrary data such as the text string used in the example. For something more private, we have secrets explained in the next topic.

Supplying sensitive information using secrets

Secrets encode (and encrypt, if configured) sensitive information and pass it to workloads without other users or processes accessing it. There are different types of built-in secrets for different types of data in Kubernetes code tree. The default type of secrets is Opaque that is used to store unstructured, arbitrary user data. Another secret type that we have already encountered while describing imp-pod was the Service-account secret. The following table sheds more light on types of secrets for respective sensitive data:







	
Type of secret


	
Usage





	
Opaque


	
unstructured user data





	
kubernetes.io/service-account


	
service account token





	
kubernetes.io/dockercfg


	
serialized ~/.dockercfg file





	
kubernetes.io/dockerconfigjson


	
serialized ~/.docker/config.json file





	
kubernetes.io/basic-auth


	
credentials for basic authentication





	
kubernetes.io/ssh-auth


	
credentials for SSH authentication





	
kubernetes.io/tls


	
data for a TLS client or server





	
bootstrap.kubernetes.io/token


	
bootstrap token data






Table 11.1: Types of Kubernetes Secrets

There are two ways to create a secret in Kubernetes. First, using the object definition YAML file (just like every other object we have created so far). Second, using the kubectl command. We will go with the second method for this example.

To create secrets using kubectl command line, we first need to create two text files (sensitive information!!!) which contain the username and password details. You can use echo command to populate these files with the desired data:

echo -n “admin_001” > ./username.txt

echo -n “21ssa3adhpn” > ./password.txt

Use kubectl create command followed by the type of object (a generic secret), object name and the source of data:

kubectl create secret generic user --from-file=./username.txt

kubectl create secret generic pswd --from-file=./password.txt

The outcome of these command should be like the following screenshot:
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Figure 11.26: Secrets creation using kubectl command line

The command worked successfully, and the secrets are created. Other possible sources of data could be a directory, an environment variable, or a URL. A single secret can package one or more key-value pair of the input data. When a secret is created from a file, if not mentioned, the filename of the file will be taken as the key and the data of that file will be taken as the value to that key. Although in this case, we have explicitly instructed the secrets to be identified as user and pswd, so the keys for these secrets are user and pswd, while the values are the data available inside those text files.

The command kubectl create secret is supposed to be followed by the source type and the secret type. The source type in this example is generic which indicates secret creation from a file or a directory. Alternatively, the sources can also be of type tls or docker-registry which create TLS secrets with public and private keys or dockercfg (docker config) secrets for authenticating images against a docker registry (e.g Docker Hub) respectively. The secret type can be anyone mentioned in the table above; when it is left blank, the default type is Opaque.

Both of these secrets are created in the default namespace. If you want to create a secret in another namespace apart from default, you need to mention it while writing the kubectl create secret command. Let us list out the secrets of default namespace by using the following command:

kubectl get secrets

The outcome of the command should look something like this:
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Figure 11.27: List of secrets in default namespace

There are three entries that can be identified by the name of the secrets and their types. DATA column shows the number of key-value pairs packaged by the secrets. The user and pswd secrets each have one pair which means single data entry per each secret. Let us describe one of the of secrets (user) to understand it better.

kubectl describe secrets user

The description of user secret should look something like the following screenshot:
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Figure 11.28: Description of a secret (user)

The type is Opaque and Data field shows the name of the file which we have provided while creating the secret. The description only shows the name and disk size of the file, not the content inside it (otherwise the secret wouldn’t be so opaque, would it?). We can access the data once we navigate inside the container of the pod.

Create a busybox pod using the object definition file and mount the secrets created above to a specific location inside the container. You can follow the code to achieve our goal:

1. apiVersion: v1

2. kind: Pod

3. metadata:

4.   name: projected-volume

5. spec:

6.   containers:

7.   - name: pv-container

8.     image: busybox

9.     args:

10.     - sleep

11.     - “3600”

12.     volumeMounts:

13.     - name: busybox-pv-volume

14.       mountPath: “/projected-volume”

15.       readOnly: true

16.   volumes:

17.   - name: busybox-pv-volume

18.     projected:

19.       sources:

20.       - secret:

21.           name: user

22.       - secret:

23.           name: pswd

The pv-busybox container is programmed to sleep after 3600 s of its execution. A new mount path /projected-volume will be created at runtime with only read-only permission inside the container and a volume busybox-pv-volume will be mounted on this newly created path. The volume is defined at the bottom of the pod template. Unlike emptyDir volume, we do have some information about the type the of volume that should be projected on this pod. In order to let the secrets (user and pswd) be consumed by the pod, we need to refer them under the volumes field of pod’s specification.

When the pod definition is expanded by the kube-apiserver, it does not verify the existence of the secret referred in the volumes field. Once the pod gets scheduled on a cluster node, kubelet of that node identifies the secret and requests for the value of that secrets to kube-apiserver (which fetches it from etcd). If the secret already exists, kubelet will get its value and populate it on the pod. In the otherwise case, kubelet will keep on trying to fetch the secret’s value which will result into container creating state of pod. Only after mounting the volume successfully, containers of a pod can achieve running state.

Let’s create our pod called projected-volume by using either kubectl apply or kubectl create command. The outcome should look something like this:
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Figure 11.29: Pod with a projected volume (secret) creation process

Let us see if we were able to mount the projected volume, busybox-pv-volume successfully on the pod. List out all running pods using kubectl get pods command and you should receive the outcome similar to the following one:
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Figure 11.30: Status of projected-volume pod

The pod’s status is RUNNING which means that the volume has been successfully mounted on the pod and kubelet was able to successfully fetch the data of both the secrets. To have a concrete proof-of-observation, we can exec into the busybox container and look for the contents of secrets. To do so, we need to attach our client terminal to container’s SHELL, and we can do that by executing the following command:

kubectl exec -it projected-volume -- /bin/sh

After getting the access of busybox container, let’s verify if the projected-volume directory exists. If the directory is created, you should be able to witness something similar like this on your client terminal:
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Figure 11.31: Pod consumes data from the mounted projected volume (secret)

We were able to create a projected-volume directory in busybox container and it does contain both the files, username.txt and password.txt. When a secret is consumed by a pod, each key inside the secret is mounted as a file under the mountPath. Here, both the secrets are consumed as these text files by the pod. When we view the contents of the file, we receive the data we had stored in the original text files.

If you decide to experiment more with secrets and you want to define your secret just like we did with pods, deployments, replicasets and other Kubernetes objects, you can look the object definition file created by Kubernetes for the user secret. By using the following command, we can get object definition file for any object in any format:

kubectl get secrets user -o yaml

This is the YAML equivalent of the secret that we had created using kubectl create secret command:

1. apiVersion: v1

2. data:

3.   username.txt: YWRtaW5fMDAx

4. kind: Secret

5. metadata:

6.   creationTimestamp: “2021-03-23T13:24:13Z”

7.   managedFields:

8.   - apiVersion: v1

9.     fieldsType: FieldsV1

10.     fieldsV١:

11.       f:data:

12.         .: {}

13.         f:username.txt: {}

14.       f:type: {}

15.     manager: kubectl-create

16.     operation: Update

17.     time: “2021-03-12T13:24:13Z”

18.   name: user

19.   namespace: default

20.   resourceVersion: “4330”

21.   uid: 53e88111-efea-4557-bc34-15f35acd0309

22. type: Opaque

The secret object’s configurations contain apiVersion, data, kind, metadata, and type fields. Data field consists of the encoded data as base64 string. Any addition to this string is not valid so you cannot temper with the encoded data. metadata field has a lot of new entries than other k8s objects such as operation: Update. When a secret is being consumed by a pod, kubelet keeps a track of its updated values and reflects the changes accordingly in the mounted volume inside the 0pod. This way we can always update the data in a secret.

When you create a secret using its configuration file, all you need to consider is the type of the secret and data you want to package inside that secret. You can take the following sample file as the reference for the secret’s object definition in YAML file format:

1. apiVersion: v1

2. kind: Secret

3. metadata:

4.   name: user

5. type: Opaque

6. data:

7.   username: admin_001

Just like the API access token secret, we can look for the other default secrets used by Kubernetes and its components when we bootstrap a cluster. You can use the following command and list out all available secrets in all namespaces:

kubectl get secrets --all-namespaces

The outcome of this command will list a lot of different type of secrets available in the cluster:
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Figure 11.32: List of default secrets available in all namespaces in a Kubernetes cluster

It is a long list of secrets with majority of them being service account tokens used by different services. For example, there is a deployment controller token, endpoint controller token, weave-net token, generic-garbage-collector token, kube-proxy token, and many more. All of these tokens are used by K8s objects to make authorized API calls to perform their tasks.

The takeaway from the secrets is the preservation of sensitivity and passing the data to appropriate target (process or path). But not all data is sensitive, some information can be out-in-open yet decoupled from the container image to create a smooth app shipping experience. The next topic solves this issue by exploring a ConfigMap example.

Working with ConfigMaps

Let us start with listing out every available ConfigMaps in the cluster. Use the usual kubectl get command with –all-namespaces flag to get an output looking like the following screenshot:
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Figure 11.33: List of default ConfigMaps in a Kubernetes cluster

When we had bootstrapped the cluster, the dynamic configurations (configurations that change according to cluster state and user input) for Kubernetes components (nodes, cluster, objects) and authentication information is stored inside the ConfigMaps.

Let us describe one of these ConfigMaps in detail by using kubectl describe configmap command. The outcome should look something like the following screenshot:
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Figure 11.34: Description of default kubelet ConfigMap for version 1.20

This is the description of the ConfigMap for the kubelet of the master node. It contains information such as authorization and authentication details, connectivity details, logging details, healthcheck details, and so on. Each Kubelet stores its configurations in a file. The configurations are derived from the ConfigMap described above.

The ConfigMaps are updated depending on the desired state or change in the current state of the cluster. As the ConfigMap gets updated, kubelet streams new configurations to the file by overriding the previous one. Further operations performed by the kubelet follow the newer configurations. The watch loop runs with small intervals which enables kubelet to spin up new containers in pods when the old ones die or new pods in Replicaset when the old ones are removed to maintain a desired state. After all, kubelet can make requests to respective workload controllers to get updated workload definition through kube-proxy and kube-apiserver.

We can also create custom ConfigMaps for our application pods. In order to create ConfigMaps, we first need to prepare data that we want to package under them. For this example, we will populate a busybox container with some dummy game layout and game-play data. For the convenience’s sake, we will create a new directory and a couple of files inside it as mentioned in the following part:

Details of file 1:

nano gameplay.beta1

enemies=fireSlimes

lives=1

enemies.cheat=true

enemies.cheat.level=noGoodRotten

secret.code.passphrase=BOODUUDUDUD

secret.code.allowed=false

Details of file 2:

nano gameLayout.beta1

android:layout_width=”wrap_content”

android:layout_height=”match_parent”

android:orientation=”vertical”

android:text=”Hello, I am a Button”

color.good=purple

color.bad=yellow

allow.textmode=true

how.nice.to.look=fairlyNice

Both of these files are populated with dummy data for an android smartphone game. They contain data for the game layout and game play. To create ConfigMap containing these two files, we can use the following kubectl command:

kubectl create configmap game-config --from-file=./game-config-beta1/

Just like Secrets, ConfigMap can be created from a configuration file/directory, environment variable, or some command-line arguments. For this example, we are going take the game-config-beta1 directory as the input source which contains both configuration files. After executing the command, the output should look something like the following screenshot:
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Figure 11.35: ConfigMap creation using kubectl command line

After the ConfigMap has been created, we can list them out in the default namespace by using kubectl get configmaps command. The outcome should look something like the following screenshot:
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Figure 11.36: List of ConfigMaps in default namespace

The ConfigMap called game-config has been created in the default namespace so we need to make sure that the pod consuming it is created under the same namespace as well. The DATA field shows the number of key entries packaged inside the ConfigMap. Just like Secrets, files under the target reference directory (mentioned after -f flag) are stored as the keys and their content as the values of the keys inside the ConfigMaps. These objects are not designed to store large chunks of data. You can only store up to 1 MiB data per ConfigMap.

In order to get more information about the ConfigMap, we can use the same kubectl describe command and define the type of object as configmap and mention the name of the object.

kubectl describe configmaps game-config

The outcome should look something like this:
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Figure 11.37: Description of game-config (user-defined) ConfigMap

The ConfigMap is populated with the configuration data provided by us in form of the content inside the files. Unlike Secrets, we can actually see the contents of the packaged config files since ConfigMaps are not designed to store sensitive data (nothing opaque here, all crystal clear).

At this stage, we can finally create and configure a busybox container using the ConfigMap. You can take the reference of the following pod object definition YAML. As you might have guessed, the definition is pretty similar to the one used with secrets since the only difference is the volume type. To better understand the working of the ConfigMaps, the CMD will just open a terminal and display the content of the config file populated by the ConfigMap as shown in the following code:

1. apiVersion: v1

2. kind: Pod

3. metadata:

4.   name: config-test-pod

5. spec:

6.   containers:

7.     - name: test-container

8.       image: k8s.gcr.io/busybox

9.       command: [“/bin/sh”, “-c”, “cat /etc/config/gameplay.beta1”]

10.       volumeMounts:

11.       - name: config-volume

12.         mountPath: /etc/config

13.   volumes:

14.     - name: config-volume

15.       configMap:

16.         name: game-config

17.   restartPolicy: Never

We have defined a configmap called config-volume, and mounted it to /etc/config file inside the busybox container environment. After having observed the pod definition YAML, create the pod using kubectl <apply/create> command and describe the pod using kubectl describe pod command. The outcome should look something like the following screenshot:
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Figure 11.38: ConfigMap mount details of a pod

The Volume field enlists a ConfigMap named game-config and a default-token secret as expected. The Events field also shows the successful creation and running of the container which means that the volume was successfully mounted on pod, and the container has consumed the values of the ConfigMap. We had configured the container to display the contents of the gameplay.beta1 file. As we had set the restart policy to never and the container has successfully finished its task, the pod is in the COMPLETED state which means it is not possible to attach to container’s shell (come to think of it, we could have also created a job! There are always multiple ways to do the same task and the most important factors are simplicity and achieving the desired output). We can list out logs of the pod. To so do, run the following command:

kubectl logs config-test-pod

The outcome of this command should be something like this:
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Figure 11.39: Pod consumes data from user-defined ConfigMap (game-config)

Log entry of config-test-pod clearly states that the container did consume the data from ConfigMap, saved it under /etc/config directory, and displayed the contents of gameplay.beta1.

There are many other different types of volumes. Most of them are cloud-provider specific. We will explore the persistent options while working with hosted K8s on Cloud in Chapter 13, Hosted Kubernetes on Cloud. For now, you can rest assure that your containers will not be clueless after every restart as long as the wrapper of pod is healthy.

Conclusion

This chapter covered two extremely important aspects of Network and Storage objects in K8s. You can expose your containers within and outside the cluster. You can store arbitrary data or pass sensitive information while maintaining the reliability and security. Most importantly, you understand the networking and storage models of Kubernetes. Even if the offerings grow in future, the strong base will help you grasp them faster. There is still a little more to explore in these directions but what you have seen so far should undoubtedly enable you to try a bunch of live containerized web applications that generate temporary data. In the next chapter, we will cover advanced orchestration with Kubernetes.

Multiple choice questions


	Which of the following services does not allow you to access your containers outside the cluster?

	NodePort

	ClusterIP

	Load Balancer

	External Name


Answer: B


	Which of the following is not a service type in Kubernetes?

	NodePort

	ClusterIP

	Load Balancer

	Host


Answer: D


	Which of the following options add/remove iptable rules of the host?

	kube-proxy

	kubelet

	service-controller

	kube-apiserver


Answer: A


	Which of the following namespaces contain a service named kubernetes to communicate with kube-apiserver via kube-proxy?

	default

	kube-system

	kube-public

	All namespaces


Answer: D


	A pod can have only one ________ but multiple ________ . 

	container, service

	ClusterIP, service endpoints

	service endpoint, ClusterIP

	service endpoint, containers


Answer: B


	Which of the following volume is not a projected volume in Kubernetes?

	Secret

	ConfigMap

	Downward API

	EmptyDir


Answer: D


	Which of the following volume types provide metadata to the pod about itself?

	ConfigMap

	Secret

	Storage Class

	Downward API


Answer: D


	Which of the following secret types are used to store arbitrary, sensitive data?

	Hollow

	Generic

	Opaque

	Top Secret


Answer: C


	Which of the following class of storage objects decouple support and development of storage APIs from K8s code tree?

	CSI

	CNI

	CBI

	FBI


Answer: A


	How do you feel about the book so far?

	Love it!

	It is the best book I have ever read!

	I am happy to have borrowed/bought this book.

	All of the above.


Answer: D





Questions


	Explain the role of kube-proxy in the Kubernetes architecture.

	List the types of Kubernetes services and explain them briefly.

	Write YAML files to create an Apache2 deployment with two replicas and a service to expose it outside the cluster.

	Explain the role of storage classes in Kubernetes Storage Model.

	Explain the difference between service account token, tls, and Opaque type of secrets. Create a YAML file of a pod which has any two of these mounted to itself.

	Write a pod with two different containers and expose it using a ClusterIP service. How will the containers of the pod communicate to one another?







CHAPTER 12

Advanced Orchestration with Kubernetes


Introduction

The previous chapters focused on making things work, this chapter will focus on having more granular control over the definitions and behavior of the objects. We will explore authorization and security mechanisms offered and supported by Kubernetes. We will also look at advanced pod scheduling options. This is an important chapter as it covers many topics that are required to understand the behavior of hosted K8s services on the Cloud, which are discussed in further chapters.

Structure

This chapter covers:


	Advanced container orchestration

	Kubernetes authorization

	Working with Kubernetes authorization

	Establishing Kubernetes cluster security

	Pod priority classes

	Controlling pod scheduling



Objective

At this point, you are already familiar with the architecture, components, workloads, and other objects of K8s. This chapter acknowledges the fact and builds some advanced concepts on the top of it. We will discuss why and how specific configurations are helpful to make us spend less time writing redundant pod manifests. To make a decent balance between theory, demonstration, and application, we will combine a bunch of settings in a single pod manifest and explore their behavioral implications while understanding the topics of advanced orchestration.

Advanced container orchestration

When Kubernetes and containers make their way to the majority of the University Curricula, this will be one of the ambiguous viva examination questions that can have infinite possible answers, and mostly all of them will be correct (by the way, the term viva comes from Latin phrase viva voce which means orally). You can have your own judgment and interpretation of what counts as “advanced” container orchestration and what doesn’t. This chapter presents the authors’ view of it and expands upon the same with conceptual explanations and examples.

The previous chapters focused on making things work. We didn’t care about what if a deployment gets scheduled on a heavily loaded node or what if someone hacks into our services. This is where advanced orchestration comes in. It largely relates to making the cluster more robust and secure. This can be achieved by implementing layers of security tools and configurations, having precise control over workload scheduling, setting up contextually systematic access control, etc. We will look at these topics individually and will also link them as the explanation takes its course. Let’s start with authorization.

Kubernetes authorization

Do you remember the time when you realized that you have always had more rights and privileges in your country than a tourist or an immigrant because you were born there? This topic gives you a similar feeling. Having bootstrapped the K8s cluster as an admin user gives you many privileges that you are likely to have taken for granted. This is important because whatever API requests you have made to the Kube-apiserver so far, had always been authorized for your Linux user account. K8s’ authorization works hands-in-hands with Linux’s (or Cloud Provider’s) identity management system.

When we make requests to the Kube-apiserver (for validation, since that is the job of the Kube-apiserver) through the Kubectl command line (or directly using the K8s APIs), it checks for the following details:


	Who is making the request (user)?

	Is he authorized (permission) to make such a request?

	Which group does the user belong to?

	Which resource is this request targeting?

	Which namespace does the target resource belong to?

	Which lower resource is this request targeting (e.g. pods through deployments)?

	Which API does it want to get served from?

	What is the HTTP request verb (k8s APIs like get, create, describe, update, delete, and so on)?



Once the request is analyzed, Kube-apiserver can decide whether to authorize it to access or act upon the resource mentioned in the request. There are multiple ways of authorization for different sources of requests.


	Node authorization: This is used to give a metaphorical VIP pass to node essential resources, specially Kubelets. A program called node authorizer from K8s control plane grants read, write, and certificate signing privileges to requests originated from Kubelets. To make sure that no other source is impersonating as a Kubelet, the Kubelet must add the node-name with the request that would match the list of available nodes in the records of Kube-apiserver. In short, every legit request from the nodes within the cluster will always get a green signal.

	Attribute-Based Access Control (ABAC): Neither every user is an admin nor every process making a request to the k8s control plane is a Kubelet. ABAC policies determine whether a request can be authorized or not based on the attributes carried by the request. Anything including but not limited to user details, object version details, annotations, specs, or resource requirements can be considered the attributes of a request. Policies are pre-defined documented JSON lists of objects, and the permissions or access granted to them. The policy keeps updating with K8s versions. Due to their inconvenient format (even though this is an opinion, it is as strong as a fact) and the number of K8s objects increasing with every update, ABAC is losing its popularity and usage over RBAC.

	Role-Based Access Control (RBAC): RBAC puts a decoupled layer of simplicity between the attributes and the access, the layer is called Roles. In terms of K8s, Roles are a group of API objects just like workloads or services, whereas for users, they are an access sorting and management tool. Their logic works similar to the access control offerings provided by the Cloud providers (such as GCP IAM) and working with them is as simple as working with any other K8s object.
RBAC provides Roles for node-level access and ClusterRoles for cluster-wide access provision. It also offers Binding objects to associate roles with workloads. Binding objects like RoleBindings or ClusterRoleBinding help keeping Roles and Cluster Roles independent from workloads just how PVCs keep Persistent Volumes independent from them. We will have an in-depth look at RBAC in the next topic.


	Webhooks: For starters, webhooks are HTTP callbacks POSTed (generally) to notify a web application event (success, failure, alert… anything). As a K8s authorization mode, webhooks detach the function of authorization from the cluster and its control plane (outsourcing of a kind). This mode establishes a communication channel between the cluster and an external REST service (via webhooks, of course) that authorizes the requests for your server. You need to create a YAML configuration file to denote the webhook URL and the remote service URL (along with their CA keys, if applicable). This approach is beneficial for programs intending to act as third-party access management solutions.



The trade-off between an additional layer of security versus complexity can swing on any side depending on your use case and workforce, but webhooks are definitely not as ubiquitously applicable as RBAC.

All of these authorization modes can be triggered while bootstrapping your K8s cluster. The current version of kubeadm triggers at least RBAC by default. You can use --authorization-mode flag followed by an equal sign and value (ABAC, Webhook, RBAC) to choose your preferred mode.

Working with Kubernetes authorization

The best way to observe the implementation of topics like authorization is by looking at a full-fledged containerized application. Luckily, we don’t have to look too far to find such a use case as Kubernetes itself is one of the most significant examples of containerized distributed microservice-based applications. We have mentioned earlier in this chapter that your admin account is already privileged. Let’s see how K8s provided you with these privileges.

We can start by listing out the available roles. Run kubectl get roles for all namespaces to get a list of them as shown in the following screenshot:
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Figure 12.1: Built-in Kubernetes roles

There are different roles targeted toward different objects, and most of them are created within Kube-system namespace. Expanding upon a familiar-looking role should give further insight. Describe Kube-proxy role using kubectl describe command as shown in the following screenshot:
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Figure 12.2: Description of Kube-proxy role

This is one of the simplest roles as it doesn’t have any significant meta information and has only one Policy Rule. It grants the reading right (using get verb) of a configmap called kube-proxy to the Kube-proxy daemonset. Albeit the role is independent of Daemonset but this is precisely why we chose Kube-proxy to get described. We already knew the target workload since we had studied Kube-proxy in depth in Chapter 11, Networking and Storage with K8s. Even though the role is fairly simple, K8s auto-fills many details from its own object template. We can take a look at it by expanding the role in YAML format as shown in the following screenshot:
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Figure 12.3: YAML manifest of Kube-proxy role with auto-filled details by K8s

Roles fall under authorization group of K8s APIs. The updates of the fields of this object (Role) are handled by Kubeadm as we update the k8s version or a specific API using kubeadm update or kubeadm upgrade command. The authority is granted to Kubeadm since it is the process requesting for this role by bootstrapping the K8s cluster. Apart from apiVersion, each K8s resource also registers a resourceVersion number to help setup a watch utility on it (as used with commands like kubectl get pods). This number also helps in K8s’ own API level version control.

Moving on to the access grant rules, we can see that all three parameters are mentioned in different fields. The accessible resource type is mentioned under resources, the name of the resource to be accessed is mentioned under resourceNames, and the grant verb is mentioned under verbs. For successful access to the Kube-proxy daemon, this role needs to be bound to the user, group of users, or service account that created Kube-proxy. This is done using RoleBindings. You can list out available role bindings of your cluster using kubectl get command as shown in the following screenshot:
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Figure 12.4: List of default role bindings

You may notice a dedicated binding for the Kube-proxy role. Upon expanding it further using the description API (using kubectl describe command), it shows that the role is bound to the Kubeadm Bootstrapper Group as shown in the following screenshot:
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Figure 12.5: Kube-system role binding description

You can observe the YAML outputs of the role-binding as well as the target configmap to get a better understanding of which configurations are exactly covered under the policy served by the Kube-proxy role. Roles are Node-level resources. K8s also offers authorization objects with the scope covering the entire cluster. They are called Cluster Roles and Cluster Role Bindings. They operate exactly the same way except for their scope being cluster wide. Here is a list of default-created cluster roles while bootstrapping a K8s cluster using Kubeadm:
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Figure 12.6: Default cluster roles

The screen had its size limits, so this screenshot does not even cover half of the available cluster roles. This cluster has so many cluster roles because most of the control plane components work with the entire cluster, not just a particular node. The kube-scheduler can schedule pods on all nodes, we do not have dedicated Kube-schedulers per node.

This also applies to cluster-wide add-ons such as logging agents or third-party garbage collectors. Cluster roles can be ridiculously simple or meticulous enough to make us appreciate the attention to details.

Take the cluster-admin cluster role for an example. You can describe it using kubectl describe command followed by the object type, object name, and the namespace as shown in the following screenshot:
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Figure 12.7: Description of cluster-admin cluster role

This cluster role grants all verbs of permissions for all objects to the user (it is equivalent to having all six infinity stones in the world of K8s). On top of that, the cluster role also has an auto-update policy (indicated by the annotation), so whenever we get newer objects or object types, the user having the privileges of this role can control them. Conversely, control plane objects like deployment controllers have specific permissions for specific objects. Check it out in the following screenshot:
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Figure 12.8: Description of deployment-controller cluster role

This cluster role allows deployment controllers to create, delete, list, patch, update, or watch the replicasets, but only lets them view (get, list, watch) and update podSpec. Creation, deletion, and patching pod privileges are granted to replicasets instead. This maintains a proper hierarchy of operations between the objects. On top of that, the deployment controller can also create events (visible through object descriptions) and update indicator object values. You can observe more controllers and their respective cluster roles to get a better idea of how to create your own role and access granting strategies using Role-Based Access Control. RBAC works best under the assumption that nobody violates these access policies, but the reality is quite undisciplined and often requires layers of measures to keep the access policies in check. The tools and techniques used to do so fall under a broad area of security practices.

Establishing Kubernetes cluster security

One doesn’t need to elaborate the importance of infrastructure security in this day and age, and K8s can’t escape from the responsibility of being secure either. If your cluster is not secure, your application is not secure. K8s can be configured on a diverse set of infrastructural components; there is no textbook use case to consider while trying to make the cluster secure. Therefore, the security of a K8s cluster is addressed in four different layers, and coincidentally, all four layers’ names start with C (if we can have four Ps of marketing, why can’t we have 4 Cs of cluster security?!). You can find them in Figure 12.9:
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Figure 12.9: 4Cs of Cluster Security


	Cloud Security or infrastructure security is the outermost layer of the K8s security model. The term cloud is used because a majority of K8s clusters are deployed on the cloud (for more information, refer to the note* below). Every cloud provider has its own implementation of security features, and the state of security across mainstream public cloud providers is efficiently competitive.

Note:

A big picture of how and where people choose to deploy Kubernetes

https://containerjournal.com/features/findings-from-the-2021-kubernetes-adoption-report/



Most of them provide encryption of data during transit (sending and receiving requests and responses) and rest (static stored data), and they maintain a robust physical infrastructure with fault tolerance and backup management. All of these are enveloped under strict access management policies, firewall rules, and optional features such as IP shuffling and masking. In case you are deploying your cluster on-premises (yes, it is on-premises… not on-premises), your team also needs to look for a similar level of custom security implementations while mandating the following practices:


	Restrict public access to control plane components.

	Configure the nodes not to accept requests from other nodes if they come from ports not mentioned in the ClusterIP service.

	Follow the least privilege principle (not providing more than necessary permissions) while granting cluster access to your cloud provider.

	Access to etcd should be exclusive to Kube-apiserver.

	Encrypt etcd, if possible.



	The next layer is Cluster Security. K8s has built-in features to secure various aspects of containerized microservice applications. Isolation is the most basic form of security. K8s provides the isolation at different layers ranging from pods to namespaces and even nodes. Combining them with network policies (separate services, load balancer configurations, ingress-egress rules, and so on) and resource utilization policies controlled by RBAC creates an organized fortress of individual actors.
The data can be secured by secrets and encrypted etcd. Objects and requests are secured by TLS keys (Transport Layer Security Keys are Pairs of Public and Private keys used to handle the encryption and decryption of secure data exchange sessions between two or more parties) and service-account-token secrets.


	The third layer, Container Security, is very loosely coupled with K8s. The term loosely coupled is used to the indicate lack of control that K8s have over the choices that determine the Container Security.

	It is essential to use a CRE (Container Runtime Environment) that provides strong isolation between the containers. Docker and Containerd are good choices for this purpose.

	Use official third-party images wherever possible and make sure to pull signed images from trustworthy registries like Docker Hub or Google Container Registry.

	If your organization makes its own images, make sure to sign them and host them on private or public registries. Do not indulge in direct image exchange.

	Restrict unnecessary privileged users inside the containerized environment.

	Consult professionals for container vulnerability scanning and cluster security auditing.



	Code Security, the fourth and final layer, is something entirely dependent on the developer of the application (aka you, the ever-priceless reader!). It is also the most likely layer to introduce vulnerabilities. While there is no specific way of writing a secure application code, you can keep the following points in mind.

	When your microservice needs to communicate to the client using TCP, make sure to perform a mutual TLS handshake. You can also encrypt your data in transit or let your cloud provider handle it.

	Don’t expose your service on ports other than necessary and planned. Consult your network specialist to keep your port exposure to a minimum, using efficient load balancing without compromising the performance.

	If your application design involves the uses of 3rd party libraries, make sure to check their privacy and data handling policy periodically. Keep an eye on the updates of such libraries and the potential vulnerabilities introduced by them.

	Scan your code for potential code security flaws using Static Application Security Testing Tools like Brakeman, Bandit, Deepscan, Fortify, GitLab, SonarQube, or Seeker. Make sure to choose the tool that supports your development language and follows OWASP (Open Web Application Security Project) benchmark. You can find the exhaustive list of tools in the note* at the end of the page.

Note: A comprehensive list of Static Application Security Testing (SAST) tools

https://owasp.org/www-community/Source_Code_Analysis_Tools



But what about Kubernetes? What built-in security settings does it offer, and how do we tweak them? Saying that K8s provides tools to enhance security would be hyperbolic. What it does provide, though, are interfaces to utilize Linux Kernel’s own security features that have evolved over decades of research and improvements by the continuous contributions of countless open-source developers.


	RunAs: Containers use cgroups() and namespaces() to create isolation. While it ideally is a robust isolation practice, we do need to keep in mind that the container processes are run by the host.
If they run with root privileges, they can exploit system calls on the host to impact processes outside the container (this happens because containers do not have their own kernel modules, they share Linux’s kernel modules and implement them in their own namespace scope). This makes the host vulnerable.

To avoid such unintended exploitations, containers or pods can be configured to run as a user other than root by adding the runAsUser or runAsGroup field followed by the User ID or the Group ID. This brings another question: If not as the root user, which user ID to choose?

This can be figured out in multiple ways. The easiest option is to go through the README documentation provided by the developer of the Dockerfile. If such a doc does not exist, you can scold the team and go a layer deeper. Use a user created by the base image (most of the verified base images have a non-root user created to make it more secure for the clients, for example, nodejs image has a non-root user called node with UID 1000). In case you don’t have any details of such a User ID, you can create your own user by adding a simple RUN instruction in the Dockerfile as shown below and configure your pods accordingly.

RUN useradd -u 9995 non-root


	SELinux: Linux kernel has a security framework called LSM (Linux Security Modules) that contains multiple security implementation models. One of them is SE or Security Enhanced Linux. It applies labels (like user, role, type, level; not to be confused with K8s meta labels; lack of naming-convention innovation is a recurring theme for containers) on processes and objects for virtual sorting. The objects with similar labels are applied to similar access policies.
Both RBAC and SELinux use explicit access control policy (only granting access if asked for it explicitly), contrary to default access provided by tools like Docker. RBAC blocks attempts of the unauthorized cluster (objects, configurations, and allotted resources) access from malicious clients and processes within the cluster, whereas SELinux acts as a barrier between the host and the cluster objects to blocks attempts of bilateral unauthorized access and activity. This way malicious processes on the cluster can’t harm the host.

Such an implementation is important because K8s is not a single file compiled and run locally. It is built on the top of many blocks, and RBAC can’t save you when underlying Linux utilities or third-party tools like Docker get corrupted. Kubeadm enables SELinux labels and policies while starting a K8s cluster. These policies are passed on to lower-level objects like pods when they are created. You can overwrite them by mentioning your own or a preconfigured SELinux policy under securityContext field and seLinuxOptions subfield of the pod YAML manifest. You can list out available policies under kubectl get selinuxpolicies or create your own.


	SecComp Profile: Secure Computing (SecComp) is a Linux Kernel inclusion that acts as a checkpoint between userspace requests and kernel space resources. Users can provide JSON profiles that have descriptions about what actions to take when certain system calls are used by the container. Just like SELinux policies, SecComp profiles are also provided under securityContext field under spec field in a YAML manifest. The seccompProfile field has two subfields. The type subfield indicates whether to use a default profile (with value RuntimeDefault) or a user-defined profile (with value localhost) followed by the profile path.

	Privilege Escalations: Normally, a child process does not get more privileges than its parent process. This means the CRE disallows processes created by the containers to use chroot. This is good because it stops attackers from exploiting bugs and vulnerabilities and making unexpected processes gain access to kernel resources and system calls to compromise the system security. Docker does it by setting no_new_privs flag on Linux processes to true. In case you want to allow your container and its children processes to escalate privileges or you are unsure of your CRE’s behavior, K8s allows you to configure this flag within the YAML manifest itself by mentioning allowPrivilegeEscalations to true or false under the same securityContext field.

	Linux Capabilities: Earlier, the privileges of processes were binary. Either they had privileges similar to the root process, or they had no privileges at all. This was an under-evolved approach waiting for its well-deserved overhaul. The overhaul is Linux capabilities. There are over 100 Linux capabilities. Find more information about them in the note*. It provides granular control over what processes can do and what they can’t. Different privileges are divided into capabilities that act as ON/OFF switches for the particular context.

Note:

An exhaustive list of Linux capabilities

https://man7.org/linux/man-pages/man7/capabilities.7.html



Most normal processes need 0 capabilities (their file-system default privileges are enough to make them work smoothly). Processes like ping require additional capability like CAP_NET_RAW. This capability object allows TCP binding between physical or virtual devices. Most of the K8s objects act as virtual network-enabled devices since the entire premise of containerization revolves around virtualization. You can run getcaps <PID> command on any process to see which capabilities they need. Understanding their significance is a matter of practice and use cases. (You don’t need to remember each and every one of them, just get accustomed to referring to the man page efficiently.)

You can add Linux capabilities to your container by adding capabilities subfield under securityContext followed by add key and an array of capabilities in [“CAP_1”,”CAP_2”] format. As you might have noticed, all of these configurations are to be mentioned under the securityContext field in a YAML manifest. That is because all of them together form the Security Context of the pod.







Here is an example YAML file of a pod with a security context.

1. apiVersion: v1

2. kind: Pod

3. metadata:

4. name: security-context-demo

5. spec:

6. securityContext:

7. runAsUser: 1000

8. runAsGroup: 3000

9. capabilities:

10. add: [“NET_ADMIN”, “SYS_TIME”]

11. seccompProfile:

12. type: Localhost

13. localhostProfile: <path of the file>

14. seLinuxOptions:

15. level: “<value>”

16. role: “<value>”

17. type: “<value>”

18. user: “<value>”

19. volumes:

20. - name: sec-ctx-vol

21. emptyDir: {}

22. containers:

23. - name: sec-ctx-demo

24. image: busybox

25. command: [“sh”, “-c”, “sleep 1h”]

26. volumeMounts:

27. - name: sec-ctx-vol

28. mountPath: /data/demo

29. securityContext:

30. allowPrivilegeEscalation: false

The key takeaway from this file is that you don’t have to be a master of all trades. You should use whichever security configurations you are comfortable with. Pods and containers can have separate security contexts (although in case of contradictions, container security context overrides pods’ values). This is done to provide customizations for multi-container pods. As K8s grow further, they might introduce new security provisions with possibly new steps to implement them, but the basics boil down to the 4Cs of Cluster Security mentioned at the beginning of the topic. With that in mind, we can move on to other aspects of advanced orchestration.

Pod priority classes

The Kube-scheduler from the cluster’s control plane decides which pod to schedule at a particular time depending on resource status provided by the Kubelets of the respective nodes, but are its decisions always reliable? What if a critical pod is held back because of a superfluous one? If you deploy a website on a K8s cluster, which pod should be scheduled first, the ads or the customer support bot? Kube-scheduler can’t judge the importance of a pod with respect to other ones by itself.

To ensure that this situation does not compromise the application performance (and eventually the client or user experience), K8s has provisioned an object to quantify the relative priority of workloads. This object is called the Pod Priority Class. If K8s objects could emote, Figure 12.10 shows how pods and a priority class would interact:
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Figure 12.10: Goofy K8s objects living their life

This is a unique resource as it does not fall into any namespace. You can say it is a key-value-based meaningful meta of the pods. Using this object, pods can be given any integer value of priority below 1 billion (1000000000). The largest numbers (close to a billion) are reserved for system critical pods, but you are free to use all of the other ones. This makes a few things clear.


	You should not be surprised if a pod has a priority value of a million but is still in a pending stage since there can always be pods with a much higher priority value.

	Before setting up the priority value of your own class, it is important to analyze which values are given to other classes since Pod Priority Classes operate on relative priority.

	This feature by itself is kind of a vulnerability. Since it is non-namespaced, any user with object creation rights can create spam pods of high priority and block your essential pods. To avoid that, make sure to have strict RBAC policies. Logging and Monitoring can help to ease out this situation, but they will be addressed in the next chapter. As an alternative solution, you can limit the priority of the pods by using Resource Quotas.



When we bootstrap a K8s cluster, we get a couple of built-in priority classes, which can be listed with a simple kubectl get command, as shown in the following screenshot:
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Figure 12.11: Default Pod Priority Classes

Their values already spoil their relative priority (which is higher than most of the pods you will ever create). To understand this priority assignment, we need to look at the pods running with these priority classes. Let’s run a kubectl get pods to command with a formatted output that asks explicitly for Priority classes, as shown in the following screenshot:
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Figure 12.12: Pods with their priority classes

While the naming doesn’t give away the inspiration behind making these classes with such priority, the pods scheduled with them clear the picture out. There are times when third-party software development teams are making add-on versions of their product specifically for K8s. This is healthy for both parties since it offers growth to K8s and consumer reach to third-party tools.

To make sure their performance is uninterrupted, K8s needs to offer a Quality-of-Service guarantee. To walk their talk, they need to offer a pod priority class above most user-defined workloads. Such a priority class is system-cluster-critical. K8s’ DNS server CoreDNS uses this. On the other hand, to make sure nothing kicks out the essential components of the K8s architecture, we have a class with an even higher priority called system-node-critical.

Needless to say, don’t try to schedule your pods with these classes. Let your workloads run on default priority or create your own class. To make your own priority class, you need to create a simple YAML object as shown in the following screenshot:
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Figure 12.13: Example of a pod priority class manifest

It is an object of PriorityClass kind under the scheduling API group. Name and Description are meta information and it does not have any dedicated spec field. This class has priority value of a million (it is high but not even close to critical, just how it should be). Setting globalDefault to true enables the class to change the priorities of existing pods. If it is set to false, the class does not tinker with the already running pods. It applies its priority value after the class is created.

Another optional field is preemptionPolicy. This allows the priority class to replace (preempt) lower priority pods with higher ones and reschedules lower ones depending on resource availability. Its default value is preemptLower that does exactly as we explained in the last line. Another value is Never, which blocks pre-existing pods from getting pre-empted. Once you create a pod using the priority class, it can be viewed as shown in the following screenshot:
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Figure 12.14: Pod with a user-defined priority class

This priority class can be used to create a pod with higher priority than other user-defined pods. If a pod has not been given any priority class, it does not have any default priority. It gets scheduled or pre-empted depending on resource availability at the time of scheduling request.

You can find the pod priority details in its description, as shown in the following screenshot:
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Figure 12.15: Pod Priority information in pod description

Controlling pod scheduling

Aside from controlling which pods will be prioritized over others, we can also control where (on which node) the pods are scheduled. This is useful when some pods require special resources such as GPU or faster storage. It is financially efficient to analyze the resource requirements of your application and divide the pod deployment based on it. It is also useful when you want to provide additional security or isolation to some decoupled microservice portion of your application. K8s provides both pod attraction and pod repelling mechanisms to control these aspects. Let’s take a look at them one-by-one.


	Node Selector: This is another practical use-case of ever flexible Labels and Selectors. Label your nodes with the desired pairs of keys: values and provide the same pairs to the pods in the nodeSelector field under spec field. This becomes a part of the pod definition and gets processed by the Kube-scheduler while looking for a node to schedule the pod. Keep in mind, this just narrows down the list of possible nodes where the pod can be scheduled. If the node carrying the desired labels is already occupied, the new pod with node selector can’t preempt any other pods. The pod remains unscheduled and waits for its turn.

	Node Affinity: This is similar to nodeSelector but more flexible (In a fictional parallel universe, you can also call it Node Selector Pro Max… Ultra). Node Affinity draws a line between what are extremely important labels and what are nice-to-have labels. Four lines ago, we saw how a pod remains unscheduled if the node with desired labels is unavailable for scheduling. What if the desired labels were not essential but just the best-case scenario? This is where the behavior of Node Affinity is more relevant.
Node Affinity divides nodeSelector labels into two categories: requiredDuringSchedulingIgnoredDuringExecution and preferredDuring SchedulingIgnoredDuringExecution. The keywords are Required and Preferred, which represent Hard and Soft requirements, respectively (and that is how we will refer to them to make the conversation less alienating). Yes, the field names are ridiculous. They could have gone for something simpler like “must have” and “should have”, but in K8s’ defense, they plan to release two more variants of these fields for scenarios where the labels are removed during the pods runtime.

Regardless, Node Affinity is a powerful tool. You can choose to fill either one or both of the values and this will dictate how your pod will behave. If you choose to fill only the hard requirement field, it will result in scheduling performance similar to Node Selector. If you decide to fill only soft requirements, your pod will be scheduled on some other node even if the target node is occupied. You can do a mix and match of both if you want a precise performance.

For example, if your application needs GPU (hard requirement) and would work optimally with SSD (soft requirement), you can label nodes that have respective features and provide GPU under hard requirements while putting SSD in soft requirements. The snippet of the pod manifest would look like the following code:

1. spec:

2. affinity:

٣. nodeAffinity:

4.

5. #Hard Requirement

6. requiredDuringSchedulingIgnoredDuringExecution:

7. nodeSelectorTerms:

8. - matchExpressions:

9. - key: gpu

10. operator: In

11. values:

12. - available

13.

14. #Soft Requirement

15. preferredDuringSchedulingIgnoredDuringExecution:

16. - weight: 1

17. preference:

18. matchExpressions:

19. - key: ssd

20. operator: In

21. values:

22. - available

In the hard requirement section, the nodeSelectorTerms is a non-compulsive unit whereas matchExpressions is a compulsive unit of operation. In other words, if you provide multiple Node Selector Terms, Kube-scheduler looks for at least one of them to be satisfied. On the other hand, for any Node Selector Term to be satisfied, all of the Match Expressions terms need to be fulfilled.

The weight in the soft required section can range from numerical value 1 to 100, with 1 being the lightest and 100 being the heaviest. In case multiple available nodes fulfill the soft and hard requirements, the one with the most weight will be given the scheduling priority. This is the weight of the preference. Kube-scheduler considers multiple factors like resource availability, hard requirement terms fulfilment, and so on. If the soft preference has a higher weight, a node fulfilling just one hard preference, but multiple soft references may become more eligible for scheduling the pod. Since these are soft preferences, it is better to keep the preference weight low.


	Inter-pod affinity and anti-affinity: This is similar to Node affinity except it considers pods’ labels to define the affinity instead of nodes’ labels. This allows you to schedule your new pods on nodes that are already running your other desired pods. Inter-pod affinity also supports notions of soft and hard affinity with the same field options as Node affinity that is, requiredDuringSchedulingIgnoredDuringExecution and preferredDuringSchedulingIgnoredDuringExecution. In the case of inter-pod affinity, K8s also allows you to choose nodes that are not running specific pods. This feature is called Pod anti-affinity. Similar to both the affinities discussed so far, this can also be defined as a soft or hard preference. Here is what a pod manifest snippet with inter-pod affinity looks like:
1. affinity:

2. #Hard Requirement

٣. podAffinity:

4. requiredDuringSchedulingIgnoredDuringExecution:

5. - labelSelector:

6. matchExpressions:

7. - key: tier

8. operator: In

9. values:

10. - backend

11. topologyKey: topology.kubernetes.io/zone=us-central-1a

12.

13. #Soft Requirement

14. podAntiAffinity:

15. preferredDuringSchedulingIgnoredDuringExecution:

16. - weight: 20

17. podAffinityTerm:

18. labelSelector:

19. matchExpressions:

٢٠,. - key: group

21. operator: In

22. values:

23. - canary

24. topologyKey: topology.kubernetes.io/zone=us-central-1a

In this example, the pods must be scheduled on nodes that have pods running with label tier:backend. A soft priority with more weight than the last example is given to nodes with pods running with label group:canary. There is another field called Topology Key. The topology key is used to filter out nodes based on their physical location or their topology context on-premises. In this case, we want to limit our pods to nodes running on GCP’s US Central 1A zone. These labels can be applied manually if you’re bootstrapping the cluster, or they are provided by default if you are using a Hosted K8s as a service platform (soon to be explored in the next chapter). To establish the anti-affinity, switch the operator from In to NotIn.


	Taints and Tolerations: Taints allow Nodes to decide which pods to accept or reject. A node can be tainted not to schedule particular pods or any pod at all. Taints are applied in the form of key-value pairs with the kubectl taint command, as shown in the following code.
kubectl taint nodes node-1 type=test:NoSchedule

This taint will block every incoming pod on node-1 in any namespace. In this case, type is the key, test is the value, and NoSchedule is the effect. It will not evict the existing pods. You can verify the taint by describing the node using kubectl describe as shown in the following screenshot:
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Figure 12.16: A tainted Node

The taint remains functional as long as it is not manually removed. This can be troublesome as operators might forget to remove the taints even after they don’t need them (it is reassuring yet amusing how developers of such tools never rely on the operators’ punctuality and precision). If you think of taints as a no-entry board for pods, we also need a VIP pass that allows us to breach the no-entry condition.

Tolerations are the metaphorical VIP pass. They are specifically designed to counter the taints. Since taints are key: value pairs provided to the nodes, tolerations are key: value pair conditions provided to pods. For example, if we intend to counter the taint type: test:NoSchedule, the pod with the toleration should have its manifest look like the following code:

1. apiVersion: apps/v1

2. kind: Deployment

3.metadata:

4. name: toleration-busybox

5.spec:

6. selector:

7. matchLabels:

8. run: toleration-busybox

9. replicas: 3

10. template:

11. metadata:

12. labels:

13. run: toleration-busybox

14. spec:

15. containers:

16. - name: toleration-busybox

17. image: busybox

18. command: [‘sh’, ‘-c’, ‘echo Hey, there!!! && sleep 120’]

19. tolerations:

20. - key: “type”

21. operator: “Equal”

22. value: “test”

23. effect: “NoSchedule”

The PodSpec has a toleration with key type, value test, and effect NoSchedule. This is the same as the taint applied. This means that this pod will negate the taint and will be scheduled on node-1 if the scheduler finds other parameters appropriate. Operator equal indicates the equation between key and value.

If you do not want to specify the value, you can skip the value field and provide Exists in the operator section. This taint and toleration combination works as a hard scheduling condition. To opt for a soft condition, you can replace the effect’s value with PreferNoSchedule.

Once you create the deployment, you can list the pods with a wider output to see which pods are scheduled on which nodes as shown in the following screenshot:
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Figure 12.17: Pods with tolerations scheduled on a tainted node




You can see that the busybox pods with tolerations are scheduled on Node-1. When you bootstrap a K8s cluster using Kubeadm, masters are tainted to block all user-defined pods by default. This is to maintain the performance and resource availability of the master. You can define your own taints and tolerations to control the precise scheduling of pods depending on your application’s use case.

Conclusion

This chapter introduced you to various intricate mechanisms of Kubernetes that allow you to configure and control authorization, access, security, and scheduling of your cluster resources and workloads to achieve advanced level or orchestration. These advantages can be taken to a higher stage when you work with solutions that are tailor made to enhance your K8s application deployment experience. In the next chapter, we will introduce you to the basics of hosted K8s services on the Cloud.

Multiple choice questions


	Which of the following is not a part of the 4Cs of K8s Security Model?

	Cloud Security

	Cluster Security

	Class Security

	Code Security


Answer: C


	Which of the following options is used in K8s security context? 

	SELinux labels

	Load Balancers

	Privilege escalations

	Seccomp profiles


Answer: B


	Which of the following features addresses pod scheduling?

	Tolerations

	RBAC

	ABAC

	Webhooks


Answer: B


	Which of the following is not an affinity option?

	requiredDuringExecutionIgnoredDuringScheduling

	IgnoredDuringSchedulingRequiredDuringExecution

	preferredDuringSchedulingIgnoredDuringExecution

	None of the above


Answer: C


	Which of the following is a bad security practice?

	Unencrypted etcd

	Unnecessary exposed ports

	Too many admins

	All the above


Answer: D




Questions


	Explain the 4Cs of the K8s security Model.

	State the differences between RBAC and ABAC.

	Write a YAML pod manifest file to schedule an ubuntu 18.04 pod on a node with GPU.

	Explain the pod security context.

	Explain the difference between a node and inter-pod affinity.







CHAPTER 13

Managed Kubernetes on Cloud


Introduction

This chapter introduces a new type of Kubernetes offering called managed K8s on Cloud. With web applications moving toward being cloud-native or hybrid cloud users, the demand for skills with Kubernetes offerings on the Cloud has skyrocketed over the past couple of years. This chapter introduces the concept of managed K8s as a service and explores subtle differences compared to locally bootstrapped Kubernetes. Keeping the reading experience fresh also explores the practical implementation of previously untouched topics like stateful sets or Ingress.

Structure

This chapter covers:


	Managed Kubernetes on cloud

	Google Kubernetes engine: architecture and setup

	Deploying Kubernetes workloads on GKE

	Understanding and working with StatefulSet

	Working with the load balancer service

	Working with the ingress

	Persistent volume



Objective

This chapter aims to smoothen up the transition from locally bootstrapped Kubernetes to Cloud Managed Kubernetes. It also covers demonstrations of topics that are easy to access on a cloud-native environment, such as Load Balancer service or Persistent Volume. By the end of this chapter, you will be comfortable with the Cloud-managed K8s of your choice.

Managed Kubernetes on Cloud

We have understood and practiced the power of Kubernetes in previous chapters. Although K8s can handle the complexities and scale of a microservice-based containerized application efficiently, the ship may not sail equally smoothly for everyone. Let us ask some questions to ourselves:


	Do you have flexibly scalable server infrastructure at your disposal, or are you using Cloud to deploy your applications?

	What if you don’t have enough time and/or skills to consider every intricate detail of your app deployment? Is handling K8s by yourself is still a great idea?

	Do you have a team skilled enough to translate your application’s traffic, growth, and performance into K8s deployments?

	If you recruit a new team of K8s experts, will the investment pay off?

	Do you have a work culture mature enough to take the blame on failures and perform immediate fixes?

	Even with a skilled workforce, you may not decide to deploy your application on-premises; in that case, can your team handle both K8s and Cloud?



A part of your brain might discard these doubts thinking of them as “Inadvertent business risks”, but the answer to these questions can make or break the execution of your business ideas. If you are positively confident about these questions, all you have to do is move forward (Go Beyond… Plus Ultra! Hope it made My Hero Academia fans’ eyes sparkly like Izuku’s). In an otherwise case, leaving the intricacies in the hands of experienced professionals and deploying your application on a managed Kubernetes Solution on Public Cloud platforms with a flexible payment model might be the option you were looking for!

The Sannin of the world of cloud computing (Naruto fans!!!!) Amazon Web Services, Google Cloud Platform, and Microsoft Azure (along with many other ninjas), provide a feature rich, generally available (GA), pay-as-you-go managed Kubernetes Cluster services. Amazon Web Service (AWS) offers Amazon EKS to run and scale K8s services on AWS cloud infrastructure, on the other hand, Azure offers Azure Kubernetes Service (AKS) along with Visual Studio code K8s tools for faster development experience. While all three of them offer more or less equally decent quality of service and performance statistics, Google was the first to invest and market heavily in the research and implementation of managed K8s service. Since then, Google has stayed slightly ahead of the curve with their thriving community and ever minimalistic user-friendly graphical interface.

All of them use their respective VM services to install tailored Kubernetes with additional components and plugins like storage, network, and logging drivers to suit their product ecosystem. In this chapter, we are using Google’s GKE (Google Kubernetes Engine) to explore the operations of the managed K8s services on a public Cloud Platform.

GKE: architecture and setup

It offers a custom K8s cluster of the desired number of nodes with desired configurations to valid Google Cloud Platform account owners. It uses pre-existing GCP services like Google Cloud VMs (Google Compute Engine), Google Persistent Storage disks, Google Cloud IAM (Identity and Access Management APIs), Google Cloud VPC (Virtual Private Cloud), along with third-party supported services like Stackdriver logging and Monitoring to offer a robust functional cluster setup. Before digging deep into them, let’s know a bit more about how GKE operates.

Since we are already comfortable with the basic architecture of K8s, understanding the GKE architecture is not a difficult challenge. The following figure represents how the components of a GKE cluster communicate to one another and the user:
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Figure 13.1: GKE components interaction model

The master and the nodes are enclosed under Google Cloud’s APIs, acting as watch loops, control loops, error handlers, and request validators (you can call them wrappers to make the discussions concise). These wrappers observe and authenticate the requests made to and processed by the cluster on its resources to optimize their performance and calculate billing (we will talk more about billing once we are done discussing important aspects of GKE). They communicate to the cluster using the Cloud Controller Manager of the K8s control plane.

Let us understand the architecture better by creating a GKE cluster. Check out the following screenshot:
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Figure 13.2: GKE Cluster Creation Prompt

Just like the GCE VMs, we have used so far, the process of creating your first GKE cluster starts at the Google Cloud Platform Dashboard. Go to the Hamburger menu icon, navigate to Kubernetes Engine | Clusters tab, and you should find yourself redirected to the cluster creation page with a cluster creation prompt shown in the figure above.

Click on the CREATE button and find yourself landed on the cluster configuration page looking similar to the following screenshot:
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Figure 13.3: Basic cluster configuration page

Once you are done naming the cluster (in our case, gke-cluster-001, because lack of naming creativity is infectious), you can decide where you intend to schedule the cluster. Public cloud providers have data centers across the globe. Regions are geographical areas representing the location of the data center(s). For example, Los Angeles is the us-west2 region, whereas Mumbai is the asia-south1 region. In these regions, GCP has Zones called us-west2-a, us-west2-b, us-west2-c or asia-south1-a, asia-south1-b, and asia-south1-c. The zones can represent a section of the region, such as a building on the data center with close coupled network connections or a floor on a large data center building.

To avoid a single point of failure, you can choose either a zonal or regional cluster. The zonal cluster distributes your nodes across the zones, whereas regional clusters distribute your nodes across multiple regions. You can consider potential lag and cost to estimate your requirements. In this example, we have chosen the Zonal cluster at us-central1-c (Iowa).

The next configuration option is the Release Channel. The performance and behavior of the cluster are determined by the type and amount of resources you offer and the version of the control plane. GKE gives users the flexibility to choose their preferred K8s version and keep it unchanged (by choosing Static Version, which ignores all of the automated cluster version updates) or to follow a release channel of their convenience. If your application deployment strategy consists of K8s objects that have been deprecated, it is wise to keep the version static for some time and catch up to the latest or stable updates. If you do not face such bottlenecks, you can choose:


	Stable channel to receive updates of versions that are tested well and are supported,

	Regular channel to receive regular updates (generally 2 minor versions behind the latest available K8s version) or

	Rapid channel to leverage latest K8s updates.



Let us move to the next section shown in the following figure:
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Figure 13.4: Configuration of the node pool

The node-pool defines the number of available nodes with identical configurations. Their resource offerings categorize the machines in terms of specific use cases (Memory optimized for more RAM, Compute-optimized for more CPU cores, and so on). We have chosen general-purpose n1-standard type machines with 1vCPU (1 thread on 1 core of a processor) and 3.75GB of memory. We have also used 100GB of unencrypted standard persistent disk (GCP’s term for optical hard drive, another option is SSD which is faster and costlier).

We have disabled the automatic preemption, allowing GKE to preempt (scale down, turn off or reschedule) one or more of our nodes for maintenance or handle the overload. After this, click on the Node Security tab to land on the page looking like the following screenshot:
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Figure 13.5: Node Security Settings

The node security is different from the cluster security explored in detail in the last chapter. This section only deals with who can access the nodes and how much access are they granted. Just how K8s grants RBAC access to Linux users accounts, GKE grants node access to GCP service accounts.

Service accounts are created to provide different IAM roles to a GCP user in your organization. Service accounts are also given to objects to automate processes. In this case, Compute Engine is given full access to edit the nodes. Enabling the node integrity monitoring protects it from potentially harmful malware and rootkits by checking the source of every application installed on the Node level or trying to access root privileges.

The other two features that have been left disabled are gVisor sandboxes that add an extra layer of isolation on containers and secure boot to keep the driver integrity in check. Once you are done with node security, you can move to the metadata section and fill in the details like taints, labels, and so on.

Click on the CREATE button, and your cluster should be enlisted as ready, as shown in the following screenshot:
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Figure 13.6: The cluster is ready.

To access the cluster, GKE provides you with a command to run on the cloud shell. You can copy it from the prompt or click the button to run the command, as shown in the following screenshot:
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Figure 13.7: GKE cluster access command

We need to use the gcloud container cluster get-credentials because the cloud shell runs on a different VM (possibly even a different region) than the cluster and is just connected via SSH.

As always, a simple way to check the running cluster for yourself is to see the pods running on the kube-systems namespace, as shown in the following screenshot:
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Figure 13.8: Pods running on the GKE Cluster

Two immediate things to notice are the absence of control plane components and two sets of most components. We have fluent-bit for logging (little brother of fluentd, explained later in this chapter), persistent disk CSI driver for storage, metrics agent for collecting states, stackdriver for collecting metadata logs, kube-DNS for recording services and IP:DNS mapping and a bunch of other add-on pods for smoothening out the performance. Control plane components are not visible since they are managed on master, and users cannot access master by default. You need to authorize your VPC to access control plane components (more on that later in the chapter). Since we are done with setting up the cluster, now it is time to test it.

Deploying Kubernetes workloads on GKE

After creating the K8s cluster on GKE, the next step should be to deploy K8s workloads. We have learned and worked with different K8s workloads (deployment, batch job, cron job, and so on) in previous chapters, so you should be aware of their functioning. To optimize the process of working with them in GKE, they are divided into categories based on the applications they are deploying. Some of the most widely used categories are:


	Stateless applications,

	Stateful applications,

	Batch Job, and

	Daemon.



On GKE, we can create, manage, monitor, and delete objects using its intuitive GUI and a handful of kubectl commands. There are three methods to create an object in GKE:


	kubectl command line

	GKE workloads GUI

	GKE REST API and Kubernetes API



We will use a combination of the first and second methods to create workloads in GKE. We first need to navigate to the list of clusters available in the current GCP project. The list should look something like the snapshot below after following the procedure of cluster creation as mentioned in the previous topic:
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Figure 13.9: A List of clusters in GKE

We have our cluster gke-cluster-001 in the running and healthy state (you can see the green tick mark before the cluster’s name). To deploy a workload in this cluster, we have to click on the option deploy above the cluster list.

The next window we should encounter should look like the following screenshot:
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Figure 13.10: GKE workload creation webpage

The workload creation process in GKE is divided into two parts: Container and Configuration. The container section is used to define the container image of the application you want to deploy and define environment variables and custom commands to run during the execution of an application container. There are two ways to define the container image:


	First, by using the existing container image stored in the Google Container registry or Google Artifact Registry,

	Second, by creating a new container image from a repository (containing Dockerfile and app config files) provided by Google Cloud Source Repository, GitHub, and Bitbucket.



We will use the first method to edit the container of our workload. We will build the container image for the nginx web server using Google Cloud build service and push the resulting image to Google Container Registry. The first step is to enable the Google Container Registry API.

In the GCP console window, navigate to the hamburger icon (located at the top left corner of the window) and go to Products | API and Services | Library. In the search box, type Google Container Registry, and it navigates you to the homepage of this API which should look like the following screenshot:
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Figure 13.11: Homepage of Google Container Registry API

After enabling it, the next step is to build our container image. To keep things simple, create a new directory to save the Dockerfile for the nginx webserver. You can find the contents of this Dockerfile as follows:

1. FROM ubuntu:16.04

2. RUN apt-get update && apt-get install nginx -y \

3.      && apt-get clean \

4.      && rm -rf /var/lib/apt/lists/*

5. EXPOSE 80

6. CMD [“nginx”, “-g”, “daemon off;”]

After creating this Dockerfile, we can use the gcloud command to build the container image and tag it to push it to a new repository called gke-nginx under the current project.

gcloud builds submit --tag gcr.io/<GCP-project-ID>/gke-nginx

The gcr.io is the default container registry in GCP, and it stores images in data centers in the United States. Also, the image pushing process creates a corresponding Google Cloud Storage bucket to store the data on the registry. When you initiate the building process, the initial phase should look like the following screenshot:
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Figure 13.12: Building a container image using Google Cloud build

As the process begins, the current directory’s (nginx Dockerfile) content is packed in a temporary tarball file and stored in the Cloud Storage bucket created for the container registry. Cloud build imports the contents from the Storage bucket and executes it as a series of build steps. Each build step is run inside a Docker container. The building process should resemble the following screenshot:
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Figure 13.13: Finishing the container build

At the end of the building process, Cloud Build tags as mentioned in the command and push it to the specified repository on Google Container Registry.

We can look for this pushed image in Container Registry by navigating through the GCP dashboard the same way we did with API and Services. You can look for the Container Registry service in GCP as shown in the following screenshot:
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Figure 13.14: Container Registry in the list of Google Products

List out the stored image in the container registry, and you should witness similar to the following screenshot:
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Figure 13.15: nginx container image in Google Container Registry

The visibility or the scope of this repository is set to Private, making it exclusive to this project. You should have sufficient permissions to pull and push images to this repository.

After getting the container image ready, let us go back to the workloads page and provide the repository location of gke-nginx in our container registry. The outcome should look like the following screenshot:
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Figure 13.16: Container configuration editing page

You can add multiple containers in this deployment by clicking on ADD CONTAINER option before CONTINUE, but such practice is not recommended in production unless the application demands so. After editing the container details, we need to mention a few configuration details about the deployment, such as name, target namespace, and labels. If you do not specify any other namespace, it is set to the default namespace.

After filling the relevant container details, the outcome looks like the following screenshot:
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Figure 13.17: Namespace configuration

At the end of the process, a configuration YAML is created based on the information we provided about the deployment earlier. This YAML is similar to what we used to write to create a deployment using the kubectl command line. All deployments in GKE are created declaratively. When we deploy this workload, and the outcome looks like the following screenshot:
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Figure 13.18: The deployment details of the Workload - Part I

This is the description page of the workload we just created. Aside from the name, we can notice multiple options on the top row besides deployment details. Edit option allows us to update the deployment configurations. You can use kubectl commands to attach the client terminal to the application pod container and execute a command inside that container. Both of these actions can also be performed using the kubectl attach and kubectl exec command manually using the Cloud Shell. There are graphical representations of the CPU, memory, and Disk usage by the application pod. These graphs help us to monitor the overall resource consumption by the application pod on different timestamps. This is one useful asset when we are dealing with a heavy production workload. It can help us to keep the app optimized technically and financially. The other part of the deployment details looks like the following screenshot:
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Figure 13.19: The deployment details of the workload - Part II

You can find many familiar details here but presented differently. There are details about the cluster on which the workload is deployed, namespace and labels, replica details, and pod specification. There are logs about container and audit logs, but we will look deeper into them in the next chapter.

This workload is managing three different nginx pods and all running without any restarts. The active revisions field has only one entry which is the current revision. Any update provided to this workload will be treated as another revision of the original application and will be mentioned under the active revision field if it will be the one serving the application at that time. When the need arises, you can easily scale this workload with a single click. Such a feature is handy when the amount of traffic your application received exceeds and you are short on resources. With a single click, GKE can spin up as many as nodes you required (In the GCP trial version, we can only create up to 8 nodes at a time).

To scale up the application, go to Actions | Scale. It asks you about the number of replicas you want to create, we keep the number of replicas to 6 (keeping Google’s free tier limitations in mind), and after confirming our choice, the outcome looks like the following screenshot:
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Figure 13.20: Scaled-up Deployment

After scaling up the workload, there are 3 more replicas of revision 1 is running.

Understanding and working with StatefulSet

We have been working with stateless workloads so far. In other words, in multi-tier application deployment, the order of pod creation and termination did not matter. There are microservice-based applications where the inception of one service may act as a dependency for another. In such cases, the service must be in the desired state before its dependent service can start off. While the decoupled nature of the microservices does reduce the state dependency a lot, there are cases where states are inevitable. Such applications are called stateful applications. K8s has a dedicated workload type of handling stateful applications called stateful sets. As an operator, you can control the order of creating and removing pods using the stateful sets.

To demonstrate the functionality of the Stateful Sets in Kubernetes, we are going to containerize and deploy the Apache Zookeeper on GKE. This demonstration will also use the Pod Disruption Budget (a new topic in a new topic!) and Kubernetes services.

The prime focus of this demonstration, Apache zookeeper, is an open-sourced centralized server used to host distributed applications (to make it simple, it is the etcd equivalent of Apache ecosystem). Unlike CNCF, Apache is pretty creative when it comes to naming its offerings. They already have Hadoop having an icon of an elephant. They also have the Pig, the Mahaut (the dudes riding and breeding elephants), and the Hive (derived from beehives). Things were getting quite wild with all of them working as an ecosystem, much like a zoo. Thus comes the Zookeeper to keep them centralized.

Zookeeper helps you centralize the management of hundreds of services running on your cluster by storing their information as key-value pairs. The services share a hierarchical namespace where they store their states in the form of data registers - called znodes. The znodes are similar to files and directories kept in RAM occupied by the zookeeper servers.

It follows a simple client-server model to operate. Clients connect to a single zookeeper server via a TCP connection to exchange requests and responses. Application services periodically update their states in the znode, and these changes are propagated to all servers available in the cluster. In case of a lost TCP connection to a single zookeeper server, clients can connect to other available zookeeper servers for their requested responses.

To begin the example, let us create a headless service YAML manifest for zookeeper servers. Headless service will provide an interface to all connected zookeeper server pods to communicate with one another simply by using the service name.

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: zk-hs

5.   labels:

6.     app: zk

7. spec:

8.   ports:

9.   - port: ٢٨٨٨

10.     name: server

11.   - port: ٣٨٨٨

12.     name: leader-election

13.   clusterIP: None

14.   selector:

15.     app: zk

Pods connected to this headless service will receive Endpoints that will point directly toward zookeeper Pods having the label app: zk. The headless service must have two ports, one for exchanging states and the other for performing the leader election.

To load balance client connections, we will create a ClusterIP service by following the YAML following file:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: zk-cs

5.   labels:

6.     app: zk

7. spec:

8.   ports:

9.   - port: ٢١٨١

10.     name: client

11.   selector:

12.     app: zk

Ports mentioned in both service objects’ YAML files must correspond to the container port that we will specify in the .spec.template field of StatefulSet’s YAML.

The next object is the Pod Disruption Budget. In Kubernetes, PDB can be used to keep a certain number of pods running after hitting a disruption. There are two kinds of disruptions: voluntary and non-voluntary. Voluntary disruptions include the manual removal of pods from the running workload. Non-voluntary disruption is performed by the system in response to a hardware or software error. To keep our Zookeeper safe from any such accidental hazard, we want to create a disruption budget for all zookeeper pods.

Follow the below object definition YAML to create a Pod Disruption Budget:

1. apiVersion: policy/v1beta1

2. kind: PodDisruptionBudget

3. metadata:

4.   name: zk-pdb

5. spec:

6.   selector:

7.     matchLabels:

8.       app: zk

9.   maxUnavailable: ١

According to the YAML above, whenever any disruption occurs for this workload, the maximum number of pods that can be unavailable is 1. It restricts the removal of any more pods before restoring the removed Pod. By setting up the PDB for this workload, we made sure that the application would not stop serving clients even after facing the unavailability of a particular pod. It will redirect the traffic from the affected Pod to another Pod and will try to recreate it to match the desired state of the application.

The last step is to create a StatefulSet for Apache Zookeeper. Follow the object definition YAML to create it:

1. apiVersion: apps/v1

2. kind: StatefulSet

3. metadata:

4.   name: zk

5. spec:

6.   selector:

7.     matchLabels:

8.       app: zk

9.   serviceName: zk-hs

10.   replicas: 3

11.   template:

12.     metadata:

13.       labels:

14.         app: zk

15.     spec:

16.       containers:

17.       - name: kubernetes-zookeeper

18.         imagePullPolicy: Always

19.         image: «k8s.gcr.io/kubernetes-zookeeper:1.0-3.4.10»

20.         ports:

21.         - containerPort: 2181

22.           name: client

23.         - containerPort: 2888

24.           name: server

25.         - containerPort: 3888

26.           name: leader-election

27.         command:

28.         - sh

29.         - -c

30.         - “start-zookeeper \

31.           --servers=3 \

32.           --data_dir=/var/lib/zookeeper/data \

33.           --data_log_dir=/var/lib/zookeeper/data/log \

34.           --conf_dir=/opt/zookeeper/conf \

35.           --client_port=2181 \

36.           --election_port=3888 \

37.           --server_port=2888 \

38.           --tick_time=2000 \

39.           --init_limit=10 \

40.           --sync_limit=5 \

41.           --heap=512M \

42.           --max_client_cnxns=60 \

43.           --snap_retain_count=3 \

44.           --purge_interval=12 \

45.           --max_session_timeout=40000 \

46.           --min_session_timeout=4000 \

47.           --log_level=INFO”

48.         volumeMounts:

49.         - name: zoo-volume

50.           mountPath: /var/lib/zookeeper

51.       volumes:

52.       - name: zoo-volume

53.         emptyDir: {}

It is the longest one we have seen so far! But we can go on to understand it by breaking it down. The object type is StatefulSet belongs to the apiVersion apps/v1. This StatefulSet will manage pods with label app: zk. The serviceName shows the name of the service (headless service: zk-hs) which will govern this StatefulSet. This governing service must be created before creating the StatefulSet because it is responsible for providing network identity to this StatefulSet and to provide hostnames to the created pods. The pod template contains a lot of configuration details for zookeeper pods. The container of this kubernetes-zookeeper Pod exposes 3 different ports for server, client, and leader-election.

The default command for this container contains a startup script called start-zookeeper, containing a list of parameters to be run. These parameters are as following: number of servers to be initiated, the locations of data directory (where Zookeeper stores its snapshots), log directory (where Zookeeper stores its logs) and configuration data directory, declaration of server, client, and leader election ports, session timeout details, sync time details, memory details, and logging details. Zookeeper uses emptyDir type of storage to back up the data stored at /var/lib/zookeeper inside the container.

This sums up the writing of the object definition files required for different Kubernetes objects to create a StatefulSet for Apache Zookeeper. The list of these files must be similar to the following screenshot:
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Figure 13.21: Contents of gke-statefulset directory

To keep things clean, you can create all these files under a separate directory. When you are dealing with an application that requires creating multiple objects, the standard practice is to keep them under separate directories. To save us some time, let us leverage this opportunity and create these objects with a single command. Earlier, we used kubectl apply and -f flag to mention the file’s name present in the current directory. But, in this case, we will provide the entire directory as an input to kubectl apply command:

kubectl apply -f ./

The outcome of this command should look like the following screenshot:
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Figure 13.22: Object creation confirmation

The objects were created in the sequence of the stored YAML files, and the headless service was created before the StatefulSet, which means that this StatefulSet will be governed by the headless service nonetheless. Meanwhile, we can keep a watch on the sequence of pods created by the StatefulSet controller and, to do so, execute the following command:

kubectl get pods -w -l app=zk

-w or --watch flag watches for changes after listing out any object. The flag -l or --label selects objects among the list based on the provided label (key=value pair). The outcome of this command should look like the following screenshot:
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Figure 13.23: Zookeeper Pods

From the preceeding screenshot, we can watch these containers from the creation stage to the running stage. Once all of the three pods reach the running state, press Ctrl + C to terminate the watch process. It is an efficient way to swiftly identify if any pod in the creation stage is facing any troubles.

After running pods, let us verify the states of headless service and ClusterIP service we created earlier. Execute kubectl get svc command, and you shall receive the outcome of it as follows:
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Figure 13.24: Zookeeper Services

Headless service does not have any sort of ClusterIP address which makes it out of the scope of kube-proxy. The zk-cs client service has received the ClusterIP. The StatefulSet controller provides these pods with a unique hostname based on its ordinal index. Hostnames of servers are useful when we need to perform leader election. The hostname is defined in the format <statefulset name>-<ordinal index>. Zookeeper servers use natural numbers as unique identifiers and non-integer values as ordinal indices. Identifiers are stored in servers as a file called myid at the location /var/lib/zookeeper/data. Let us get a list of the hostnames of all 3 replicas of the zookeeper pod by executing the following command:

for i in 0 1 2; do kubectl exec zk-$i -- hostname; done

This command runs kubectl exec command in all 3 zookeeper pods at once and delivers the result like the following screenshot:
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Figure 13.25: Zookeeper Execution

It might be difficult to communicate with these server pods only by their hostnames. The Fully Qualified Domain Name (FDQN) of these servers helps us resolve their domain names into a pod IP address. Headless service has already created their FQDNs following this format: <hostname>.zk-hs.default.svc.cluster.local and kube-DNS keeps A records of all these FDQNs to resolve them to Pod’s IP address. Let’s find out FDQN for all three zookeeper server pods by following this command:

for i in 0 1 2; do kubectl exec zk-$i -- hostname -f; done

The outcome of the above command should look like the following screenshot:
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Figure 13.26: Zookeeper Service Domain names

This was an example of a stateful application. You can play with it further by executing one or more pods using kubectl exec command. The way how pods under the Stateful sets get created in order, they also get removed in order. You can run the kubectl delete command with a watch flag to see this phenomenon in action. While you are at it, we will play with one of the easily accessible offerings of the Google Cloud Platform, Load balancers!

Working with the Load Balancer service

As we have seen in Chapter 11, the Load Balancer service uses the system’s load balancer (for example, GCP’s HTTP Load Balancer) to create endpoints for the workloads. The endpoints can be provided with static or dynamic IPs depending on resource availability. The load Balancer service also creates a NodePort and ClusterIP service to function smoother. It is time to test it in practice.

We will take an example of our good old WordPress and MySQL. This example is divided into two parts: frontend and backend. The frontend of this example is deployed as WordPress and the backend as MySQL database. Let us start with the backend. First, open the cloud shell in your GCP project and create a password for MySQL database and package it as a secret object using the following command:

kubectl create secret generic mysql-pswd --from-literal=password=abc@123

After executing the command, you shall receive the outcome something like the following screenshot:
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Figure 13.27: MySQL password secret

We want to deploy MySQL as deployment in Kubernetes, so the YAML manifest file for it has many familiar terms, as shown in the following code:

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: mysql-db

5.   labels:

6.     app: wordpress

7. spec:

8.   selector:

9.     matchLabels:

10.       app: wordpress

11.       tier: mysql

12.   strategy:

13.     type: Recreate

14.   template:

15.     metadata:

16.       labels:

17.         app: wordpress

18.         tier: mysql

19.     spec:

20.       containers:

21.       - name: mysql-container

22.         image: mysql:5.6

23.         env:

24.         - name: MYSQL_ROOT_PASSWORD

25.           valueFrom:

26.             secretKeyRef:

27.               name: mysql-pswd

28.               key: password

29.         ports:

30.         - containerPort: 3306

31.           name: mysql-container

32.         volumeMounts:

33.         - name: mysql-volume

34.           mountPath: /var/lib/mysql

35.       volumes:

36.       - name: mysql-volume

37.         emptyDir: {}

We have set the deployment strategy to replace the old version with the new one whenever the deployment receives an update. The secret we created earlier is fed as an environment variable in the mysql container. Then an emptyDir storage is mounted on the container to backup the data of the MySQL database. To make database pods talk with each other, we need to create a headless service with no ClusterIP. Doing so keeps the backend isolated from the external traffic. To create this service, follow the service object definition YAML as follows:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: mysql-db

5.   labels:

6.     app: wordpress

7. spec:

8.   ports:

9.     - port: ٣٣٠٦

10.   selector:

11.     app: wordpress

12.     tier: mysql

13.   clusterIP: None

This is all we need for our backend part of the application. For the front end, we have a WordPress deployment and a Load Balancer service using Google’s external HTTP(s) Load Balancer.

To create a WordPress deployment, follow the YAML file:

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: wp-frontend

5.   labels:

6.     app: wordpress

7. spec:

8.   selector:

9.     matchLabels:

10.       app: wordpress

11.       tier: frontend

12.   strategy:

13.     type: Recreate

14.   template:

15.     metadata:

16.       labels:

17.         app: wordpress

18.         tier: frontend

19.     spec:

20.       containers:

21.       - name: wp-container

22.         image: wordpress:4.8-apache

23.         env:

24.         - name: WORDPRESS_DB_HOST

25.           value: mysql-db

26.         - name: WORDPRESS_DB_PASSWORD

27.           valueFrom:

28.             secretKeyRef:

29.               name: mysql-pswd

30.               key: password

31.         ports:

32.         - containerPort: 80

33.           name: wp-container

34.         volumeMounts:

35.         - name: wp-volume

36.           mountPath: /var/www/html

37.       volumes:

38.       - name: wp-volume

39.         emptyDir: {}

For this deployment, the deployment strategy is also set to recreate. There are two passwords set for this deployment: the frontend host and the other one for the MySQL database. These passwords are necessary to grant the authorized access to the frontend as well as the backend deployment. To create the Load Balancer service, follow the object definition YAML:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: wp-frontend

5.   labels:

6.     app: wordpress

7. spec:

8.   ports:

9.     - port: 80

10.   selector:

11.     app: wordpress

12.     tier: frontend

13.   type: LoadBalancer

The type of service is set to LoadBalancer. This is the only change we need to make (apart from the container port declaration) in the standard service object definition YAML. When working on any cloud infrastructure, the LoadBalancer service object is configured using the native network load balancer. GCP offers four types of Load Balancers: External HTTP(s), Internal HTTP(s), External TCP/UDP, and Internal TCP/UDP. All of them are divided based on the type of traffic and the direction of the traffic they load balance.

In GCP, External HTTP(s) Load balancing is implemented on GFE (Google Front Ends). It is an infrastructure service used as the reverse-proxy solution for the incoming requests on GCP. Requests forwarded by GFE are received by External HTTP(s) Load Balancer whose scope is set to Global. It distributes the received traffic to the different parent instance groups located in different regions. Internal HTTP(s) Load Balancer located in these regions receives this traffic and forward it to the middleware instance groups.

We can create these objects simultaneously by giving the entire directory containing object definition files as the input in the following command:

kubectl apply -f ./

The outcome of the above command should look like the following screenshot:
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Figure 13.28: Creation of WordPress-MySQL objects

When the LoadBalancer service gets created, Google Cloud Controller wakes up and provision a network load balancer with a static IP accessible outside the scope of your GCP project. We can fetch this IP from the home page of Services and Ingress in the GKE dashboard. Click on it, and you should be able to get the external IP of your Load Balancer service shown in the following screenshot:
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Figure 13.29: Service and Ingress GUI

When we describe the wp-frontend service, we get the details about the provisioned Load Balancer, its External and Internal Ips, and details about the external endpoint as shown in the following screenshot:
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Figure 13.30: Details of the wp-frontend load balancer service

After receiving the Load Balancer IP and port combination, the only task to do is ping that IP address. Open up the web browser and hit the Load Balancer IP on port 80, and the outcome you receiver should look like the following screenshot:
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Figure 13.31: WordPress launched

Let us understand what happened here. We (the external clients) sent the HTTP GET request to the Load Balancer service using the IP address and the TCP port. The GET request was forwarded to one of the WordPress pods on port 80. The container fetches the requested data and sends it to the client as a POST request.

Working with the Ingress

Ingress is a Kubernetes networking object that manages external access of workloads (HTTP and HTTPS) by setting up a set of traffic rules for the services connected to them. Ingress object does not expose any arbitrary ports or protocols of services associated with it. It also gives externally accessible URLs, HTTP and HTTP(s) traffic load balancing, name-based virtual hosting, and SSL/TSL certificates for request termination.

To create an ingress object, you first need to deploy an ingress controller. Ingress controller is responsible for creating and configuring external or internal HTTP(s) Load balancer based on the configurations provided by the ingress object. Unlike other objects, ingress controllers are not initiated by kube-controller-manager when we bootstrap the cluster, but GKE already has a default ingress controller. Kubernetes support various kind of third-party ingress controllers.

Before creating the ingress object, we need to have an operational deployment to which we can send requests to access it. For this example, we are going to use the standard example of hello-app provided by Google. This Docker Image contains the HTTP server implementation, which responds to all HTTP requests with a standard response of “Hello, World!”. Following is the YAML file for hello-app version 1.0:

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: web

5.   namespace: default

6. spec:

7.   replicas: ٣

8.   selector:

9.     matchLabels:

10.       run: web

11.   template:

12.     metadata:

13.       labels:

14.         run: web

15.     spec:

16.       containers:

17.       - image: gcr.io/google-samples/hello-app:١.٠

18.         imagePullPolicy: IfNotPresent

19.         name: web

20.         ports:

21.         - containerPort: 8080

22.           protocol: TCP

It is the standard YAML file to create a deployment object. We have configured the container’s port 8080 for communication purposes. This deployment deploys version 1.0 of hello-app. Create the deployment using kubectl apply command and verify it by navigating to the home page of Workloads as shown in the following screenshot:
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Figure 13.32: Operational deployment

The default ingress controller of GKE only supports either NodePort or LoadBalancer services as the one EndPoint for the application pods to create a NodePort service. Following is the YAML file for the NodePort service:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: web

5.   namespace: default

6. spec:

7.   ports:

8.   - port: ٨٠٨٠

9.     protocol: TCP

10.     targetPort: ٨٠٨٠

11.   selector:

12.     run: web

13.   type: NodePort

Use the kubectl apply command with -f flag and the name of the NodePort service object’s YAML to create this service. Since it is a NodePort service and we have not mentioned any NodePort, GKE will randomly select a port between 30000 and 32676 to be assigned as the NodePort to make the service available on every node of the cluster.

To find out NodePort, list out the services running on GKE with kubectl get svc command, and the outcome should look like the following screenshot:
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Figure 13.33: Creating the “web” service

We got the NodePort 31800 allocated on every node for our service. But we have not received any external IP, which means that simply creating a NodePort service will not help us expose our application outside of the GKE cluster. We still need to create an ingress object.

There are two ways to create Ingress in GKE: creating the object definition YAML file (just like the other Kubernetes objects) and using the Google Kubernetes Engine GUI. To make this process easy and fun, we will opt for the second way.

To create an ingress object in GKE, go to the Services and Ingress page, select the service and click on the Create Ingress option on top of the web page. Once you click on it, you should be able to see the webpage shown in the following screenshot:
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Figure 13.34: Creating a K8s ingress

The process of ingress creation has three steps: Back-end configuration, Host and Path rules configuration, and Forwarding rules. Backend configuration consists of a list of backend services to which the ingress object will forward all the received request. The host and path rules are used to determine the direction of your traffic. You need to mention the paths associated with your backend services where you want to direct the HTTP requests in this step. There are three pathTypes supported in GKE:


	Prefix: Matched based on a URL path prefix split by/with case sensitivity.

	Exact: Matches the URL path with case sensitivity.

	ImplementationSpecific: Matches the pathType defined in the IngressClass. It can be a separate pathType, Prefix, or Exact pathType.



If there are any hostnames configured for the received IP address, we need to explicitly mention each host with its relevant path for its respected backend service.

If the requested host and path combination does not exist, all requests are directed to the defaultBackend service (when we receive a 404 error page!).

In this example, we do not have any other backend services to configure, so the defaultBackend service is set to the same backend service we have configured. The webpage to configure host and paths looks like the following screenshot:
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Figure 13.35: Host and path rule configuration


Note:

https://kubernetes.io/docs/concepts/services-networking/ingress/#path-types



After finishing two steps, the final step shows us the preview of the ingress object configuration. The preview should look like the following screenshot:
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Figure 13.36: Final ingress configuration

The frontend is the external HTTP Load Balancer which receives the IPv4 address once created and configured with the ingress object. We only have a single host and path rules that allow us to send requests to all the possible paths of the service. The backend service has 3 running pods connected to it via port 8080. These are the steps you need to perform to create an ingress object for a deployment running on a GKE cluster. Press the create button to create the basic-ingress object, and the outcome of it should look like the following screenshot:
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Figure 13.37: Basic ingress created

The basic-ingress object for our GKE cluster gke-cluster-001 is in the creation process because the GKE ingress controller creates and configures an external HTTP(s) Load Balancer to route the external traffic received on its port 80 to the NodePort service (web) on its port 8080. After the successful completion of the creation and configuration of the load balancer, we can check out the details of the basic-ingress object, and they should look like the following screenshot:
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Figure 13.38: Inspecting ingress object

In normal situations, we can send a GET request to the application using the external IP address and can receive the server’s response as the POST request on our web browser. The response from the hello-app deployment should look like the following screenshot:
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Figure 13.39: Service version 1.0.0

We got a string, version number, and the Pod’s hostname who has responded to our GET request as a response to our request. Ingress controllers are bootstrapped with standard load balancing policies such as load balancing algorithms, backend weighing schemes, etc. Whenever there are many requests, the ingress object tries to load balance to the nearest instance from the origin of the client request to provide the fastest response possible. GKE also performs periodic healthchecks based on a set of healthcheck parameters for the backend services. Each backend service can have different healthchecks designed based on the most standard way to test the health of a backend service is by sending the GET requests to the / (root) location to the serving application pod. If the application is running normally, it will send HTTP 200 response and if it is not, you shall receive the error message shown in the following screenshot:
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Figure 13.40: Encountering 502 Server Error

This was a simple ingress object configured to direct traffic from a single IP address to a single backend service. But when we deal with a multi-tier application having multiple microservices running different tasks, we would want to keep things simple by having a single IP address to direct and load balance the external traffic received by the applications to these services. The simple fanout feature of Ingress can help us out.

A fanout configuration in ingress routes traffic received from a single IP address to more than one backend services based on the requested HTTP URI. We can understand this better using an example. Earlier, we deployed a sample hello-app of version 1.0 as deployment and created a NodePort service to expose it. Let us create another deployment to deploy hello-app version 2.0 and expose it by creating a new NodePort service. Follow the YAML files for the deployment web-2 below:

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: web-2

5.   namespace: default

6. spec:

7.   replicas: ٣

8.   selector:

9.     matchLabels:

10.       run: web-2

11.   template:

12.     metadata:

13.       labels:

14.         run: web-2

15.     spec:

16.       containers:

17.       - image: gcr.io/google-samples/hello-app:2.0

18.         imagePullPolicy: IfNotPresent

19.         name: web-2

20.         ports:

21.         - containerPort: ٨٠٨٠

22.           protocol: TCP

We have replaced the name of the deployment (web-2), Labels (run: web-2), image name (hello-app:2.0), and the container name (web-2). Follow the NodePort service object definition YAML:

1. apiVersion: v1

2. kind: Service

3. metadata:

4.   name: web-svc-2

5.   namespace: default

6. spec:

7.   ports:

8.  - port: ٨٠٨٠

9.     protocol: TCP

10.     targetPort: ٨٠٨٠

11.   selector:

12.     run: web-2

13.   type: NodePort

Use kubectl apply command to create both of these objects. To create the ingress object for web and web-svc-2 services, go to Services and Ingress page, select both service objects, and press the create button. Since there are two backend services, we have mentioned the host and path rules for them individually. Have a look at the following screenshot:
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Figure 13.41: Host and Path configuration for the Multi-path Ingress

We have set up the target path for web service as /*. Using wildcard * shows that we can send requests to all sub-paths under the root path, whereas for web-svc-2, we can send requests to all sub-paths under /v2 directory. Fill in other details as we have done in the previous example and create the ingress object. The result should look like the following screenshot:
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Figure 13.42: Listing out the Multi-path Ingress

We have received 2 entries in the Frontend column for our two backend services. The IP address to access both backend services is the same, but the paths are different. When we hit both URLs in the web browser, the outcome of http://34.120.182.95 should look like the following screenshot:
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Figure 13.43: Version 1.0.0 on the regular path

To access the other backend service, hit http://34.120.182.95/v2/ in a new browser window, and the outcome should look like the following screenshot:
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Figure 13.44: Service version 2.0.0 on the nested path

We got the server response from the web-2 deployment, which runs version 2.0 of the sample hello-app.

Persistent Volume

A Persistent Volume is a storage object used to provide persistent data storage in a Kubernetes cluster. It is considered the cluster resource, which means it exists outside Pods’ scope, making them independent of Pods. This way, even if the Pod is deleted or recreated, the pod data stored in the mounted PV does not get affected and can easily retrieve it back to the Pod. Persistent Volume Claims can dynamically provision persistent Volume or manually provisioned by a cluster manager. Earlier in Chapter 11, we had made the data persist even after the container crash using emptyDir Volume. This time, we will make the data persist even after the Pod crashes using Google’s persistent disk. The interface to access it is already available in GKE via the Container Storage Interface (CSI) module pods we had encountered at the beginning of the chapter.

In GKE, the default storage option used for PV is Persistent Disk (PD). They are independent network storage devices used by VM instances to accommodate the need of the physical disks for VMs on cloud infrastructure. The data stored on persistent disks are distributed across several physical disks located in zones and regions. The scope of these persistent disks is an important aspect the must be declared before using them. Persistent disks with a zonal scope can only store and share data among the selected zones.

In contrast, PDs with a regional scope can store and share data among all zones accumulated under that particular region. You can also have inter-regions PD to make your data available worldwide. Still, this aspect entirely depends on the storage requirements and the amount of exposure you want your application to face.

You can either create a new non-bootable PD to attach to your node, or you can mount an existing disk provisioned to any of your nodes in the cluster. The recommended approach is to create a new PD and set up its read and write restrictions. But for this example, we will utilize an existing PD provisioned by GCP to one of our cluster nodes. We need to find out the list of available disks for our GCP project, and you can use the gcloud command to get that list:

gcloud compute disks list

The execution of the preceding command gives us a list of computes disk that looks like the following screenshot:
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Figure 13.45: List of available persistent disks on GKE cluster

There are three types of storage disks available in GCP, and you can select any one of them while creating the new PD:


	Standard Persistent Disk (pd-standard)

	Balanced Persistent Disk (pd-balanced)

	SSD Persistent Disk (pd-ssd)



All nodes in our GKE cluster have standard persistent disks of 100GB attached storage capacity. These PDs are zonal persistent disks; the data stored on these disks cannot be accessed by any other instances apart from those deployed in the us-central zone. We will use one of these PD to create a persistent volume.

There is a default Storage Class available in GCP, which uses the standard PD as the storage option. This default class is used when there is no Storage Class mentioned in the Persistent Volume Claim (PVC). You can list out storage classes using the following command:

kubectl get storageclass

The outcome of the preceding command should look like the following screenshot:
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Figure 13.46: GKE storage classes

There are three storage classes available in this GKE cluster, along with the default storage class. The Provisioner column suggests the type of storage provisioner for the particular storage class. The default storage class has been provisioned by gce-pd Volume. Reclaim policy is used to show what to do with the provisioned persistent storage after using, and the default is DELETE. VolumeBindingMode shows how PVC should be provisioned and bound. The default action is Immediate. Volume Expansion field is set to true, which means that storage classes allow volume expansion.

To create a Persistent Volume Claim, follow the YAML file:

1. kind: PersistentVolumeClaim

2. apiVersion: v1

3. metadata:

4.   name: pv-claim

5. spec:

6.   accessModes:

7.     - ReadWriteOnce

8.   volumeMode: Filesystem

9.   resources:

10.     requests:

11.       storage: 1Gi

12.   storageClassName: standard

According to this claim, we want the standard storage class to provision 1Gi of persistent storage. The next step must be to create a persistent Volume to claim. Following is the object definition file for the Persistent Volume object:

1. apiVersion: v1

2. kind: PersistentVolume

3. metadata:

4.   name: my-volume

5.   labels:

6.     failure-domain.beta.kubernetes.io/zone: us-central1-c

7. spec:

8.   capacity:

9.     storage: 10Gi

10.   accessModes:

11.   - ReadWriteOnce

12.   storageClassName: standard

13.   gcePersistentDisk:

14.     pdName: gke-gke-cluster-001-default-pool-9ce22aad-626s

We have used PD attached to node 1 of our cluster to provision a 10Gi persistent volume. Ensure that the persistent Volume you are creating is in the same zone as your instances are in. Use the kubectl apply command to create PV and PVC objects, and the outcome should look like the following screenshot:
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Figure 13.47: Listing out available persistent volumes

To make a use of PV that we created, we will create a redis pod and mount this volume inside the redis container. The YAML file to create a redis pod with PV is as following:

1. apiVersion: v1

2. kind: Pod

3. metadata:

4.   name: redispv-pod

5. spec:

6.   containers:

7.     - name: redispv-container

8.       image: redis

9.       volumeMounts:

10.       - mountPath: «/data»

11.         name: my-pd

12.   volumes:

13.     - name: my-pd

14.       persistentVolumeClaim:

15.         claimName: pv-claim

We mention the name of the PVC that we created earlier to create a volume for this redis pod. Kubelet on the node where the Pod has been scheduled looks for the Volume associated with PVC mentioned in the YAML file. The storage class associated with this PV provisions the demanded storage from the provided persistent disk (aka GKE cluster node’s PD). Create the Pod using kubectl apply command, and you shall receive the confirmation message as shown in the following screenshot:


[image: ]

Figure 13.48: Creating Redis Pods

We can also find the location of the PV directory created on the GKE cluster node whose PD has been used as the storage option for redis pod. You need to go to Compute Engine | VM Instances page and SSH into the gke-gke-cluster-001-default-pool-9ce22aad-626s node. We will use the Linux command to list out all block storage devices connected to this particular node (VM instance), and the outcome should look like the following screenshot:
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Figure 13.49: Locating volume on the persistent disk

The last entry of this disk list gives us information about the provisioned storage (PV) location for the Redis pod. In other words, the data inside /data directory of the Redis container will be stored at this location on this GKE node. We can populate the /volumes directory with some data to see it getting propagated to the Redis container. Enter into the superuser mode to navigate to this location using the cd command and find the target directory as shown in the following screenshot:
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Figure 13.50: Populating the /volumes directory

We will populate the PV by creating 3 files using the touch command: foo.txt, foo_1.txt, and foo_2.txt. And the outcome should look like the following screenshot:
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Figure 13.51: Populating the persistent volume

We have successfully added some data to provisioned PV directory on the GKE cluster node. Close the SSH connection on the node and return to Cloud Shell to list the Redis container’s contents of /data directory. When you click on the exec option on the Workload homepage for Redis-pod, you should receive a Cloud Shell command to exec the container. Follow the modified command as shown:

gcloud container clusters get-credentials <gke-cluster-name> --zone <zone-name> --project <project-ID> && kubectl exec redispv-pod -c redispv-container -- ls /data

Replace the details about the cluster name, zone, and the project ID with your details and use the kubectl exec command to list contents of /data directory of redispv-container.

The outcome of this command should look like the following screenshot:
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Figure 13.52: Verifying the PV mount

redispv-container contains the data we created on the GKE node. PV has been successfully mounted on the target location inside the container. It will be interesting to verify whether it can persist the data after removing the container. To do so, We will delete the present Pod (use kubectl delete pod <pod-name> command) and create a new Redis pod using the same pod object definition file and will change the name of the Pod from redispv-pod to redispv-pod-001. Make these change in the pod object YAML file and use the kubectl apply command to create this new Pod.

After creating the new Redis pod, list out the contents of its data directory using the following command:

kubectl exec redispv-pod-001 -c redispv-container -- ls /data

The outcome of this command should look like the following screenshot:
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Figure 13.53: Verifying the data persistence after volume removal

The data is safe and sound. The same steps can also be performed on a locally bootstrapped K8s cluster with a few additional steps of writing a custom storage class for your storage type. You can also write a load balancer service on local K8s if you have your load balancer setup. But that is the beauty of the Cloud. It grants you the leisure of focusing on the application performance by taking care of mundane setups for you (or making them as easy as one click).

Conclusion

In this chapter, we set up our first managed K8s cluster on GKE and explored its operations. We saw how intuitive it is to use the GUI to observe the workloads or how easy it is to set up complex objects like load balancer services, Ingress or persistent storage of your choice. In the next chapter, we will understand more offerings of K8s on Cloud and discuss its pricing.

Multiple choice questions


	Which of the following is not a method of using Kubernetes?

	Bootstrapping on Linux Kernel

	Managed Kubernetes on Cloud

	Minikube with Linux Virtual Machine

	Running as a native windows application


Answer: D


	Which of the following Cloud Providers offer managed Kubernetes on Cloud as a service?

	Google Cloud Platform

	Amazon Web Services

	Microsoft Azure

	All of the above


Answer: D


	Which of the following workload objects is helpful to schedule ordered creation and destruction of pods?

	Replica Sets

	Stateful Sets

	Deployments

	Cron Jobs


Answer: B


	Which of the following objects on a managed Kubernetes environment provides an interface to occupy SSD and HDD outside the scope of pods?

	Volumes

	Secrets

	CSI

	CNI


Answer: C


	Which of the following load balancers are not offered by GKE?

	TCP

	HTTP

	TELNET

	All of the above


Answer: C




Questions


	Explain the Google Kubernetes Engine Architecture in detail.

	Write the YAML manifests for an nginx deployment and its load balancer service.

	Explain the difference between Node Security and Cluster Security.

	Explain the difference between Deployments and Stateful sets with example YAML manifests.

	Configure a hostpath ingress to serve Nginx and Apache webserver welcome pages on respective paths following a common load balancer IP.







CHAPTER 14

Containers in Production with GKE


Introduction

This chapter continues to explore the Google Kubernetes Engine (GKE) and takes its uses to a production-friendly environment. We start by understanding how the production environment differs from the development or testing environment and what are the general expectations from a production-ready container cluster. We move to tools and technologies, simplifying the execution of expectations from such clusters. By the end of this chapter, you will have matured your thinking as a K8s Cluster operator.

Structure

This chapter covers:


	Kubernetes in production environments

	High availability cluster in GKE

	Logging in GKE

	Monitoring in GKE

	Prometheus

	Understanding and working with Service Mesh

	Helm

	Continuous delivery using Spinnaker on GKE

	The bling-bling of billing



Objective

This chapter covers a lot of third-party tools and services. The objective of this chapter is not to make you the master of all trades but to provide enough introduction with examples that you can decide whether the tool is useful to you and if you should invest your time and/or resources in it.

Kubernetes in production environments

After successful development and testing, every application needs to be moved to the production environment to be available to the clients for monetization. While creating the application production environment, the following aspects are important to consider:


	The infrastructure should be secure and dynamically scalable

	The cluster should be highly available to avoid potential downtime

	The cluster should have sufficient logging and monitoring capabilities

	The cluster should have robust traffic management and service-to-service communication

	The cluster operations and application deployments should be easy to carry out

	The cluster should support a pipeline to integrate development and production



Even though Kubernetes is a highly efficient tool, it may not be sufficient to achieve all of the goals mentioned above at once. This is where third-party tools and services find their usefulness. Over time, K8s and cloud-native software have developed an ecosystem to enhance one another’s applicability and mitigate their flaws. This chapter will cover the significant players of the ecosystem, but before that, let’s discuss high availability for clusters.

High availability cluster in GKE

To understand the notion of high availability, it becomes crucial to understand when a cluster becomes unavailable. The cluster becomes unavailable in two cases:


	The workloads are overloaded

	The master components are not available



To avoid the master’s unavailability, GKE allows us to choose between regional and zonal clusters. So far, we have seen zonal clusters. Our previous zonal GKE cluster had 3 nodes and 1 master. While GKE does handle the scaling of K8s master resources, highly available clusters don’t wait for potential overload to occur. Regional clusters have at least one master in each zone (in the case of the asia-south1 region, the cluster would have one control plane in asia-south1-a, asia-south1-b, and asia-south1-c each). To determine which master would serve the request first, the masters perform a quorum (leader election similar to swarm managers). As the load increases, it scales the masters up. Once the control plane availability is taken care of, the focus can be shifted to workload availability. To prepare our workloads to meet any accidental or induced surges, we need to focus on a few design aspects while setting up the GKE environment.


	Types of the cluster: Whether your GKE cluster is spread across a zone (zonal cluster) or replicated across multiple zones in a region (regional cluster).

	Types of autoscaling: Whether your cluster scales up its resources like RAM, CPU, or Storage in the set amount of node instances (vertical scaling) or increases the number of node instance replicas (horizontal scaling).

	Healthcheck policy: What parameters and their values mark your cluster as healthy to operate. This is application specific. A mission-critical service may have a more stringent definition of calling itself healthy than a casual application.



The job of resizing the number of nodes in a node pool of a GKE cluster belongs to the cluster autoscaler. Based on the demands of the workloads, cluster autoscaler adds and optimizes nodes for your cluster. If the demand is high, it adds nodes to the node pool based on the defined machine template for VM instances in GCP, and if the request is low, it scales down the cluster to the minimum node count defined. When you create a new GKE cluster, you can enable the auto-scaling feature as shown in the following screenshot:
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Figure 14.1: Auto-scaling configurations for GKE cluster

The default number of nodes created for a GKE cluster is 3. Suppose you have calculated your resource requirements before deploying the workload. In that case, you can manually change the value of this field accordingly. Cluster autoscaler works on a per-node basis, which means that we need to specify the number of nodes (minimum and maximum nodes) for the target node pool. We can configure the cluster autoscaler for any node pool by selecting the Enable auto-scaling option in the Node pool details page during GKE cluster creation.

After getting configured for the given node pool, the cluster autoscaler continuously monitors the actual resource utilization of pods running on the nodes and nodes’ health to make decisions for making changes to the size of the node pool. If there are not enough resources to schedule pods on any of the nodes, the cluster autoscaler creates and adds new nodes based on the node configuration of the pool.

In the other scenario, if nodes are underutilized, the cluster autoscaler removes the unwanted nodes and brings the cluster back with the minimum size of the node pool. We can also configure the location for these new nodes by enabling the Specify node locations option. We can schedule the new nodes in other zones of the same region where the original zone is located. Zone availability is a vital parameter for cluster auto-scaling.

Nodes located at an unavailable zone are deleted and recreated in other zones until they reach the specified maximum number of nodes, which means that if we hit the max limit in all available zones, we cannot have any more nodes in that region. It sometimes becomes the reason for a failed scaling process.

It is equally important to take actions against underutilized resources. Any node with underutilized resources can be removed from the cluster to optimize the overall resource utilization. Cluster autoscaler uses profiles to strike a balance between what to remove and what to keep. Based on these profiles, it can save up the number of resources required to handle future deployments while handling the underutilized resources. There are two autoscaling profiles available in GKE:


	Balanced: This is the default profile.

	Optimize-utilization: This is a resource optimization-centric profile.



You can select any of the profiles based on requirements. You can select the type of profile under the Automation option as shown in the following screenshot:
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Figure 14.2: Auto-scaling profile selection for GKE cluster

For existing GKE clusters, you can edit these properties, such as autoscaling profiles and many more, by clicking on the pencil icon located in line with their respective names. Click on the name of the cluster that you want to edit, and you should be able to land on a webpage shown in the following screenshot:
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Figure 14.3: Enable Vertical Pod auto-scaling for existing GKE cluster

When we enable the Vertical Pod Auto-scaling, it leads us to a message window stating that the cluster autoscaler is taking charge to analyze and adjust the CPU and memory resource requests of running containers on our target node pool. When we save these changes, it leads us to a panel describing node auto-provisioning for this target node pool.

The panel looks like the following screenshot:
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Figure 14.4: Setup for node auto-provisioning for GKE cluster

Logging with GKE

Logs are an essential aspect of any kind of application. They are generally the go-to source for finding the root cause of any unexpected behavior. On top of that, logs can also be used to set up alerting and automated actions. While logs have their advantages, they also come with their fair share of challenges. Storing and sorting the logs and collecting the logs from simultaneously running distributed microservices can be troublesome, and this is where third-party tools come into the picture.

As the default logging solution for GKE, we have Cloud logging. It is a part of the Cloud Operation suite (formerly known as StackDriver), which is helpful to collect application and Kubernetes cluster logs for debugging and troubleshooting. Cloud logging is a fully managed service that provides real-time management of different log data from Kubernetes workloads, GKE environment (VMs), and other in-use GCP services.

For the latest, stable versions, the default logging solution for GKE clusters is Cloud logging of the Cloud Operations suite. Legacy logging service for Kubernetes clusters and workloads is deprecated, so it is highly advisable to keep Cloud Logging as the default logging solution for GKE clusters. While creating a GKE cluster, you can configure logging and monitoring on the Features page as shown in the following screenshot:
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Figure 14.5: Enable Cloud Logging for a GKE cluster

Container runtimes come with the native logging drivers to fetch logs from running containers and services. For example, Docker uses JSON-file logging driver as the default solution to fetch logs from containers and services and store them on the nodes on which they are running. When Docker is used as the container runtime for Kubernetes, unless modified, it uses the default JSON-file logging drivers to keep the log of containers running inside Kubernetes Pods.

The disadvantage of using a “local” logging driver is that it stores system and container logs in the disk memory of the respective node on which they are running, which makes them centrally inaccessible. As time goes on, the log entries keep increasing, which eventually consumes more node resources, leading to the lack of node resources for future deployments. Another thing to keep in mind is that if a pod is removed from the node, its container logs will also be deleted from the node’s memory.

When we use the Cloud Logging default logging solution, the GKE cluster creates the cluster-level logging by deploying a per-node logging agent to read container and system logs. These logging agents can read stdout and stderr container logs and forward them to Log routers for further processing. Log router checks each log entry that it receives against the rules to determine whether to discard or forward logs to Cloud Logging API.

After receiving different log entries, Cloud logging filters them out based on their parent resources and exports them to their respective destinations such as Cloud storage, BigQuery, Pub/Sub, and Log buckets using the LogSink object. LogSink has information about the parent resource of the log, its destination with the location, writer’s identity, and log exclusion filter details. If there are no other storage facilities configured to the GKE cluster, Cloud logging uses log buckets as containers in the GCP project to store and organize the logs. These logs are indexed and optimized in a way that we can quickly analyze them in real-time.

By default, GKE collects logs for the workloads deployed on it, but sometimes such application logs are not needed for analysis. For such reason, we can control the type of logs collected by Cloud logging by changing the type of logging for the cluster. We can either set it while creating the cluster or edit it for the existing cluster. There are mainly four and in total five types of logging and monitoring services of Cloud operation:


	System and workload logging and monitoring (default selection)

	System and workload logging only (Monitoring disabled)

	System monitoring only (Logging disabled)

	System logging and monitoring only

	Legacy logging and monitoring



There are various third-party logging agents available in Google’s marketplace, which we can use for a better logging experience. One of them is fluentd. It is an open-source data collector tool that unifies all facets of log data processing (such as collection, filtering, and exporting) across the cluster. Fluentd adds a unifying logging layer between the log data source and the backend systems, which puts these systems at lower risk of getting any direct lousy log data entries.

In this section, we are going to install a customized fluentd logging agent for our GKE cluster. We will deploy fluentd as a daemonset on every node of the GKE cluster, which collects different log data (system and workload logs) and sends it to the cloud logging service.

The first step to install fluentd would be cloning its repository from Google Cloud platforms official Github account. Clone the GitHub repository for fluentd by executing the following command in your Cloud Shell window:

git clone https://github.com/GoogleCloudPlatform/kubernetes-engine-customize-fluentd

After cloning the repository to our GKE cluster, we should be able to find /kubernetes directory containing fluentd configurations YAMLs and a test application YAML on our system as shown in the following screenshot:
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Figure 14.6: Fluentd configuration files

The configurations that fluentd uses to watch and collect container logs are all defined in the fluentd-configmap.yaml file. Container runtime is responsible for fetching and storing container log data at a particular location on the node machine. For example, if the container runtime for the GKE cluster is set as Docker, the container logs are stored at /var/lib/docker/containers directory as log files.

For a standard Kubernetes cluster (bootstrapped by kubeadm), the node’s kubelet creates a symbolic link to these log files to a different location on the same node under the /var/log/containers directory. Every symbolic link is created in a particular format <POD_NAME>_<NAMESPACE>_<CONTAINER_NAME>.log to make the log data collection process smoother. This /var/log/containers directory on the cluster node is mapped to the /var/log directory in the container running Fluentd instance, thus, we end up collecting logs of containers running on that particular node.

The logs in fluentd containers are tagged in a particular format for the record reformer to extract essential details like pod names, namespace names, and container names and map in a format: k8s_container.<NAMESPACE_NAME>.<POD_NAME>.<CONTAINER_NAME> which are known to Cloud Logging API. Also, Fluentd instances must be running on each available node of the cluster. To do that, we deploy them as a daemonset whose object definition file is defined as fluentd-daemonset.yaml.

We are also going to create a test deployment workload that emits random logging statements. The source code for this deployment is located at test-logger.yaml file, which is presented in the following code:

1. apiVersion: apps/v1

2. kind: Deployment

3. metadata:

4.   name: test-logger

5. spec:

6.   replicas: 3

7.   selector:

8.     matchLabels:

9.       component: test-logger

10.   template:

11.     metadata:

12.       labels:

13.         component: test-logger

14.     spec:

15.       containers:

16.         - name: test-logger

17.           image: gcr.io/cloud-solutions-images/test-logger

We will create all of these Kubernetes objects at once by using the following command:

kubectl apply -f kubernetes/.

The output of the above command should look like the following screenshot:
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Figure 14.7: Fluentd Kubernetes object creation

After creating fluentd configmap, daemonset, and the test deployment, when we list out pods of all namespaces, we should witness the result as shown in the following screenshot:


[image: ]

Figure 14.8: List of Fluentd object pods

Based on the age of the pods, we can filter out 3 Fluentd pods running in the kube-system namespace and 3 test-logger deployment pods running in the default namespace. Kubernetes clusters created on GKE come with a Fluent Bit logging collector and processer. It is a light-weighted log collector that collects container and system logs from different nodes in the GKE cluster and forwards the data to Fluentd for aggregation, processing, and routing to the supported destinations. Some of the features of Fluent Bit, such as small footprint, unstructured data formatting, aggregation from multiple data sources, security, are the suitable reasons to use it with the combination of Fluentd to achieve high performance in K8s clusters.

Since the test-logger deployment is running successfully for some time, it might have generated a few log entries to analyze. We can check out the logs for the GKE cluster by accessing the logs option for the cluster as shown in the following screenshot:
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Figure 14.9: General logs of the GKE cluster

We got a long list of general cluster logs. To get a detailed view of these logs, click on the expand window option on the top right side of the log window. It will redirect us to the homepage of the Cloud Logging service.

Logs Explorer is the intuitive GUI for the Cloud Logging service. We can watch, parse, retrieve, analyze different kinds of log data here. The entire window of Logs explorer is divided into multiples sections delivering different functionalities. They are as following:


	Action Bar: This section consists of features to manage and control the appearances of log entries. OPTIONS tab consists of the information about the legacy Logs Viewer, a summary of the new logging features, and a way to send feedback to Google Cloud Platform. REFINE SCOPE is used to refine the scope of logs within the Cloud project or the storage views. In this example, the scope is set to Projects which means we can search for logs only within the current Cloud project.
We can create a short URL of the current query by using SHARE LINK to share it with others effortlessly. We can restrict the query results within a specified time range by setting the Time-range selector. For this example, the Time-range selector is showing the query results of the past 1 hour. We can change the Log Explorer’s layout by selecting the PAGE LAYOUT option. In the end, we have a navigate to the documentation for Cloud Logging by using the LEARN option.


	Query Builder: This is the space where we can craft our queries about the received log data. A query is a string containing an expression that is used to filter out logs based on it. Query Builder is located on the top of the window and below the Action bar, as shown in the following screenshot:
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Figure 14.10: Query Builder in Cloud Logging

A simple example for a query is as follows:

[FIELD_NAME] [OP] [VALUE]

resource.type = “k8s.container”

During the query matching, a comparison takes place with the help comparison operator (=) between the entered value (k8s.container) and the entered pathname of a field in a pool of log entries (resource.type). As a result, we shall receive log entries of the k8s.container resource type in the Query Result window.

Let us understand query building by creating a short query to get the logs of any node of our gke-cluster-001 cluster. Navigate to the Query Builder pane and build the following query:

resource.type= “k8s.node”

resource.labels.node_name=””gke-gke-cluster-001-default-pool-2ec1979d-mh1l”

When you run this query, the outcome looks like the following screenshot:
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Figure 14.11: Outcome of a log query


	Log fields: It is a simple, graphical way to query logs. The queries that we build in Query Builder are populated and updated in Log fields. We can also add fields from Log Fields to Query Builder to narrow down the query results.
The layout of Log fields looks like the following screenshot:
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Figure 14.12: Log Field pane in Cloud Logging

If there is no query defined, the Logs Field will display queries by the resource.type and severity.


	Histogram: As the name suggests, this pane lets us visualize the distribution of logs over time. The Histogram pane looks like the following screenshot:
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Figure 14.13: Histogram pane in Cloud Logging

Each histogram bar represents a time range on the X-axis and the number of log entries received on the Y-axis. The color of these histogram bars represents the severity of the log. Blue bars represent DEFAULT, DEGUB, INFO, AND NOTICE logs. Yellow bars represent WARNING logs. Red bars represent ERROR, CRITICAL, ALERT, AND EMERGENCY logs. We can change the timeline by moving forward or backward by using the forward (>) and backward (<) arrows. Also, we can expand or narrow down the range of data shown between a timestamp by zooming in and out.


	Query Results: This is the showdown pane that we will use most of the time while working with various log entries. Query Results pane looks like the following screenshot:
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Figure 14.14: Query result pane in Cloud Logging

Query results pane is now streaming logs as a result of a matched query. According to that query, we requested for logs of containers (resource.type) named as test-logger (resource.labels.container_name) and are running in the default namespace (resource.labels.namespace_name) of the cluster named gke-cluster-001 (resource.labels.cluster_name). These are the random log entries generated by the test-logger deployment.

When we expand these log entries, the outcome looks like the following screenshot:
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Figure 14.15: Expanded Log entry in Query results

Log entries in Cloud Logging are structured in JSON format because it provides a more human-friendly approach to write and handle multiline log data than a simple text format. Each log entry is made up of metadata and payload. Metadata includes the standard information about the log entry, such as its creation time, whereas payload is the event (represented as a string or a hash) that has been recorded.

There can be multiple types of payloads for a single log entry. The textPayload field shows the event (the message string) that has been recorded by this log entry. The insertId is a 16 character unique identifier for the log entry to avoid duplication among log entries sharing similar values. The labels are key:value pairs that provide additional details about the log entry. We can use these labels while building up the query for a particular resource.type to narrow down the query results. The severity of this entry falls under INFO, which means that it represents routine information about the process. If you want to know more about different log severities and what they represent, check out the link of its documentation in the note-box at the end of the page.





Note:

Types of Log Severities in GCP:

https://cloud.google.com/logging/docs/reference/v2/rest/v2/LogEntry#logseverity



Logs dashboard

Following the trend, we even have log dashboards to get a high-level overview of systems running on Google Cloud. It provides us with different bar charts representing the severity of each cloud resource over an interval of time. There can be occurrences where we will need to integrate various Google Cloud API to our Kubernetes workload to deploy the applications successfully. Monitoring K8s resources alongside the used Google Cloud resources can expedite the process of initial analysis. This dashboard primarily focuses on the following set of cloud resources:


	Compute Engine

	App Engine

	GKE

	Cloud Load Balancing

	Cloud SQL

	BigQuery



Following are the charts for GKE cluster logs, GKE cluster errors, GKE container logs, and GKE container errors:


[image: ]

Figure 14.16: Cloud Logging Logs Dashboard

All of these charts can be downloaded in PNG format for easy shareability. In the GKE container errors chart, all running containers of the GKE cluster are represented here with unique colors. This way, we can quickly locate the resource type and its name and can further take the necessary measure.

Logs Router

As we have seen earlier, Logs router works as a gateway between the Log data source and Cloud Logging service. It performs checks on received log data against the predefined Sinks and decides on whether to forward the log entry to Cloud Logging to store.

For every Google Cloud project, Cloud Logging creates two log buckets to store logs: _Default and _Required. Also, It creates two log sinks named _Default and _Required to route logs to the respective log buckets. We can create user-defined log buckets and their corresponding sinks to get more control over logs’ routing and storage process.

When we click on the Logs Router tab on the Cloud Operations Logging homepage, the home page for Logs Router looks like the following screenshot:
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Figure 14.17: Homepage of Logs router

_Required log bucket is used to store critical system logs, such as Admin Activity Audit Logs, System Event audit logs, and Access Transparency audit logs. These logs are retained for 400 days, and we cannot modify the retention period. Also, we cannot make any changes or delete _Required log bucket and sinks related to it.

On the other hand, _Default log bucket ingests (stores) those log entries rejected by _Required log bucket. Logs in _Default log bucket are retained for a flexible period of 30 days. We cannot delete _Default log bucket, but we can modify the _Default sink. If we do not want to create any user-defined log buckets for our GKE cluster logs, we can configure the _Default log bucket as the log storage solution.

Monitoring in GKE

Monitoring may sound like a luxury when you run a single pod or two. Still, as the application scales up, the monitoring dashboards are the most comprehensive way to observe the application performance and resource status. They also help us layout a big picture that can enhance the precision of analysis and reduce the chances of misleading interpretations of the situation.

Monitoring resources of a Kubernetes cluster allows easing the management of the containerized applications by keeping track of the utilization of various cluster resources such as CPU, memory, and storage. We can set up alerts to send notifications when any resource consumption reaches the critical limit, when the resource is underutilized, or when due to any reason, pods or nodes are unavailable.

For GKE clusters, we have the Cloud Monitoring service of the Cloud Operation suite. When Cloud Monitoring is integrated into the GKE cluster, it collects various data of Kubernetes workloads, the GKE cluster, and different Google Cloud API used by the GKE cluster. Just as Cloud Logging, we can navigate to the dedicated Cloud Monitoring homepage, which looks like the following screenshot:
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Figure 14.18: Homepage of Cloud Monitoring

Cloud Monitoring consists of various services and features to support and optimize the overall resource monitoring process, and they are as follows:


	Dashboards

	Services

	Metrics explorer

	Alerting

	Uptime checks

	Groups



Dashboards

Dashboards are the simplest and most optimum way nowadays to view and analyze critical metric data. Cloud Monitoring comes with a set of predefined dashboards for a few standard Google Services. Also, we can set up custom dashboards to display custom resources with the selected metrics. We can also create dashboards from configuration files. The default view for the dashboard home page looks like the following screenshot:
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Figure 14.19: List of preexisting monitoring dashboards

These pre-designed dashboards are available (including the GKE dashboard) for some critical Google Cloud resources, such as VM instances, Disks, and Firewalls. What interests us the most is the GKE dashboard. When we navigate to it, it looks like the following screenshot:
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Figure 14.20: Homepage of GKE cluster dashboard

All the Kubernetes resources, such as workloads, Kubernetes services, namespaces, nodes, pods, and containers, have been listed here with the associated resource information. For example, all the running nodes in our GKE clusters are listed here with different matrics and current values. The default metrics for any resource are CPU and memory utilization, disk utilization, Error logs, Container restart count, and associated alerts. When we expand this panel, it looks like the following screenshot:
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Figure 14.21: CPU and Memory utilization monitoring of GKE cluster nodes

As we expand details of any of these nodes, the outcome looks like the following screenshot:
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Figure 14.22: Expanded details of CPU and memory utilization of one of the GKE cluster nodes

For any Kubernetes node, the most critical aspect that needs continuous monitoring should be its CPU and memory utilization. Containers scheduled on cluster nodes request CPU and memory resources from the node’s resource pool. When these requests exceed the set limit, the node might reach the OOM state, leading to the termination of many application containers to free up node resources. It may affect the performance of the application due to the removal of some essential containers. To avoid such situations, we can take the help of Cloud Monitoring to monitor the node’s resources and make quick decisions to avoid any harm to the application.

Dashboards use different types of charts known as dashboard widgets to represent data. Currently, supported charts are as follows:


	Line Chart: A line chart is used to monitor changes in resource data over a continuous period. Different data values are plotted as points that are connected using line segments. Following is the sample line chart that is available in Cloud Monitoring:
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Figure 14.23: Line chart in Cloud Monitoring

Figure 14.23 shows the CPU utilization of every GKE cluster node. All three nodes’ CPU utilization is represented by different colored lines against the defined period. The X-axis shows the time, and Y-axis shows the CPU utilization in numeric % values. There are multiple configurations, such as getting an x-ray version of a colored chart or displaying statistical measures of the resource available to modify this chart according to user requirements.


	Stacked area chart: A stacked area chart is similar to the line chart regarding how the data is plotted in the chart. The only difference is that it is used to plot quantitative data values over a period where they are represented with a different band of color.
The following screenshot shows the sample stacked area chart in Cloud Monitoring:
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Figure 14.24: Stacked area chart in Cloud Monitoring

The stacked area chart is helpful when we want to represent the change in the volume of data over a period rather than focusing on individual data values:


	Stacked Bar chart: The stacked bar chart is the extension of the standard bar chart. Each bar of the standard bar chart is divided into sub-bars, stacked on top of the other sub-bar, and represents different categorical variables. The following screenshot is an example of a stacked bar chart representing the CPU utilization values of different GKE cluster nodes:
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Figure 14.25: Stacked bar chart in Cloud Monitoring

Each bar in Figure 14.25 is divided into three sub-bars (filled with different colors) representing the CPU utilization of each cluster node.


	Heatmap chart: The heatmap chart is a two-dimensional graphical representation to display the distribution of resource metric data over time. The color-coding method is used to represent the concentration of data values at a time. This chart can only represent distributed data such as server processing time or RTT for VMs. In our case, we have used a heatmap chart to represent the measured RTT (round-trip-time) latency over a TCP connection between VM instances (GKE cluster nodes) spawned in Google’s data centers. The RTT latency heatmap for our GKE cluster looks like the following screenshot:
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Figure 14.26: Heatmap chart in Cloud Monitoring

The heatmap chart uses different colors to represent a range of data based on the selected color theme. A white overline percentile line represents data covered under different data ranges (50th to 90th percentile).
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Figure 14.27: Heatmap chart with overline percentile line


	Gauge chart: The gauge chart is used as the warning and danger indicator for the resources. It uses color codes to represent the resource metrics over the selected interval of time. Also, we can set the color-coded threshold values for resource metrics. There are multiple gauge charts available such as speedometer, rating meter, quarter gauge chart, and liner gauge chart.
The following screenshot is an example of the speedometer gauge chart used to represent the mean value of CPU usage of all VM instances in the cloud project:
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Figure 14.28: Gauge chart in Cloud Monitoring




There are two threshold values for the CPU usage metric in this gauge chart: warning (represented as a yellow color arc) and danger (represented as a red color arc). If the CPU usage exceeds the soft limit, its value shows in the yellow part, and if it crossed the hard limit, we get notified about it when it reaches the red part.

Services

Service monitoring is another essential aspect that helps us to keep our applications optimized and robust. In the present times, when most organizations are migrating to container-based application development and deployments to develop their products, we need an optimal solution that monitors different metrics of the services running our applications.

Cloud Monitoring’s Service monitoring feature helps us monitor services through different service monitoring components such as SLI (Service-level Indicator), SLO (Service-level object), and error budget. It has been a market practice that when a company offers a service – whether it is through the cloud or traditional infrastructure, it provides its clients with a Service-level Agreement (SLA) that defines various service levels (metrics) regarding the service.

SLA is a legal agreement between the service provider and the client on mutually agreed conditions which may consist of legal consequences that both parties can face if they fail to live up to the promises. If SLA is the formal agreement between the service provider and consumer, SLO is an agreement within the SLA about a specific service metric. SLO is more of a consumer-friendly agreement that works as a guideline for the developing team to deliver the most reliable services to their consumers. The clearer the SLO is, the easier it becomes to understand for developers.

To decide the success of the SLO, we need a mechanism that can check whether the service levels are under safe limits, and this mechanism is known as the SLI. SLI shows the primary aspect that has been set as the performance goal for the service. In Cloud Monitoring, we can set SLI and define a service metric for that SLI to be monitored. There are three default metrics available: Availability measures how available the service was to users, Latency measures how quickly the service responded to the user requests, and custom metrics. After setting up these metrics, we need to set up the performance goal for the service. It ranges between 0 and 100%, and you can set up this value based on the performance restrictions you want to impose.

Most services have a loose but satisfactory value set as the performance goal based on the available service resources. As the demand increase, we can set a more strict performance goal to improve the quality of the service. Figure 14.29 shows the custom SLO created for the kube-system service of the K8s cluster along with the monitoring data of its various resource metrics:
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Figure 14.29: Service-level Object (SLO) for a Kubernetes service

Metrics explorer

When we want to monitor a specific resource and its metrics quickly at a particular time interval, we can use Metrics Explorer. It can help us create, save, share, and configure different charts for various resource metrics not mentioned in the main dashboard. The Metrics Explorer GUI is primarily divided into two parts: configuration pane and chart pane. Following is the screenshot of a Metric explorer webpage with a resource query and its representation as a line chart:
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Figure 14.30: Visualization of a resource query in Metrics Explorer

The left pane can select the resource and its metrics and a few more configuration details. The right pane shows the Line chart created by observing the set resource metrics for the configured period. We can save this chart and make it available on our dashboard, and we can also share this chart by creating a shareable URL. We can also set a few chart-related options such as the color mode, a comparison between the past chart, and the representation of any set threshold value.

Alerting policy

Alerting policy is a combination of conditions that trigger alerts and actions (such as a notification by email) to take when such triggers occur for the concerned resource. Alerting functions perform a continuous examination of attributes, capacity, and performance of resources. An alert policy consists of a list of actions to take when alerts are received. Typically, these actions send a notification message to mobile devices, slack channels, emails, webhooks, SMS, and Cloud Pub/Sub service.

The following screenshot shows the homepage to create a new alerting policy for kubernetes containers of our K8s cluster:
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Figure 14.31: Creation page for alerting policy for Kubernetes containers

There is a four steps process that we need to follow to create an alert policy for any Kubernetes or Google Cloud resource:


	The target resource

	A set of alert conditions for the target resource

	Actions to take against the alerts

	Notifications channels



In Figure 14.31, we create an alert policy for the resource-type kubernetes containers to watch their memory usage. When you add an alert condition, it asks about the target resource and the metric we want to monitor (just how we mentioned it in the Metrics Explorer). For the next step, we need to set the condition trigger for this alert policy. There are four condition triggers available with the Cloud Monitoring tool:


	Percentage of the time series violation

	Number of time series violation

	All-time series violation

	Any time series violation



These condition triggers define which time series can invoke the trigger of the alert policy. The configuration for our alerting policy is defined in the following screenshot:
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Figure 14.32: Alerting policy configuration setup

We can break down the condition for this alerting policy as monitor the most recent mean value of the memory usage by Kubernetes containers, if the memory usage goes above the threshold value (~100MB) at any time, invoke the trigger and send the alert. The preview chart pane shown in Figure 14.33 represents the threshold value with a dotted red line in the line chart of memory usage by Kubernetes containers:
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Figure 14.33: Threshold value for the alerting policy

All alert conditions are divided into two types: metric absence and metric threshold. The type of condition we created with our alert policy is the metric threshold that triggers the alert for the resource metric if its value rises above or falls down a threshold value over a specific period.

On the other hand, metric absence, as the name suggests, triggers the alert for the resource metric when the metric has no data after generating at least one data value over a specific period. After defining the notification channel and naming the alert policy, it looks like the following screenshot:
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Figure 14.34: Notification setup and metadata for the alerting policy

Once the alert policy is created, it starts to monitor the configured resource metric and send an alert on the notification channel if its value goes above the threshold value, as shown in the following screenshot:
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Figure 14.35: Details of the HighMemory alerting policy

When the memory usage metric violates the alert policy, it creates an incident. The alert is sent to the configured notification channel. The following screenshot shows the state of alerting policy after receiving a bunch of policy violations:
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Figure 14.36: List of policy violations and their information

Uptime check

The name of this feature itself explains its functionality. Uptime check is used to send a test request to a resource to check whether it responds. In typical cases, this feature is used to determine the availability of the resource. We can also create an alert policy uptime check to monitor its operation and send alerts if it fails.

Groups

It is another helpful service of Cloud Monitoring that allows grouping a set of resources as a group. For example, we have around 50 K8s containers running on all three cluster nodes, and we want to monitor their memory usage and CPU usage. Creating charts for each container for these two entities can take an enormous amount of our precious time, and it is not a feasible solution over time.

Once we group all kubernetes containers as a single resource group, we can create various charts to monitor their resources with a single query.

The following screenshot shows the group of kubernetes containers and their memory and CPU usage charts:
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Figure 14.37: Key metric monitoring of a group of Kubernetes resources

To gain more granular control over these resources, we can also create sub-groups from the parent group. We can also define standard alert policies for the group that sends us the alerts regarding some standard metrics such as over or under memory and CPU resources usage.

Prometheus

Prometheus is an open-sourced system monitoring and alerting toolkit originally built to monitor SoundCloud’s (A renowned audio distribution and music sharing platform) microservice architecture-based system. Later on, it graduated from CNCF (Cloud Native Computing Foundation) and now serving as one of the most prominent monitoring solutions for Kubernetes.

Prometheus uses the multi-dimensional data model to store the data as time-series (A series of data points listed over a period for the same resource metric) of the resources discovered by service discovery or resource information.

As for the architecture of the Prometheus goes, Prometheus follows the Pull model configuration for monitoring a system. Prometheus servers (central data collectors) periodically send requests to get metrics (scrapping) of resources from an instrumented job consisting of several processes (called instances). Instrumented jobs expose resource metrics to Prometheus servers regardless of their locations.

By following the Pull model, the central collector can minimize the burden on target systems to share their metric data periodically.

There is a concept called Instrumentation in computer programming, which serves as the foundation of the monitoring process for any resource. Developers instrument the application by adding a few lines of code in its binaries or the source files. This code helps monitor different traits and components, such as taking samples of memory usage over time or record request and response payloads of an HTTP service. Applications getting instrumented can be managed and monitored efficiently by monitoring tools and solutions.

When it comes to Prometheus, applications need to be instrumented using the suitable client library from the pool of client libraries of Prometheus. We can choose a client library based on the programming language used to write the application code. The client library is responsible for sending the current state of tracked metrics to the Prometheus servers. But, in some cases where the services do not live long enough to send their metric data, an intermediatory called Pushgateway comes to their rescue. It allows these services to send their metric data from their short-lived service-level batch jobs to an intermediatory job and make it available for Prometheus servers for scrapping.

When the Prometheus server scrapes a target, it is labeled with the scraped time series for identification purposes and stored in a local, on-disk time-series database. The stored metric data is grouped into blocks of two hours, where each hour block consists of one or more files that contain all time-series samples for that window of time. The local storage for Prometheus is limited to a single node, but it also offers integration with third-party remote storage solutions. Prometheus also has a functional query language called PromQL to query and aggregate the time-series data stored in this database in real-time. The results of these queries can be presented as a graph or viewed as a tabular form in the web UI of Prometheus, known as PromDash.

Installing and configuring Prometheus on GKE

One of the easiest ways to install and configure Prometheus for a Kubernetes cluster created on GKE is by cloning the GitHub repository of Prometheus provided by Google Cloud Platform. This repository contains all the necessary configuration files. Execute the following command in the Cloud Shell window:

git clone https://github.com/GoogleCloudPlatform/prometheus-stackdriver-gke

Once the repository is cloned on the local system, we can navigate into that directory and list out its contents. The list should look like the following screenshot:
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Figure 14.38: List of configuration files for Prometheus

As per Figure 14.38, we have a deployment YAML to deploy the Prometheus server, a configmap YAML containing configurations for this server, a deployment YAML for deploying the Prometheus server on-premise, and a service account YAML to create a clusterrole and clusterrolebinding for Prometheus kubernetes service.

Before installing the Prometheus on our K8s cluster, we need to create an IAM service account on GCP to grant a few permission to monitor cloud resources by Prometheus. Execute the following command to create a new service account in GCP and name it prometheus-service-account.

gcloud iam service-accounts create prometheus --display-name prometheus-service-account

After creating the service account, execute the following commands to store the service account email address and the current GCP project ID in different environment variables for future uses.

export PROJECT_ID=$(gcloud info --format=’value(config.project)’)

export PROMETHEUS_SA_EMAIL=$(gcloud iam service-accounts list \ --filter=”displayName:prometheus-service-account” \ --format=’value(email)’)

Among all the roles available in GCP, we need to bind the Prometheus with the monitoring.metricWriter role lets Prometheus sidecar container write, store, and manage the monitoring data for cloud resources. Execute the following command to bind Prometheus’s service account with the monitoring.metricWriter role.

gcloud projects add-iam-policy-binding ${PROJECT_ID} --role roles/monitoring.metricWriter --member serviceAccount:${PROMETHEUS_SA_EMAIL}

The output of the above command looks like the following screenshot:
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Figure 14.39: IAM policy to bind monitoring.metricWriter to Prometheus’s service account

GCP’s Cloud Monitoring API needs to authenticate the Prometheus sidecar container before granting it access to use the API, and the service account key does it. We need to download the service account key of Prometheus’s service account and store it in the working directory.

gcloud iam service-accounts keys create $WORKDIR/prometheus-service-account.json --iam-account ${PROMETHEUS_SA_EMAIL}

After setting up the roles and permissions for Prometheus on Google cloud, we can install the Prometheus server for our three-node K8s cluster. To keep things simple, we create a dedicated namespace for all Prometheus-related objects. Execute the following command to create a new namespace:

kubectl create namespace prometheus

We need to create a clusterrole and the clusterrolebinding for the Prometheus Kubernetes service to grant it the permissions to retrieve metrics of all the deployments running in all Kubernetes namespaces. To create this clusterrole and its binding, all we need to do is execute the following command:

kubectl apply -f prometheus-service-account.yaml

As a result of the preceding command, we get a new service account for Prometheus Kubernetes service, a clusterrole, and a clusterrolebinding for the same service account as shown in the following screenshot:
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Figure 14.40: Create clusterrole and Clusterrolebinding for Prometheus’s Service account

The next step is to create the configmap for the Prometheus server. This configmap contains the configuration details for the server’s scrape configurations and instrumented job configurations for different Kubernetes objects (nodes and pods) and services (kube-apiserver and kubernetes-cadvisors). We already have cloned the object YAML file for this config, so we need to execute the following command to create this configmap.

kubectl apply -f prometheus-configmap.yaml

We need to define a few environment variables used in the Prometheus server’s deployment manifest according to our requirements. Following are the environment variables and their values, which will be used while deploying the Prometheus server:

export KUBE_NAMESPACE=prometheus

export KUBE_CLUSTER=gke-cluster-001

export GCP_LOCATION=us-east1-c

export GCP_PROJECT=$(gcloud info --format=’value(config.project)’)

export DATA_DIR=/prometheus

export DATA_VOLUME=prometheus-storage-volume

export SIDECAR_IMAGE_TAG=0.8.2

export PROMETHEUS_VER_TAG=v2.19.3

The Prometheus deployment creates a single pod containing two containers: the Prometheus server and the monitoring sidecar. The Prometheus server container collects the metrics from pods making their metrics available for monitoring. The monitoring sidecar container is used to push the collected metrics by the server to the Cloud’s Monitoring agent associated with the K8s objects.

To create the Prometheus server deployment, we need to replace the values of the environment variables defined in the object YAML file with the one we declared a while ago. Execute the following command to create a deployment for the Prometheus server with the new configurations.

envsubst < gke-prometheus-deployment.yaml | kubectl apply -f -

This command creates a Prometheus pod containing two running containers, and if we list out the pods running in the Prometheus namespace, the outcome looks like the following screenshot:
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Figure 14.41: Running Prometheus deployment

The Prometheus deployment is running and serving at the container’s port 9090. To visit the PromDash, the Prometheus server’s web UI, we need to forward the traffics from the container’s port 9090 to the system’s port 9090. Execute the following command to retrieve the name of the Prometheus pod and store it in an environment variable:

export PROMETHEUS_POD_GKE=$(kubectl get pods --namespace prometheus -l “app=prometheus-server” -o jsonpath=”{.items[0].metadata.name}”)

After getting the name, execute the following command to perform the port forwarding:

kubectl port-forward --namespace prometheus $PROMETHEUS_POD_GKE 9090:9090 >> /dev/null &

The outcome looks like the following screenshot:
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Figure 14.42: Forward the traffic from Prometheus’s gate pod to CloudShell instance

The Cloud Shell’s web preview option allows us to visit the server UI by changing the port value from 8080 to 9090. Once we are done with it, we are navigated to a new browser window serving the PromDash like shown in the following screenshot:
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Figure 14.43: Homepage of Prometheus GUI (PromDash)

Prometheus discovers the running resources of the GKE cluster that have successfully exported their metric data for monitoring. Let’s check the targets of one of these instrumented jobs, such as kubernetes-apiservers, the outcome looks like the following screenshot:
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Figure 14.44: List of targets of an instrumented job in Prometheus

Understanding and working with Service Mesh

In Chapter 11, we have seen how Kube-proxy is used to maintain service discovery, cluster IPs, endpoint allotment, and port forwarding across the workloads. For all forms of application we have seen so far, Kube-proxy was very efficient, but in this chapter, we came across a concerning fact. GKE nodes can host over a hundred workload pods!!! Imagine tens of such nodes with hundreds of pods on each one of them, and you are left with a mess of thousands of pods at the mercy of a few dozen kube-proxy instances.

From keeping tabs on crashed and restarted pods to creating or altering Iptables rules for them, Kube-proxy will have its hands full of load irrespective of its vertical scaling provisions. There is a subtle reason behind it. Just how Docker Swarm pales to cater containers at scale because of its fundamental design, Kube-proxy gets weakened with too many pods because it is written with reference to Nodes, not Pods. This is where Service Mesh comes in. It is a network of proxies dedicated to pods instead of nodes. In the case of Istio (it’s a service mesh tool for distributed services), Sidecar Proxies are created within the scope of pod’s isolation with the help of Envoy(It’s a proxy for distributed services).

Service mesh is implemented by creating sidecars for each microservice. Sidecar’s responsibilities include service-to-service communication, service monitoring, authentication, and authorizations regarding the service and anything that directly affects its microservice. These capabilities of Service mesh technology provide operational control and observability into the behavior of the whole network of distributed microservices of a complex application (cloud-native and on-premise).

As the network of microservices scales in size and complexity, so does its service mesh. The scaling of service mesh leads to difficulties in its operational activities. To address these issues, there are many open-sourced service mesh frameworks such as Istio, Consul Connect, and Linkerd are available for the Kubernetes ecosystem.

Istio is a collaborative project by Lyft, Google, and IBM to provide a fast and secure service mesh to establish inter-service communication for microservice-based applications. Leading Cloud providers such as Google and Microsoft rely upon Istio as their default service mesh solution for Kubernetes Cloud services. Istio makes it easy to establish a network between deployed services with load balancing, authentication, service monitoring, and service-to-service authentication.

Istio service mesh is divided into two parts: Control plane and Data pane. The control plane is responsible for configurations and management of the proxies to route the network traffic. The Data plane comprises a set of proxies deployed as sidecars to route and control the traffic between microservices over a service network. Istio uses Envoy proxy, a high-performance proxy, as a sidecar to mediate traffic in the service mesh. Envoy proxy can perform dynamic service discovery, load balancing, health checks, metrics monitoring, staged rollouts, and fault injection as sidecars.

Istio on the GKE cluster is disabled by default. We can enable it during or after the cluster creation process. When you enable the Istio on GKE, it asks us to choose between two mesh-wide security options: Strict mTLS and Permissive mTLS. If we choose Strict mTLS, Istio enforced a mutual TLS (mTLS) encryption between all services and control plane components unless we override it. Services refuse to accept unencrypted traffic.

If we choose Permmissive mTLS, Istio allows services to accept both encrypted and unencrypted traffic. Just like Strict mTLS, we can also modify the rules that allow unencrypted traffic to services. The test application that we are going to deploy to demonstrate the functionality of Istio may send unencrypted traffic, thus, we need to select the Permissive mTLS mesh security option for our K8s cluster. The selection window for mesh security options for GKE looks like the following screenshot:
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Figure 14.45: Setting up the mesh security option for the GKE cluster

Installation of Istio on GKE is an automated process. We do not need to clone any repository or apply any object configuration YAML file like any other objects seen so far. It is just one click away.

After enabling (installing) Istio on our GKE cluster, the outcome looks like the following screenshot:
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Figure 14.46: List of Istio services running on the GKE cluster

Istio itself is built as a set of microservices performing their designated tasks. When we list out the services running on our GKE cluster, we can find a few services related to Istio. All these services perform different tasks for Istio. For example, istio-pilot service is used for service discovery, istio-gallery is used for configuration, and istio-citadel is used for certificate generation. These microservices are part of Istio’s control plane. All of their binaries are packaged in a single binary called istiod. For security purposes, the istio-policy service applies custom policies to enforce rules regarding traffic limits, access restrictions, and header rewrites and redirects.

In the Istio service mesh, the HTTP/TCP traffic to/from the cluster is managed and distributed by a load balancer called gateway. When Istio gets installed on any cloud infrastructure, the cloud provider assigns an external load balancer with a list of exposed ports and routing rules. For GKE clusters, istio-ingressgateway load balancer service associated with Kubernetes Ingress provides a flexible and efficient way to handle and distribute incoming traffic and expose the services externally.

Bookinfo Application and Istio

We will understand the functionality of Istio using an exciting example of a book info application comprised of four different microservices written in different programming languages, and they are productpage, details, ratings, and reviews. The final state of this application has a review microservice with three versions: v1, v2, and v3.

Before deploying Istio service mesh, it is essential to inject the sidecar proxy for every microservice of this application. We are going to inject the Envoy sidecar proxy for bookinfo application. The auto-injection feature is disabled for all namespaces of the cluster in the default configuration. We need to enable the auto-injection by executing the following command:

kubectl label namespace default istio-injection=enabled

We have enabled the auto-injection feature only for the default namespace because we want to create objects for the bookinfo application in this namespace. The outcome of the above command looks like the following screenshot:
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Figure 14.47: Creating a new namespace to isolate workloads for bookinfo application

When we enabled Istio for our GKE cluster, it created a samples directory that contains the YAML file to deploy the bookinfo application. Use the following command to create the Kubernetes objects mentioned in bookinfo.yaml file:

kubectl apply -f bookinfo.yaml

The outcome of the above command looks like the following screenshot:
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Figure 14.48: Creation of Kubernetes objects for bookinfo application

The kubectl apply command on single bookinfo.yaml file defines all four microservices, their service accounts, and deployments at once. If you cannot locate configuration files for the bookinfo application, follow the link mentioned in the note box at the end of this page. To verify their status, list out the services running in the default namespace using the kubectl get svc command, the outcome looks like the following screenshot:
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Figure 14.49: List of services of bookinfo application

All four services are defined as the ClusterIP service, which means that the bookinfo application is yet to be exposed externally. To make this application externally accessible, we need to create an Istio Ingress Gateway object which maps the path to a route at the edge of the service mesh. Create a new gateway resource by following the YAML file as:

1. apiVersion: networking.istio.io/v1alpha3

2. kind: Gateway

3. metadata:

4.   name: user-gateway

5. spec:

6.   selector:

7.     app: istio-ingressgateway

8.   servers:

9.   - port:

10.       number: 80

11.       name: http

12.       protocol: HTTP

13.     hosts:

14.     - “*”

This Gateway object configuration sets up a proxy that acts as a load balancer exposing port 80 (HTTP) for the Kubernetes ingress. The next step is to set up the INGRESS_HOST and INGRESS_PORT variables to access this new gateway object. Verify that the istio-ingressgateway service has an external load balancer assigned by the cloud provider, working as the ingress gateway.


Note:

Source code for bookinfo application:



https://github.com/istio/istio/tree/release-1.9/samples/bookinfo/platform/kube

If your cloud provider has assigned a load balancer, there will be an external IP address and a port combination of the load balancer shown with the istio-ingressgateway service, just as shown in the following screenshot:
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Figure 14.50: External Load balancer for Istio-ingressgateway service

Once we are done with the verification, we can set up the environment variables for ingress host and port. Execute the following command to set the variables from the values of the same from the istio-ingressgateway service.

export INGRESS_HOST=$(kubectl -n istio-system get service istio-ingressgateway -o jsonpath=’{.status.loadBalancer.ingress[0].ip}’)

export INGRESS_PORT=$(kubectl -n istio-system get service istio-ingressgateway -o jsonpath=’{.spec.ports[?(@.name==”http2”)].port}’)

export SECURE_INGRESS_PORT=$(kubectl -n istio-system get service istio-ingressgateway -o jsonpath=’{.spec.ports[?(@.name==”https”)].port}’)

The last step of this process is to create a virtual service bound to the default and the new gateway to control the forwarding arriving at particular gateway ports. Create a new virtual service YAML file to create a new virtual service object who can forward the traffic arrived at the ingress gateway load balancer to the productpage service at port 9080.

1. apiVersion: networking.istio.io/v1alpha3

2. kind: VirtualService

3. metadata:

4.   name: bookinfo

5. spec:

6.   hosts:

7.   - “*”

8.   gateways:

9.     - bookinfo-gateway

10.     - user-gateway

11.   http:

12.   - match:

13.     - uri:

14.         exact: /productpage

15.     - uri:

16.         prefix: /static

17.     - uri:

18.         exact: /login

19.     - uri:

20.         exact: /logout

21.     - uri:

22.         prefix: /api/v1/products

23.     route:

24.     - destination:

25.         host: productpage

26.         port:

27.           number: 9080

After creating the object YAMLs for the ingress gateway object and the virtual service, we create them using the following commands:

kubectl apply -f istio-gateway.yaml

kubectl apply -f virtual-service.yaml

After receiving the confirmation of these object creations, it is time to check whether we can access the bookinfo application outside of the cluster. We already have the external load balancer IP address and the destination path/productpage. Write the IP address and the destination path combination in a new web browser window and send the request to access the application. The outcome of this process looks like the following screenshot:
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Figure 14.51: Homepage of bookinfo application

All four microservices: details, ratings, reviews, and the productpage are serving seamlessly to the request made from the outside of the cluster. For the GKE cluster with the enabled monitoring and logging support, the Istio stackdriver adapter is installed along with its other core components. The adapter is used to send resource metrics and logging data to the Google Cloud Monitoring and Cloud logging APIs, providing observability of the service mesh. We can use the Google Operation suits monitoring and logging tool such as dashboard, explorers to monitor and visualize the received service mesh data.

Helm

After observing the time-tested microservice architecture, many IT companies and tech vendors migrate from the pure monolithic approach to a hybrid approach (monolithic and microservice architectures) for app development. With this new approach, developing such heavy applications with support services becomes a tedious job for developers. Many open-sourced tools that we studied in this chapter were created with a common goal: To make working with Kubernetes hassle-free. One more open-sourced tool that makes developers’ and clients’ lives peaceful with its offerings is Helm.

Helm is the package manager for Kubernetes that allows developers and operators (DevOps people) to efficiently package, deploy, and manage Kubernetes applications on the K8s cluster. Helm was developed with the combined efforts of Deis (a container tool company owned by Microsoft) and Google, and it is now a part of the CNCF family.

In Kubernetes, every object or workload used to develop the application can be created by defining the object’s configurations in a YAML file. As the complexity of the application increases, the number of different objects required to develop such an application also increases, which results in lots of YAML files. If we want to make any changes in the object’s configuration, such as changing the port details of a pod, we need to make modifications to that object’s YAML file manually. It is indeed a tedious job to look out for that particular YAML file out of hundreds and thousands of files. This is the time where we can leverage Helm.

As we mentioned earlier, Helm is a package manager for Kubernetes. It does what it is supposed to do. It packages YAML files related to a set of Kubernetes resources in a package known as the chart. Helm functions like any other package managers that we know such as yum for CentOS or apt for Ubuntu. It can download Kubernetes supported software packages, install the software from the YAML files, configure the deployments, automatically update the software version, and many other tasks that other package managers can do.

Helm is mainly made up of two components: Helm Client and Helm library. Helm client is a command-line client used by the users for local chart development, repository management, communicating with the Helm library, and release management.

Helm library provides the necessary assistance to create, install, manage, and uninstall helm charts in a Kubernetes cluster by communicating with Kubernetes APIs over REST requests. Before Helm 3.0.0, another server component known as Tiller was responsible for communication between the Helm and Kubernetes APIs. When Kubernetes made RBAC the default mode for authorization, Tiller was replaced by Helm library with less focus on Helm-related authorizations tasks.

The core of the Helm package manager is Helm Chart. As we stated earlier, it is a collection of files to describe a related set of Kubernetes resources. On the host system, charts are represented by a file directory containing a set of files. For example, the chart Jenkins is represented as /jenkins file directory on the host system.

We are going to understand Helm’s functionality by installing Jenkins on our GKE cluster using Helm and a Jenkins Helm chart. We can start by cloning the repository for the configuration files for Jenkins from Github by executing the following command in Cloud Shell:

https://github.com/GoogleCloudPlatform/continuous-deployment-on-kubernetes.git

As a result of the above command’s execution, a new directory/continuous-deployment-on-kubernetes is created, containing files for the Jenkins setup on Kubernetes and the Jenkins chart. The list looks like the following screenshot:
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Figure 14.52: List of Jenkins configuration files and sample application files

The /sample-app directory contains the YAML files for all the objects needed to deploy a working Jenkins deployment. You can visit the GitHub repository we cloned to get more information about the contents of these files. The next step is to install Helm on our Kubernetes cluster. We are going to install Helm from its binary file. We can do so by using a software package known as wget to retrieve set up files for Helm version 3.2.1 for Linux AMD 64 architecture by sending the HTTP GET request to Helm’s servers. We can accomplish this task by the following command:

wget https://get.helm.sh/helm-v3.2.1-linux-amd64.tar.gz

The outcome of the above command gives us a tar file containing the setup file for the Helm version 3.2.1. After extracting content from this tar file using the tar zxfv command, the outcome looks like the following screenshot:
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Figure 14.53: Extracted Helm installation binary file

All the contents of the helm-v3.2.1-linux-amd64.tar.gz are extracted and put in a new directory called /linux-amd64. To start using Helm, we need to copy the binary file of helm from the /linux-amd64 to the local path where binaries for all the applications are located. Execute the following command to accomplish this task (the pwd is /linux-amd64).

mv helm /usr/local/bin/helm

After moving the binary, we should be good to go to add a chart repository. Just as Docker Hub is the one-stop solution to find Docker Images for many popular applications, Helm has an Artifact Hub with several standard charts for many popular applications such as Jenkins, Datadog. Consul, Terraform, etc. This feature is still in beta, so a few charts are available for use, but it will grow with time. The Helm chart for Jenkins is available on Artifact Hub, and we will use it to install Jenkins on Kubernetes by Helm.

We can execute helm commands by executing its binary. Execute the following command to get the version of the installed Helm:

./helm version
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Figure 14.54: Helm version information

To use this chart, we need to set up a stable repository on our cluster. To do so, use the helm command line and execute the following command:

helm repo add jenkinsci https://charts.jenkins.io

After setting up the Jenkins repository, perform the update command to refresh the chart details on that particular chart repository. If there are any updates in Jenkins charts, such as version change, it gets updated by this update command:

helm repo update

The outcome of the above commands looks like the following screenshot:
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Figure 14.55: Creation of Helm repository for Jenkins chart

After setting up the Jenkins chart repository, we can see a file called values.yaml is added in our working directory. Values are one of the built objects in Helm, which is used to define the default configurations for the chart. We can add or override these values as per the requirements. The following screenshot shows the content of the values.html file that we got for our cluster:

1. master:

2.   installPlugins:

3.     - kubernetes:latest

4.     - workflow-job:latest

5.     - workflow-aggregator:latest

6.     - credentials-binding:latest

7.     - git:latest

8.     - google-oauth-plugin:latest

9.     - google-source-plugin:latest

10.     - google-kubernetes-engine:latest

11.     - google-storage-plugin:latest

12.   resources:

13.     requests:

14.       cpu: “50m”

15.       memory: “1024Mi”

16.     limits:

17.       cpu: “1”

18.       memory: “3500Mi”

19.   javaOpts: “-Xms3500m -Xmx3500m”

20.   serviceType: ClusterIP

21. agent:

22.   resources:

23.     requests:

24.       cpu: “500m”

25.       memory: “256Mi”

26.     limits:

27.       cpu: “1”

28.       memory: “512Mi”

29.  persistence:

30.   size: 100Gi

31.  serviceAccount:

32.   name: cd-jenkins

We are using GCP as the cloud provider and GKE to create and manage our Kubernetes cluster, so we need to add a few GCP-related specifications to Jenkins’s values.yaml file to make the installation process smoother and successful. The values that we added in this file are the requested CPU and memory details, which plugins to install, which service account to use for installation, and so on.

After setting up the chart repository and the values.yaml file, we can install Jenkins for the Helm chart by executing the following command:

./helm install cd-jenkins -f jenkins/values.yaml stable/jenkins --version 2.6.4 --wait

The release’s name is set to cd-jenkins, and we can set up a new name for every new release. We have provided the configurations in the values.yaml file and set the version of the to be installed Jenkins container image to 2.6.4. --wait flag is used to display the entire installation process in detail on the terminal screen. After the Jenkins is installed, the outcome looks like the following screenshot:
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Figure 14.56: Installation of Jenkins using helm chart

At the end of the installation, we are left with a few Kubernetes workloads and a list of instructions to figure out some crucial details like Login account details, Jenkins GUI URL, and Jenkins documentation references. When we list out the Kubernetes services using kubectl get svc command for the default namespace, the outcome looks like the following screenshot:
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Figure 14.57: Running Jenkins and Jenkins agent services

Jenkin services (cd-jenkins and cd-jenkins-agent) exposes the Jenkin deployments on ports 8080 and 50000 within the Kubernetes cluster. So, any pods matching with the services’ selector get exposed on the mentioned ports. All the Jenkins pods such as builder, agent, and UI are accessible only inside the Kubernetes cluster. To connect to the pod that can serve the Jenkin UI component, we need to forward the traffic from the UI pod to port 8080 of the instance running the Cloud Shell. Extract the details about the Jenkins URL from the pod, and store it in an environment variable by executing the following command:

export POD_NAME=$(kubectl get pods -l “app.kubernetes.io/component=jenkins-master” -o jsonpath=”{.items[0].metadata.name}”)

After setting the variable, use the following kubectl port-forward command to forward traffic from Jenkins UI pod’s port 8080 to Cloud Shell’s port 8080.

kubectl port-forward $POD_NAME 8080:8080 >> /dev/null &

After doing this task, we are all set to visit the Jenkins UI. All we need to do is click on the web preview button on Cloud shell and select preview on port 8080, this leads us to a new browser window, which looks like the following screenshot:
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Figure 14.58: Homepage of Jenkins

The Jenkins set-up is ready, and you can use it to set up CI/CD release flow. Jenkins was initially developed as a Continuous Integration centric tool but the community usage guided its development to become an all-rounder. Another such tool used as a complete CI/CD pipeline manager is Spinnaker. You can choose either of them depending on the preferences and requirements of your project, and we will look at CI/CD from Spinnakers’s perspective to maintain the diversity in the book.

Continuous Delivery using Spinnaker on GKE

Spinnaker is an open-sourced, multi-cloud continuous delivery platform for releasing software updates. Developed by Netflix and extended by Google, Microsoft, Oracle, and Pivotal, Spinnaker was the replacement of Netflix’s Asgard, a web-based cloud management and deployment tool to simplify the delivery of Netflix service on AWS. Asgard indeed helped Netflix to liberate its development and production teams from dwelling too much into AWS specifics by introducing the notion of clusters, applications, naming conventions, and various deployment options, but Asgard had a few shortcomings.

First And Foremost, it was designed to support only the AWS platform making its adoption difficult for other cloud platforms. Furthermore, people outside the Netflix organization could not leverage Asgard to its full potential due to permission issues. It led people on a spree to fork the Asgard source code and make changes in the source code suited to their development environments. Such frequent changes in the source code led to its fragmentation that caused Netflix some severe troubles. As a result of such events, the centralizing team and the Edge Center API teams joined their forces to create a more reliable, pluggable, fast, and has multi-cloud support called Spinnaker.

Spinnaker allows users to create pipelines representing the product’s delivery process, starting from creating the product’s deployable assets to their deployment in the production environment. The pipeline stages can be run serially or parallelly and can be triggered manually or by an event. Spinnaker also provides the capability for repeatable automated deployments, multi-cloud support, and application and cluster management services. Unlike Asgard, Spinnaker aims to make it easier to extend and enhance the cloud deployment models to eliminate the requirement of forking its source code for customization.

Before installing and configuring Spinnaker on Google Cloud Platform, a couple of requirements should be fulfilled. We need to create a new GKE cluster with the following requirements:


	minimum 4vCPU and 12 GB RAM

	Ubuntu 14.04

	Enable VPC based traffic routing (Alias IP)



To fulfill the mentioned minimum system requirement while creating the GKE cluster, we need to change the machine type for the nodes to n1-standard-4 (4vCPU, 15GB memory) as shown in the following screenshot:
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Figure 14.59: GKE cluster nodes’ configuration

To fulfill another system requirement, we need to navigate to the Networking page of the node pool of the GKE cluster and enable the VPC-based traffic routing as shown in the following screenshot:
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Figure 14.60: Enable the VPC-native traffic for the GKE cluster

To installation process of Spinnaker on Google Cloud Platform is easy to understand and quick to perform. Google Marketplace provides a wide range of enterprise-grade applications specially curated for the Google Cloud Platform. To install Spinnaker for Google Cloud Platform, go to Navigation Menu | Products Marketplace and search for Spinnaker in the search box. The result leads us to the homepage of Spinnaker with its installation details as shown in the following screenshot:
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Figure 14.61: GCP’s tailored version of Spinnaker available in Google’s marketplace

By clicking on Go to Spinnaker for Google Cloud Platform, GCP provisions a Cloud Shell machine and clones a repository containing the configuration files for a production-grade Spinnaker on it. We can connect to this machine by opening up the Cloud shell terminal window shown in the following screenshot:
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Figure 14.62: Cloning process of Spinnaker’s configuration files to the Cloud Shell instance

This cloned repository contains source codes and shell scripts to set up GCP-related resources (GKE, Cloud Storage Buckets, Cloud Functions, Memorystore, and Service Accounts) and services (Cloud Build) to run and manage Spinnaker successfully on GCP. To proceed with the Spinnaker installation process, navigate to the directory containing the install scripts at ~/cloudshell_open/spinnaker-for-gcp/scripts/install.

The installation directory contains two shell scripts: setup_properties.sh and setup.sh. By running the former script, we can create a text file called properties to set up the default properties for Spinnaker against the hosting infrastructure. Execute the following command to run the setup_properties.sh:

PROJECT_ID=${DEVSHELL_PROJECT_ID} ~/cloudshell_open/spinnaker-for-gcp/scripts/install/setup_properties.sh

DEVSHELL_PROJECT_ID environment variable in the above command contains the project ID of the current GCP project on which we want to install Spinnaker. The project ID will be used many times during the installation process; therefore, storing it as a value of an environment variable is convenient. Once the shell script finishes its execution, we receive a new file in the /install directory, as shown in the following screenshot:
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Figure 14.63: List of Spinnaker’s configuration and installation scripts

The newly created properties file contains a list of environment variables used to define the default properties that need to be considered during the installation of Spinnaker. The content of the property file looks like the following screenshot:
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Figure 14.64: Spinnaker’s properties file

The primary purpose of the properties file is to provide the installer with the default values of the installation environment. For example, as per the above screenshot, we need to enter our current GCP project ID to PROJECT_ID variable, the name of the cluster on which we want to install Spinnaker in DEPLOYMENT_NAME, the versions of Spinnaker and Halyard (Spinnaker’s configuration service) that we want to install, the specified network details on GCP platform that Spinnaker should use, and so on.

Here is the complete properties file generated on our cluster, you can customize the content according to your host infrastructure.

1. export PROJECT_ID=<project_ID>

2. export DEPLOYMENT_NAME=<cluster_name>

3.

4. export SPINNAKER_VERSION=1.25.4

5. export HALYARD_VERSION=1.40.0

6. export ZONE=us-east1-c

7. export REGION=us-east1

8.

9. export NETWORK=default

10. export SUBNET=default

11. export NETWORK_PROJECT=$PROJECT_ID

12. export NETWORK_REFERENCE=projects/$NETWORK_PROJECT/global/networks/$NETWORK

13. export SUBNET_REFERENCE=projects/$NETWORK_PROJECT/regions/$REGION/subnetworks/$SUBNET

14.

15. # If a cluster does not exist, it will be created.

16. export GKE_CLUSTER=$DEPLOYMENT_NAME

17.

18. # These are only considered if a new GKE cluster is being created.

19. export GKE_CLUSTER_VERSION=1.15.12

20. export GKE_MACHINE_TYPE=n1-highmem-4

21. export GKE_DISK_TYPE=pd-standard

22. export GKE_DISK_SIZE=100

23. export GKE_NUM_NODES=3

24.  

25. export TIMEZONE=Etc/UTC

26.  

27. # If the service account does not exist, it will be created.

28. export SERVICE_ACCOUNT_NAME=”gke-user@$PROJECT_ID.iam.gserviceaccount.com”

29.

30. # If Cloud Memorystore Redis instance does not exist, it will be created.

31. export REDIS_INSTANCE=$DEPLOYMENT_NAME

32.

33. # If the bucket does not exist, it will be created.

34. export BUCKET_NAME=”$DEPLOYMENT_NAME-6xn7rrpmq7d0e7khkxq8-1619031524”

35. export BUCKET_URI=“gs://$BUCKET_NAME“

36.

37. # If the CSR repo does not exist, it will be created.

38. export CONFIG_CSR_REPO=$DEPLOYMENT_NAME-config

39.

40. # Used to authenticate calls to the audit log Cloud Function.

41. export AUDIT_LOG_UNAME=”k6nf4fp23gdoco1p05sj-1616931524”

42. export AUDIT_LOG_PW=”bm42vpxgdswfkuu5pmxo-1616931524”

43.

44. export CLOUD_FUNCTION_NAME=”${DEPLOYMENT_NAME//-}AuditLog”

45.

46. export GCR_PUBSUB_SUBSCRIPTION=$DEPLOYMENT_NAME-gcr-pubsub-subscription

47. export GCB_PUBSUB_SUBSCRIPTION=$DEPLOYMENT_NAME-gcb-pubsub-subscription

48.

49. export PUBSUB_NOTIFICATION_PUBLISHER=$DEPLOYMENT_NAME-publisher

50. export PUBSUB_NOTIFICATION_TOPIC=$DEPLOYMENT_NAME-notifications-topic

51.

52. # The properties following this line are only relevant if you intend to expose your new Spinnaker instance.

53. export STATIC_IP_NAME=$DEPLOYMENT_NAME-external-ip

54. export MANAGED_CERT=$DEPLOYMENT_NAME-managed-cert

55. export SECRET_NAME=$DEPLOYMENT_NAME-oauth-client-secret

56.

57. # If you own a domain name and want to use that instead of this automatically-assigned one,

58. # specify it here (you must be able to configure the DNS settings).

59. export DOMAIN_NAME=$DEPLOYMENT_NAME.endpoints.$PROJECT_ID.cloud.goog

60.

61. # This email address will be granted permissions as an IAP-Secured Web App User.

62. export IAP_USER=<gcp_admin_user_email_id>

This property file is generated once per installation, and we need to create it before running the setup script. If we need to make any changes in the Spinnaker configurations, we need to remove the existing properties file and create a new one by running the setup_properties.sh script.

After modifying the properties file, we are all set to initiate the installation process of Spinnaker on our GKE cluster. Execute the following command to run the setup.sh script in the Cloud Shell terminal.

~/cloudshell_open/spinnaker-for-gcp/scripts/install/setup.sh

The ~/cloudshell_open/spinnaker-for-gcp/scripts/install/ is the location where we have stored the setup.sh script, if you have placed this file on some other location on your system, you need to provide the relevant path to make this script run or navigate to the destination directory and execute ./setup.sh command to execute the script.

The installation process for Spinnaker looks like the following screenshot:
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Figure 14.65: Installation of Spinnaker on GKE cluster

The installation process for Spinnaker starts by verifying the default values provided in the properties file. If the Spinnaker installer cannot find the defined cluster, it creates a new cluster based on the cluster template defined in the properties file. If the mentioned cluster exists, it creates the service account, storage buckets, PUB/SUB subscription, cloud function for audit logs, etc.

It is a bit long installation process, so we need to be patient enough to let it complete successfully. Once the installation process is completed, we receive the completion notification as shown in the following screenshot:
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Figure 14.66: Notification of the completion of Spinnaker installation

To persist the changes made by the installation process in the host environment, we need to restart the Cloud Shell or the host system. The installation script took care of everything and created Spinnaker components as Kubernetes workloads and services. All the Spinnaker workloads are created under a separate namespace (spinnaker) to ensure that they are isolated from the rest of the workloads.

When we list out all the namespace available on the cluster, the outcome looks like the following screenshot:
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Figure 14.67: Custom namespaces created for Spinnaker objects and workloads

To know more about the installed Spinnaker components running as Kubernetes pods, execute the command kubectl get pod -n spinnaker, and the outcome looks like the following screenshot:
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Figure 14.68: List of all running pods containing Spinnaker components

To understand the functionality of each Spinnaker component, let’s list out and understand them one by one:


	Cloud Driver: It is an interface to a set of virtual resources provided by cloud providers that Spinnaker has control over. All the activities performed in Spinnaker, such as deploying server groups, storing deployable artifacts, automation via pipelines, are managed and monitored by Cloud Driver.

	Deck: It is a web-based UI with intuitive and interactive graphics to create, manage, and visualize Spinnaker resources. It also provides interactive space to create, manage, and configure different pipelines and their templates based on the selected deployment strategies.

	Echo: It is a service that manages triggers, alerts, notifications, and cron jobs in Spinnaker. It also collects events from other Spinnaker services and routes them to the assigned event collector/processor. It also integrates with other services to trigger pipeline executions.

	Front50: It is a persistent data store to store metadata of applications, pipelines, jobs, and service accounts configurations. Various Cloud storage backends such as Google Cloud Storage, Amazon S3, Redis, and SQL are supported by Front50.

	Gate: It is the front-end API of Spinnaker instance that is exposed to users. It manages authentications and authorizations of sub-service APIs and resources of Spinnaker. It also acts as the gate (as the name suggests…!) for all the communications between the Spinnaker Deck UI and backend services.

	Igor: It is a wrapper API used to trigger pipelines via Continuous Integration and Source Control Management (SCM) services for Spinnaker. The supported SCMs are GitHub, Bitbucket, Gitlab, and Stash. The supported CI services are Google Cloud Build, Jenkins, Travis, Gitlab CI, Artifactory, Nexus, Wercker, and Concourse. Igor runs several pollers to monitor the new build/artifact/pipeline, cache the results into the Redis instance, and send the events to echo to invoke the pipeline triggers.

	Kayenta: It is Spinnaker’s automatic canary analysis service. Canary release is a deployment process in which the partially rolled-out update to the current deployment gets constantly evaluated to ensure its success against the current deployment. The evaluation is done based on the key metrics describing the behavior of the old and new deployment versions.
If there are any significant differences, the canary is aborted, and all the traffic is routed to the old deployment. Kayenta integrates with 3rd party monitoring services such as DataDog, Prometheus, New Relic, Google Operation Suits (previously known as Stackdriver), etc., to carry out canary monitoring tasks.


	Orca: It is the orchestration service used to orchestrate pipelines by forwarding and waiting for the status of various tasks requested in a pipeline. It is also responsible for making sure that all sub-services and their states are passed on correctly.

	Rosco: It is a “bakery” service used to create immutable Virtual Machine images or image templates for various Cloud Providers such as GCE Images, AWS AMIs, Azure VM images, etc. It is currently a wrapper around Harshicorp’s Packer tool used to create identical machine images for multiple platforms from a single configuration source.



The internal communication between Spinnaker components is an essential part of the Spinnaker ecosystem. To establish a reliable and secure communication network for its components, Spinnaker has created a bunch of ClusterIP services shown as the following screenshot:
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Figure 14.69: List of all running services for Spinnaker components

The spin-deck service is responsible for exposing the pod containing the Deck UI component. There are two ways to make the spin-deck externally accessible:


	Edit the spin-deck service object YAML and change the type of service from ClusterIP to LoadBalancer.

	Forward the traffic from the spin-deck service to port 8080 of the Cloud Shell machine.



To keep things simple, we will use the second method to expose Deck UI externally, but if you are looking for a more static solution, the other way is a good choice. To forward the traffic from spin-deck pod to port 8080 of Cloud shell machine, we need to run a script connect_unsecured.sh. This script is located in the /manage directory along with a few configurations scripts for Spinnaker. Execute the following command to run this script:

~/cloudshell_open/spinnaker-for-gcp/scripts/manage/connect_unsecured.sh

The outcome of the above command looks like the following screenshot:
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Figure 14.70: Establish external access to Spinnaker

By running this single script, we located the spin-deck pod, extracted its name, saved it in an environment variable and performed the forwarding process. For now, this Spinnaker instance is nonsecure and only accessible by us. There are a few ways to secure it, but they are out of the scope of this book.

To visit the Deck UI of Spinnaker, go to the web preview option of Cloud Shell located on the top right corner of the screen and click on the Preview on port 8080. It leads us to a new browser window that looks like the following screenshot:
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Figure 14.71: Homepage of Spinnaker GUI (Deck UI)

Sample application on Spinnaker

First of all, before working with the sample application, we need to associate our Spinnaker instance with a version control tool. GitHub is the most commonly known option for it. For the Google Cloud platform, they have their version control offering called Cloud source repository. You can configure Git and push the sample application to your repository using the following commands:

git config --global user.email “<EMAIL_ADDRESS>”

git config --global user.name “<USERNAME>”

The next step is to download the source code and its dependencies, execute the following command in Cloud Shell and perform the untar operation on the downloaded tar file:

cd ~

wget https://gke-spinnaker.storage.googleapis.com/sample-app-v4.tgz

tar xfvz sample-app-v4.tgz

The extracted files are placed in a separate directory called /sample-app, and the content of this directory is as shown in the following screenshot:
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Figure 14.72: List of configuration files for the sample application

The /k8s directory contains the object definition files of deployments and services for the application’s front-end and back-end components. Cloud Build helps us create the required Docker images for various applications components and push them to the Container Registry. The changes made in this pushed code need to be notified to Spinnaker using some mechanism. In our case, we are going to use Cloud Build’s build triggers. A build trigger can be invoked by a condition, an event, or an action.

In this example, since the sample application is containerized, the most efficient way to observe the changes in the application would be to monitor the build sessions of the workload. Before configuring the build trigger, we need to create a source repository to host the source code of the sample application. Execute the following command to make the initial commit to the source code repository (/sample-app):

cd sample-app

git init

git add .

git commit -m “Initial Commit”

After committing to the source code repository, we need to create a new remote repository to host the code. Since we are working on Google Cloud Platform, it is feasible for us to use one of their offerings to store, manage, and track the source code: Cloud Source Repository. Execute the following commands to create a new repository on Cloud Source Repository and push the contents of /sample-app into its master branch.

gcloud source repos create sample-app

git config credential.helper gcloud.sh

export PROJECT=$(gcloud info --format=’value(config.project)’)

git remote add origin https://source.developers.google.com/p/$PROJECT/r/sample-app

git push origin master

At the end of the execution of all the above commands, navigate to the Cloud Source Repository’s home page, and it should look like the following screenshot:
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Figure 14.73: A Cloud Source Repository hosting the application source code

We can configure Cloud build trigger to initializes a new build when a specific event occurs. In other words, the trigger only reacts to those pushed Git tags that are prefixed with v.*. Once the trigger is invoked, Cloud build builds new Docker images and pushes them to the Container Registry. To configure the build trigger, go to Cloud Build and click on the create a trigger option and fill out the information regarding the trigger. Once we are done with it, the outcome looks like the following screenshot:
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Figure 14.74: Configuring the Cloud Build Trigger

This can be considered as an updated rollout of the sample-app’s workload. We can control and monitor this update rollout of the CI/CD pipeline. We already have a sample pipeline configuration in JSON format available at /sample-app/spinnaker. You can understand this file and create your version of the pipeline template, but for demonstration’s sake, we are going to keep the template as it is. Before creating the continuous delivery pipeline, we need to create the application that is going to leverage it. Execute the following command to create the sample application in Spinnaker:

spin application save --application-name sample \

--owner-email ceruleancanvas@example.com \

--cloud-providers kubernetes \

--gate-endpoint http://localhost:9000/gate

After saving the application in Spinnaker, it is time to create its continuous delivery pipeline configured to detect the tagged Docker Image prefixed with v in the container registry. Execute the following command to create this pipeline in Spinnaker:

spin pipeline save --gate-endpoint http://localhost:8080/gate -f pipeline.json

As soon as the sample application and its continuous delivery pipeline are ready, we can open it in Spinnaker and check out the pipeline tab, which should look like the following screenshot:
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Figure 14.75: Pipeline creation in Spinnaker

It is a two-tier application (front-end and backend) with four deployments and four services (two for canary release and two for the production release). It constitutes two delivery stages: The canary stage and the Production stage. For the readers who are unfamiliar with the terminology, Canary releases are directed toward a small set of users, generally for feedback purposes, whereas production releases are aimed toward a large user base.

Spinnaker has set up a pipeline for us. As we push the code to the git repository with a tag commit, Spinnaker deploys it to the canary release and then to the production release. It can deploy to both of them simultaneously, but we have disabled this feature to emulate the canary usefulness scenario properly. After successful canary deployment, the operator can change any configuration or push the code to the production stage.

Let’s test this out by performing updates on the code. We do so by pushing a new version tag, as shown in the following screenshot:
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Figure 14.76: Pushing new version tags to the deployment

The application has been updated from v1.0.1 to v1.0.2. This change is reflected on the pipeline if you observe the following screenshot:
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Figure 14.77: Spinnaker pipeline for the canary stage

Once the canary deployment along with services for both tiers is rolled out, we are prompted to make the decision to stop or continue the pipeline. Before we continue the pipeline, let’s justify the Continuous Integration/Continuous Delivery claim. A simple yet important question is… What is being integrated, and what is being delivered continuously? The application itself (workloads, services, and other potential supplementary objects) is being delivered continuously. As for the integration, we can understand it by looking at the following screenshot:
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Figure 14.78: Detailed information about Canary backend stage

This screenshot has one particular deployment (canary backend) in focus. If you notice at the bottom right corner, the pipeline is taking input from the Google container registry and Google Cloud Storage and producing an output object being operated by a Kubernetes Cluster (deployment). This is just one process. Similarly, the service could also be using a load balancer or ingress.

Other workloads could also be using other offerings of Google Cloud (or even third-party tools). All of these are being integrated under the pipeline of one tool and are processed in parallel to achieve CI/CD. The next thing that we should do is to hit the continue button and watch the pipeline flow further, as shown in the following screenshot:
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Figure 14.79: Spinnaker pipeline for the production stage

The production deployment and services’ scheduling has also begun. As we know that, this is just a sample application. The complexity and components can scale up a lot depending on your use case. As it gets complicated with higher-level applications, you get more chances to appreciate the automation and smoothness offered by such CI/CD pipelines. But do you know something? Everything comes at a cost…!

The bling–bling of billing

Let’s talk about billing on Cloud. We can address this topic in two different ways:


	You get the price of each service offered by Google, and the authors teach you school-level mathematics.

	We let the price tags stay where they are (on respective cloud provider’s documentation, link in the note*) and talk about how to control them efficiently.



Analyzing cloud billing is just like making BOM (Bill of Materials) for your hardware project. Every nook and cranny counts. Your user interface might hint to you that you get each node of your cluster $24/month, and if you keep it active for more than 25 days of the month, you will get a discount of $2 per node.

If you take it on face value and estimate your application running cost for the month to approximately be $66–$70, you will be unpleasantly surprised, to say the least.

Why? Did the cloud provider lie to you? No, but a bold price tag narrowed your field of observation. It is not anyone’s fault. It could have been your first time using such a service that can cloud (pun intended) your budget estimations.

In any case, now that you have read this book and got the heads up, you should keep the following things in mind to perform efficient cost estimation.


	You are not using just nodes. You could also be using blob storage, persistent storage, database storage, data warehousing, and other supplementary offerings.

	Your data transactions (requests) are processed over a set amount of bandwidth that also costs money.

	Services like Load Balancers, Ingress, non-preemptive nodes, static IPs are charged separately.

Note:

https://cloud.google.com/pricing/list

https://cloud.google.com/products/calculator




	The addition of third-party ecosystem components like service mesh comes at an extra cost.

	Additional layers of security like SSL certificates are excluded from your cluster cost.

	Nodes are priced depending on their resources. A GPU heavy node may cost much higher than simply extending a few hundred gigabytes of HDD storage.

	Aiming for high availability via regional clusters can increase your total cost exponentially.

	Your cloud project could be billed on your organization’s billing account. In that case, the activities of other users from your organization can also affect the bill.

	On top of all of this, you may require to bear additional costs for paid offerings like Windows Server OS, GitHub Private Repositories, or Docker Pro features.



These are a lot of additional charges. Just listing them out might bring down our motivation for using the cloud. But they are nothing to be scared of. Many of these charges are also applicable to on-premises infrastructure. On top of that, by paying your cloud provider for these services, you are essentially reducing your IT operational labor cost on-site. To make things even better, you can follow these steps to make sure your bills never break your profit ratio.

Once you are done experimenting with different features and observing the resultant performance of your software product hosted on containers, you can make an informed list of which features you necessarily require and which ones are optional.


	You can observe your bill as you go. Keep an eye on the growing bill and understand its breakdown in the early stages of your deployment to make sure you did not make a false estimate.

	Automatic scaling is a double-edged sword. While it allows your application not to show the unpleasant 404 to the clients, it can also shoot the bills higher than expected. Even if you enable horizontal and/or vertical autoscaling, make sure to set up a higher limit.

	Keep an eye on the changes of charges incurred by third-party tools.

	Set up billing alerts to receive notifications when your bill crosses certain thresholds.

	Ensure to keep your cluster sanitized (pruning zombie containers, periodic garbage collection, scheduled cache maintenance) to keep its resource consumption minimum.

	Optimize your application design over time. For example, if Alpine Linux works for you, don’t stick to Ubuntu. When the containers scale horizontally, the resource quota difference makes a huge impact. Additionally, you can also replace heavy libraries with lightweight alternatives depending on your choice of programming language.

	Make sure not to run double versions of services for similar purposes.

	Make sure to have tight access control over members of your organization.

	Most importantly, when you are done with your clusters… DELETE THEM. Click on the cluster name on the cluster list page and hit the “DELETE” button. The cloud provider may ask you to enter the project name to verify your action, submit it and congratulate your wallet for one less burden to worry about (The authors themselves have made the mistake of keeping a cluster unnecessarily alive and paying up unwanted charges. The authors are guilty, but they also came to realize that experience is the most prominent teacher. The authors don’t want the readers to go through the same experience. The authors want your financial well-being. The authors are good people. The authors think that they should stop their typed tragic blabbery. That’s it from the authors. DON’T FORGET TO DELETE YOUR RESOURCES AFTER YOUR JOB IS DONE.)



By following these practices, you can keep your cloud bills under a pleasant and well-estimated threshold and keep your customers happy with reliable service. Just like Kubernetes on-premises, practice and experience will make your expertise over cloud resource consumption and billing optimization more refined and reliable.

Conclusion

This chapter expanded the capabilities of hosted K8s on Cloud and explored some container supportive tools like service mesh, package manager, logging and monitoring agents, CI/CD pipelining tool, etc. These are tools and technologies used to make production-grade deployments smooth and fast. The next chapter will briefly introduce the Serverless K8s offering of Google Cloud, the Cloud Run.

Multiple choice questions


	Which of the following components does NOT need to be scaled to achieve cluster high availability?

	etcd

	Kube-apiserver

	Cloud-controller-manager

	Helm


Answer: D


	How does a high availability cluster decide which instance of control plane will serve the incoming API request?

	FCFS

	Round Robin

	Quorum

	Priority-based distribution


Answer: C


	Which of the following is not a logging agent?

	Logstash

	FluentD

	Fluent-bit

	Prometheus


Answer: D


	How does Helm define K8s applications?

	Sheets

	Charts

	Manifests

	Objects


Answer: B


	Which of the following deployment strategies is used to target a small group of users?

	Blue-Green

	Rapid Update

	Target tracking

	Canary


Answer: D




Questions


	Explain the key differences between a normal and a highly available Kubernetes cluster.

	Explain the importance of monitoring and dashboards for Kubernetes cluster management.

	Write a Helm chart to run stateful Apache Zookeeper on Containers.

	What is CI/CD, and how is it achieved using containers?

	List out the steps to avoid overbilling while using hosted Kubernetes on Cloud.







CHAPTER 15

Serverless Containers


Introduction

In the previous chapter, we explored hosted or Managed Kubernetes on Cloud. In this chapter, we will cover something that has become the center of the conversations around the Kubernetes Ecosystem; Kubernetes going serverless. To put it simply, serverless means not having to worry about the underlying infrastructure at all! This has many financial and technical benefits, but it’s not 100% glittering gold. This chapter will explore how to deploy your workloads on serverless K8s along with its positive and negative aspects.

Structure

This chapter covers:


	Introducing Serverless Kubernetes

	Getting Started with Cloud Run

	Hosting your first Serverless Container



Objective

We have been diving deep into every topic and every aspect of Container, Docker, and Kubernetes so far. As a result, you are equipped with a strong foundation of basic concepts. This grants me the freedom to take you on a quick stroll to explore bleeding-edge offerings in the container ecosystem without making you feel alienated. If you are jumping straight to this chapter in search of some deep dive on Serverless Kubernetes, your purpose might remain unfulfilled. This is like a reward chapter for the readers who have grated me their precious time and attention for 15 chapters. At the end of the chapter, you will have enough understanding of Serverless to decide whether you want to explore it in-depth or otherwise.

Introducing Serverless Kubernetes

As we saw in the last chapter, when we use hosted Kubernetes platforms like Google Kubernetes Engine, we as users, talk to the service-providing platform like Google Cloud instead of the master of the cluster, but we do have to manage the cluster. We are very well aware of the cluster configurations, and we also have to keep an eye on the resource utilization to see if we have to scale the cluster for better load handling. In other words, hosted Kubernetes allows us to host and manage a cluster on their resources:
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Figure 15.1: Kubernetes Cluster on Cloud

My dear Alice… think about a wonderland (there, I even gave all the readers a nickname for a cheesy reference!). A wonderland where all you need is a working desktop browser; you have to do a few clicks here and there and boom! Your containerized application is LIVE! That is serverless Kubernetes:
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Figure 15.2: Serverless Kubernetes

Serverless Kubernetes is a relatively new member of services falling under the Serverless Computing category. After the success of hosted/managed distributed computing infrastructure (like managed database, managed Hadoop, or managed Kubernetes), cloud providers started to offer a new class of services that handled both backend infrastructure as well as its management. This left users with less burden, more cost-efficient billing, and only frontend to take care of. Such offerings are collectively called Serverless Computing. Amazon Web Services (AWS) Lambda, BigQuery, Google Cloud Run, and so on are examples of Serverless Computing.

Behind the scenes, or in the backend; the Serverless Kubernetes service provider also has lots of Kubernetes clusters deployed, but you do not have to worry about it. This has a few implications as follows:


	You do not know the full details of the cluster you are operating on. There are exceptions, but we will get into them later.

	The smallest unit of acquisition is NOT a bunch of virtual machines anymore. You are merely given a separate namespace and it is highly, likely, that other users are also operating the cluster your containers are on, but you will never clash because of namespace isolation and RBAC access policies.

	This makes deploying your applications even faster, economical, and easier!
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Figure 15.3: Backend of Serverless Kubernetes

Google’s Cloud Run is a Great example of Serverless Kubernetes Offerings. Of course, much like everything we have encountered in this book so far, Cloud Run also has a fair share of competitive alternatives like AWS EKS on Fargate or Azure Serverless, but Cloud Run is a couple of steps ahead of them at the time of writing this book. Let’s see how to work with it in practice.

Getting started with Cloud Run

Cloud Run is a part of Google Cloud Platform offerings; so much like Google Compute Engine VMs, or GKE’s Hosted Kubernetes, the way to navigate is through the hamburger icon. Before we start using Cloud Run, we need to make sure that we have enabled its API in our GCP project. Go to API and Services. Once navigated, you will find stats about a list of APIs relevant to the products used under your GCP project.

Once navigated, you should find a bunch of APIs divided by categories of usage. If you want to avoid scrolling for eternity, use one of the best inventions of computer science… the search function!

Type Cloud Run and the first result you see should be our target API shown as follows:
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Figure 15.4: Cloud Run API

Once you land on the Cloud Run API page, you can notice a lot of details like the latest update time, one-liner description, overview, and even links to documentation. Focusing on the overview of Cloud Run, it is a managed compute platform as it runs on a Kubernetes cluster in the backend. It enables you to run stateless containers invocable via HTTP APIs. To be honest, HTTP APIs are fine because everything that we have done in this book so far has used HTTP requests in one way or another. The crucial detail here is the specific mention of stateless applications (#NoStatefulSetsOnCloudRun).

This is where the glitters and gold analogy used in the introduction of the chapter becomes relevant. Cloud Run can host Kubernetes services without having to create or manage a cluster, but it does not give all of the privileges of a traditional or even a hosted Kubernetes cluster.

You can even sense the pattern here, the easier an implementation becomes, the less control and customizations you get. Does this mean you cannot run any stateful applications on Cloud Run? Not necessarily, you can still trigger one stateless service from another, but you have to tailor the app architecture to meet Cloud Run caveats as well as Business logic demands.

For example, deployments are stateless, so we should be able to play with them. Click on the ENABLE API button shown as follows:
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Figure 15.5: Enable Cloud Run API

Once the API is enabled, navigate to the Cloud Run page using the same hamburger icon and you should see an empty list of services. This means our Cloud Run is ready to host containers!

Hosting your first Serverless Container

In the beginning of the chapter, I had mentioned that hosting a serverless container is a matter of a few clicks… well, let’s start clicking! Click on the CREATE SERVICE button as shown below and you will be guided to the service settings page:
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Figure 15.6: Create a Cloud Run Service

As we navigate to the service settings page, you can notice that Google is being elaborated with the descriptions as shown below. They are elaborating on what service is. This is helpful and frustrating at the same time because we have already seen docker swarm and Kubernetes objects called services leading to different interpretations:
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Figure 15.7: Service Settings Page on Cloud Run

Regardless, for Cloud Run, service is like a combination of Kubernetes deployments and Kubernetes services. It is an endpoint as well as an orchestration unit of stateless workloads. Also, it is important to note that the services created by Cloud Run scale automatically. This removes another burden from our fragile little DevOps shoulders.

Moving on, we have a deployment platform that is set to Cloud run by default. We have already seen what Cloud Run is. The other option called Cloud Run for Anthos is for the users who want to host their containers on their own clusters, but still want serverless features for the end developers. Anthos allows you to setup a Cloud Run on your GKE cluster on Google’s servers or on your own servers. We will stick to Cloud Run and we will pick a region. Next, provide a name to the service e.g., hello-cloud-run). Finally, hit Next button to get the following screen:
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Figure 15.8: Configure the first revision of the Cloud Run service

These are the configuration options. A service can have multiple revisions, but the configs of each revision are unchangeable. In other words, whenever you make changes to any of the service configurations like the container image or port exposure, it will be served as a new version of your service; unlike previously where we could just Kubectl apply any change and deployments would get modified.

First, this new approach provides great version control and revision accessibility. On top of that, since every change is a new version of the service, rolling out blue-green or canary deployments becomes even more intuitive since all you have to do is manage traffic between two running versions of a service.

Then, we get to choose between using a container image from the Google container Registry of our project or from a source repo like Github shown as follows:


[image: ]

Figure 15.9: Sample container image on Google Container Registry

Second option is useful when we want to setup a continuous deployment pipeline. We will stick to a single version. Click on select and choose a demo container image called hello. This is one of Google’s built-in image provided to every GCP project for enthusiasts to try out Cloud Run. Click Next to move to the third setting shown as follows:
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Figure 15.10: Configure HTTP triggers for Cloud Run Service

Finally, we get to choose just like Compute Engine VMs or GKE Cluster if we want to allow external connections without authentication. Set it to yes. Click on the create button to see the status of the service being created. Once the service is created, you should see a page looking like the following screenshot:
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Figure 15.11: Cloud run Service Details Page

It is amazing how many complex processes like deploying the revision, setting up access policies, routing traffic, everything is done under just a few clicks. We also get a bunch of information about the container like the image URL, exposed port number, which is 8080, the command is inherited from the docker image’s entry point instruction and below are some resource allocation stats:
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Figure 15.12: Resource details of a Cloud Run Service

Most importantly, right beside the name of our service, we can see the region that we had selected and the link where the service is being exposed.

You can simply click on this to enjoy A beautiful, little landing page (resembling the following screenshot of this paragraph) created by Google and hosted from your account without you having to provision anything. You can do a lot more with Cloud Run as you might have already guessed, but that is a conversation for another day:
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Figure 15.13: Landing page of the hello-cloud run service

Finally, you can go back to the services page and see your service listed with the settings you had applied and explore it further. Of course, you can select the service and delete it using the button on the top when you don’t need it (In fact, delete it. You don’t need it. Cloud Run is cheap, not free).

This is an example of how serverless containers are scheduled. You may wonder, is that the only way? Of course not. The market is growing with tools offering competitive pricing and novel solutions. One such example is KEDA that stands for Kubernetes Event Driven Autoscaling. Instead of managing the infrastructure around resource utilization, KEDA scales up or down your K8s objects depending on user-defined event triggers. Such solutions may not be used ubiquitously, but sometimes they can suite niche use cases more accurately. The best way to make the optimized choice for your use case is to stay relevant and up to date with the updates.

Conclusion

This was a short introduction to Serverless Kubernetes with an example of Cloud Run. Just like everything else, even Serverless Kubernetes can demand an entire book for itself with all of the complexities and challenges but with all of the knowledge and understanding built from previous chapters, nothing should stop you from making calculated experiments!

Multiple choice questions


	Which of the following is Google’s offering for serverless Kubernetes? 

	Google Compute Engine

	Google Kubernetes Engine

	Google Cloud Run

	AWS Fargate


Answer: C


	Which of the following Kubernetes objects cannot be deployed with Google Cloud Run?

	Deployment

	Services

	Stateful set

	Replica set


Answer: B


	Which of the following Google Cloud Platform APIs is not required to be enabled to run serverless containers?

	Cloud Run

	Compute Engine

	Kubernetes Engine

	Big Query


Answer: D


	How many revisions can a running Cloud Run Service support? 

	0

	1

	2

	Many


Answer: D


	Which of the following sources can be used to obtain container images in Google Cloud Run?

	Docker Hub

	Google Container Registry

	Github

	All of the above


Answer: D








CHAPTER 16

The Checkpoint


The journey…

We started our conversation around containers with topics as basic as Web applications, DevOps, Linux Containers, etc. Once the foundation was setup, we discussed various aspects of Containers, Container Runtime Environments, the process of Containerization, Container Orchestrators, Wrapper objects, Cloud Services, and even application-specific solutions. All of them collectively create a container ecosystem.

This book is intended to be an entry point, a friendly guide, and a handy reference for the Containers. The grouping of topics and chapter arrangement were carried out in a way that you as readers could feel the connection between the tools and the progression of your own comprehension of containers as well as containerized applications. We went from writing a simple Ubuntu container to set up a working CI/CD pipeline on Cloud using Kubernetes and other DevOps tools.

Using the knowledge and skills gained from this book, you can envision solutions centered around containers. After all, solving real-world challenges is the end-goal of any form of technical document. Here is an example Figure 16.1:



[image: ]

Figure 16.1: Conceptual representation of a Container-based solution

Cleartrip, a leading online tourism planning company migrated to containers during the pandemic. Through the migration, they not only decreased the cost of infrastructure and operations but also managed to optimize various components of their code base. They realized that a lot of their blocks were unnecessarily tightly integrated. By moving to containers, they were able to decouple independent services making them more fault tolerant and covering them under tighter access control.

We particularly chose Cleartrip as a reference because the solution they opted for is the same as the solution you have learned in the book, Google Kubernetes Engine. This single reference should immediately ring multiple bells in your head with thoughts like they must have used high availability, they must have used Identity and Access Management for access control, they must have used CI/CD for rolling out discounts and updates on the fly and so on. More importantly, there is someone in their team running Kubectl CLI as or more frequently than you do! Their services are containerized using Docker, which resonates with your compose file and Dockerfile writing skills! Your excitement is legitimate, and you should rightfully pursue it further by practicing different use cases and interpreting various problem statements before finally landing on your dream job or dream role.

While this was a fulfilling experience for us (and hopefully for you too), we understand that all of us have a curious appetite to know where and how to progress further. While this little chapter is literally the conclusion of the book, it is figuratively a checkpoint for the authors and the readers (and the publication too!).

So, what next?

The tools and technologies of the Container Ecosystem will continue to grow further, trying to make the user experience smoother, while addressing difficulties and challenges faced by people working on DevOps at the moment. Docker and Kubernetes will continue to release their updated versions. Many of the beta and alpha features will make their way to General Availability while some of them will be deprecated for good.

Since these technologies are not laws of physics, but market-driven products, you might see unexpected mergers, discontinuation of support for some tools or features, strong and competitive alternatives, or even ground-breaking replacements! Does that mean the validity of your skills is in danger? Not at all. You should embrace the progress with an open mind and catching up with the updates will be way easier than you think. The most important takeaway from this (or any) book is the thought process and understanding that you have built throughout the chapters. Even when you encounter newer challenges, the learnings from your sought-out expertise will stack up; it will help you get your priorities in correct order to make technically, logically (and hopefully financially) efficient decisions and solutions for your project and/or your company. The show must and will go on.

As for your immediate progression, the best thing you can do is continue practicing what you have already learned and set sight for what to learn next (the learning should never stop). The second-best thing would be to come out of the cocoon of solo learning. If you have read the book completely and if you have been practicing alongside it, your knowledge and skills on Docker and Kubernetes are more than enough to make productive conversations with like-minded and skilled professionals. You can participate in forums, groups, and social media activities to help absolute beginners get started with containers while getting expert advice on different use cases and problems from veterans.

That is not all, you should also leverage your containerization skills to step up your job profile (and pay scale) since Docker, Kubernetes, and Hosted Cloud solutions are some of the most in-demand and well-paid skills in the current IT landscape (this fact is not going to change at least in near future of writing this book, since a large section of IT industry is yet to migrate to containers and bring down their resource consumption).

Official Certifications are a great investment to establish the credibility of your skills and knowledge. Docker provides an all-rounder certification (Docker Certified Associate) with a unique examination pattern, while the Cloud Native Computing Foundation provides three different certifications for Kubernetes. They are targeted at Administrators (Certified Kubernetes Admin), Developers (Certified Kubernetes Application Developer), and Security specialists (Certified Kubernetes Security Specialist) respectively. That is not all, Kubernetes and containers are also part of some of the certifications offered by Public Cloud Platforms such as GCP, AWS, or Microsoft Azure. If you are unsure about which certification to prepare for and apply for, you can ask your colleagues, higher management, or potential employer about which one will make the most positive impact on your career graph and will match the most with your job role or with the future directions of your job role.

Finally, you can always reach out to us via social media or BPB Publications for any questions, discussions, or constructive feedback. Once the pandemic stops affecting the lives, livelihood, and lifestyles of people, we would also love to have you for a cup of hot chocolate (because one of the authors doesn’t drink coffee… or tea)!

Thank you so much for reading this book. We wish you all the best for your journey further.
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[root@edse4713d24e /1t
[root@edse4713d24e /1# cd /home
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drwxr-xr-X 2 root root 4096 Jul
drwxe-xr-x 1 root root 4096 Jul
-r-r- 1 root root  © Jul
-rw-r 1 root root  © Jul
[rootgeds64713d24e home]#
[root@ed564713d24e home]# |
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Your computer will restart automatically.
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root@docker:/var/lib/docker/volumes/vol-centos/_data#

root@docker: /var/1lib/docker/volumes/vol-centos/_data# touch foo-1.txt
root@docker: /var/1lib/docker/volumes/vol-centos/_data#
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drwxr-xr-x 2 root root 4096 Jul 8 20: .
drwxr-xr-x 3 root root 4096 Jul 8 18:15 ..

root root © Jul 8 20:40 foo-1.txt

root root © Jul 8 20:25 foo.txt
root@docker: /var/lib/docker/volumes/vol-centos/_datat# [|
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[rootefadssacsecd homee 1s
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dhwanifdocker:~§ docker run hello-world

flello from Docker!
This message shows that your installation appears to be working correctly.

To generate this message, Docker took the following steps:

1. The Docker client contacted the Docker daemon.

2. The Docker dacmon pulled the "hello-world” image from the Docker Hub.
(and6d)

3. The Docker daemon created a new container from that image which runs the
executable that produces the output you are currently reading.

4. The Docker daemon streamed that output to the Docker client, which sent it
to your terminal.

To try something more ambitious, you can run an Ubuntu container with:
§ docker run -it ubuntu bash

Share images, automate workflows, and more with a free Docker ID:
https://hub.docker..con/.

For more examples and ideas, visit:
https://docs.docker . con/get-started/
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LT
root@docker:~# cd /var/1ib/docker/volunes

root@docker: /var/1ib/docker/volunest

root@docker:/var/1ib/docker/volumes# 1s

G8a1cd3cceb6119c4e9e0750785237506b38598720ebf 51bdSbecd16933d%b metadata.db vol-centos
root@docker: /var/1ib/docker/volumes#

root@docker:/var/1ib/docker/volumes# cd vol-centos/

root@docker: /var/1ib/docker/volunes/vol-centos#
root@docker:/var/1ib/docker/volunes/vol-centos# 1s -la

total 12

drwxr-xr-x 3 root root 4096 Jul 8 18:15 .
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OO
Unable to find image 'hello-world:latest' locally

latest: Pulling from library/hello-world

0003bdcc26d7: Pull complete

Digest: sha256:8e3114318a995a1eed9779053507b88365222a21771a07e53687ad7656308076
Status: Downloaded newer image for hello-world:latest

ello from Docker!
This message shows that your installation appears to be working correctly.

To generate this message, Docker took the following steps:

1. The Docker client contacted the Docker dacmon.

2. The Docker dacmon pulled the "hello-world" image from the Docker Hub.
(and64)

3. The Docker daemon created a new container from that image which runs the
executable that produces the output you are currently reading.

4. The Docker daemon streamed that output to the Docker client, which sent it
to your terminal.

To try something more ambitious, you can run an Ubuntu container with:
$ docker run -it ubuntu bash

Share images, automate workflows, and more with a free Docker ID:
https: //hub.docker..con/

For more examples and ideas, visit:
https://docs.docker . con/get-started/
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dhuanifdocker:~$ docker volume create
68a1cd3cceb6119c4e9e0754785237506b38598724b0F51bd9becd16933d9b.
dhwani@docker:~$

diianiGdocker:-$ docker volume 1s

DRIVER VOLUME NAME

local 68alcd3ccebo6119c4e9e0754785237506b38598724ebF 51bdsbecd16933d9b
local Vol-centos

dhwani@docker
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& Create alerting policy

@ What do you want to track?
Conditions

Conditions descrive when apps and services are considered unhealthy. When

conditions are met, they rigger alerting policy violations.
Condition Actions

Kubernetes Container - Memory usage [MEAN] v i

Violates when: Any
Kubernetes io/container/memory/used_bytes stream s
above a threshold of 100000000

ADD CONDITION

NEXT

@® Who should be notified? (optional)

© What are the steps to fix the issue?
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dhwani@master:~$

dhwanifaster:~$ kubectl get pods

NAME
dec-pod
imp-pod
replicaset-guestbook-gowve
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replicaset-guestbook-tcvnj

READY
1/1
1/1
1/1
1/1
1/1

STATUS
Running
Running
Running
Running
Running

RESTARTS

soouwn

AGE
shssm
shssn
a7s
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dhwanigaastor:~$)
dhwanignaster:~§
dhanifeastorio$ kubectl get pods -0 wide

e REAOY STATUS  RESTARTS AGE NODE  NOWINATED NoDE
dec-pod 11 Ruming s shsam node-1  <none>
imp-pod 11 Ruming 5 shsom node-2  <none>
replicaset-guestbook-gos  1/1  Running  © 625 node-1  <none>
replicaset guestbook-rern2  1/1  Running 0 625 node-1  <none>
replicaset-guestbook-tevnj 1/1  Running  © 62 node-2  <none>
dhwanigmaster:~g,

dhwanigmaster:~$ [
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°20b04bead16: Pull complete

90b££89e705: Pull complete
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Status: Downloaded newer image for ceruleanhub/nginx:latest

docker . io/ceruleanhub/nginx: latest

dhwani@docker:

dhwani@docker:
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dhwanignaster:~$,
dhwani@easter:~$.
dhoniCoasterio$ curl http://10.106.127.99:80
<1DOCTYPE htal>
chtal>
chead>
ctitlesWelcome to nginl</title>
cstyles
body {
width: 35em;
margin: © auto;
font-family: Tahosa, Verdana, Arial, sans-serif;

)
</style>

</head>

<body> .

<hl>Helcose to nginxI</hi>

<P>IF you see this page, the nginx web server is successfully installed and
vorking. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a_ href="http://nginx.org/">nginx.org</a>. <br/>
Comercial support is available at

<a href="http://nginx. con/">nginx.conc/a>-</p>

<p><em>Thank you for using nginx. </em></p>
</body>
il
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$ kubectl get namespaces

NAME STATUS
default Active
halyard Active
kube-node-lease  Active
kube-public Active
kube-system Active
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$
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AGE
73m
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73m
73m
73m
6m29s





OEBPS/images/5.48.jpg
divanifdockeri=$: docker attach busyboxoomt
/¥ lostar

i 5.3.0-1020-g0p (C123464ThaS0)  06/08/20
wg-cpst Suser nice tsystem Mowait tsteal

003 oo o os 000
povice: tpr Bl xeasss Bl wcto/s
Locpd 0.0 001 l00
toopl olo1 ol ol
loop2 oi38 0176 ol
Loops olor oloz ol
toopt 000 oot ol
Loogs ol00 0.0 0l00
i 120 5.0 50.20
/1 oxse

Owanteanckeri~s I

siate

Bk road Bk wrtr
3050 o

Bio
nire
1530

16
Dsuend 1127476

o
o
o
o
2

acm






OEBPS/images/8.59.jpg
replicated a3 neine:atest “<som0-s0rtcp






OEBPS/images/14.66.jpg
Backing up /hose/nvtheanimelover/hal. ..
cking up Spinnaker deployment config files...

Renoving halyard/spin-halyard-o: /hoe/spinnaker/-hal.
Copying /hose/nvtheaniaelover/-hal into halyard/spin-halyard-6: /hoss/spinnaker/.hal....
Deleting Kubernetes secret spinnaker-deploysent.

Secret *spinnaker-deployment® deleted
Creating Kubernetes secret spinnaker-deploynent containing Spinnaker deployment config files...

secret/spinnaker-deploysent created

[master 1b4dsb] Automated backup.

1 file changed, 2 insertions(+)

create mode 100644 deployment_config_files/config

Enuserating objects: 6, done.

Counting objects: 100% (6/6), done.

Delta cospression using up o 4 threads

Compressing objects: 160% (3/3), done.

Mriting objects: 100% (4/4), 476 bytes | 476.0 Kis/s, done.

Total 4 (delta 6), reused 0 (delta )

To https://source.developers. google. con/p/prise-boulevard- 310908/ r/ gke-cluster-02-config.
2393548, .1b4d5b9_master -> master

~/cloudshell_open/spinnaker-for-gep/scripts/install

Installation complete.

Sign up for Spinnaker for GCP updates and announcements:

https://groups .google. con/ forua/ &1 forun/spinnaker-for-gep-announce
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$ ~/cloudshell_open/spinnaker-for-gcp/scripts/install/setup. sh
. Checking for existing cluster gke-cluster-002...
Verifying location of existing cluster gke-cluster-002.
Retrieving credentials for GKE cluster gke-cluster-002.
Fetching cluster endpoint and auth data.
kubeconfig entry generated for gke-cluster-602.
Checking for Spinnaker application in cluster gke-cluster-002...
error: the server doesn't have a resource type “applications”
Creating service account gke-cluster-602-acc-1619118773,
Created service account [gke-cluster-002-acc-1619118778].
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$ kubectl apply -f kubernetes/.
confignap/fluentd-gep-config created
confignap/fluentd-gep-main-config created
daemonset .apps/fluentd-gcp created
deployment..apps/test-logger created

$
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$
$

$ kubectl get svc -n spinnaker

NakE TYPE CLUSTER-TP  EXTERNAL-IP  PORT(S)  AGE
spin-clouddriver  ClusterIP 10.36.15.83  <none> 7002/TCP  6mi7s
spin-deck ClusterIP  10.36.2.159  <none> 9000/TCP  6m16s
spin-echo ClusterIP  10.36.14.187 <none> 8089/TCP  6mi6s
spin-frontse ClusterlP  10.36.3.132  <none> 8080/TCP  6m17s
spin-gate ClusterP  16.36.13.128  <none> 8084/TCP  6mids
spin-igor ClusterlP  10.36.1.20  <none> 8088/TCP  6m19s
spin-kayenta ClusterIP  10.36.2.23  <none> 8090/TCP  6m15s
spin-orca ClusterlP  10.36.7.222  <none> 8083/TCP  6miss
spin-rosco ClusterlP  10.36.5.231  <none> 8087/TCP  6miss

s
s
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VSs0vetjudvtombrtbuabiy  manager Ready Active
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$ kubectl get pods -n spinnaker.
NAME
spin-clouddriver-6f8f64dbfe-hg7va
spin-deck-7756b7546d-d6p5s
spin-echo-859956¢bb6-bshph
spin-frontse-5c59557847-g674m
spin-gate-8589d769d9-gudnv.
spin-igor-55F6F5csch-gavxg
spin-kayenta-6495bb877b-rarfc
spin-orca-6dbbSb96f8-hablk
5pin-rosco-5947cbb69f-7vebb

$
sl

READY
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1

STATUS
Running
Running
Running
Running
Running
Running
Running
Running
Running

RESTARTS

soccccss®

AGE
5m35s.
5m36s.
Sm34s.
5m37s.
5m34s.
5m39s.
5m35s.
Sm32s.
Sm32s.
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$

$ kubectl get svc

NAKE TvpE CLUSTER-IP  EXTERNAL-TP PORT(S)  AGE
cd-jenkins ClusterIP  16.56.14.160  <none> 8080/TCP  dns
cd-Jenkins-agent ClusterIP 10.56.9.112  <none> 506000/TCP  dnSs
details Clusterl> 16.56.7.51  <none> 9080/TCP  4om
kubernetes ClusterIP  10.56.0.1 <none> 443/TCP 33
productpage ClusterP 16.56.10.12  <none> 080/TCP  4om
ratings ClusterP 10.56.2.23  <none> 080/TCP  4om
reviews ClusterIP  10.56.10.137 <none> 9080/TCP  49m

s
s
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dhwanifworker-1:~$ docker swarm update --autolock=true

Swarm updated.

To unlock a swarm manager after it restarts, run the “docker swarm unlock’
command and provide the following key:

‘SWMKEY-1-4DOAR7SDEPPX6rVFA6aM7CIhRNDCAZ4LpUCYNT1FHO.

Please remember to store this key in a password manager, since without it you
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$
$ ./helm repo add jenkinsci https://charts.jenkins.io
Jenkinsci” has been added to your repositories

$

$ ./heln repo update

Hang tight while we grab the latest from your chart repositories.
-Successfully got an update from the "jenkinsci® chart repository

Update Complete. s Happy Helming!s
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root@uorker-1:/home/diwani# cp -r /home/dhwani/swarm-t
rootéworker-1: hone/dhwani#

root@orker-1: /hone/dwani# 1s./var/1ib/docker.
pullder bulldkit containers image network overlay> plugins runtimes swarm tep trust voluses
root@uorker-1: /hone/dhwani#

rootévorker-1:/hone/dnanis |

ickup/swarm /var/1ib/docker/
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Networking
Define how applications in this cluster communicate with each other and with the

Kubernetes control plane, and how clients can reach them.

® Public cluster
O Private cluster @

Network *
default -

Node subnet*
default -

Advanced networking options
Enable VPC-native traffic routing (uses alias IP) @

Automatically create secondary ranges @
Pod address range
Mosimum pods per node

10

Mask for pod address range per node: /24
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dhwanifdocker:~$ docker start bob --interactive
[z00t61493194405b3 home] #
(xo0t@149319d405b3 home]# |
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dhwani@worker-1:~$ docker swarm unlock-key
To unlock a swarm manager after it restarts, run the "docker swarm unlock’
conmand and provide the following key:

‘SHMKEY~1-J4DOGR7SDEPPX6rVFASAH7C SHRNOCAZALPUCVR SO

Please remember to store this key in a password
11 not be able to restart the manager.
dhani@eorker-1:$

ihanituorker1:-8 docker swarm unlock-key --rotate
Successfully rotated manager unlock key.

nager, since without it you

To unlock a swarm manager after it restarts, run the "docker swarm unlock’
command and provide the following key:

SMKEY-1-EgYyraUs KXIZeSYuYBSOcnTUISKFRHYFPYBsyNag

Please remember to store this key in a password
T ot ba s le fa e tar i tha e

nager, since without it you
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 Sewrch products nd rescuces.

nisarg@cloudshell:~ (hardy-order-301410)$

nisarg@cloudshell:~ (hardy-order-301410)$

nisarg@cloudshell:~ (hardy-order-301416)$ for 1 in @ 1 2; do kubectl exec zk-$i -~ hostname; done
)

21

%2
nisarg@cloudshell

(hardy-order-301410)$.
nisarg@cloudshell

Chardy-order-361410)5 |
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nisarg@cloudshell:~/gke-statefulset (hardy-order-301410)$
nisarg@cloudshell:~/gke-statefulset (hardy-order-301410)$
nisarg@cloudshell:~/gke-statefulset (hardy-order-301410)$ kubectl get svc

e Tvee CLUSTER-TP  EXTERMAL-TP PORT(S)
kubernetes  ClusterTP 10.56.0.1  <none> 4a3/1ce

zHecs ClusterIp  10.56.11.103  cnone> 2181/1cP

ZHehs ClusterTP  None <none> 2888/1Cp, 3888/1CP
nisarg@cloudshell:~/gke-statefulset (hardy-order-301410)$
nisarg@cloudshell:~/gke-statefulset (hardy-order-301410)$ |

AGE
aah
825
825
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dhwani@maste

NAME
master
node-1
node-2

STATUS
Ready
Ready
Ready

:~$ kubectl get nodes

ROLES
control-plane, master
<none>
<none>

AGE
92s
76s
73s

VERSION
v1.20.2
v1.20.2
v1.20.2
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nisarg@cloudshell:~ (hardy-order-301416)$
nisanggcloudshell:~ (hardy-order-301410)$

nisarg@cloudshell:~ (hardy-order-301418)$ kubectl get pods -w -1 app=zk
NAME READY STATUS  RESTARTS AGE

k-0 /1  Pending © os
k-0 /1  Pending © 15

k-0 /1  ContainerCreating © 1s
k-0 1/1  Running o 35
k-1 /1 Pending o os.
k-1 /1 Pending o os.
k-1 /1  ContainerCreating © os.
k-1 1/1  Running o 25
k-2 6/1  Pending o os
k-2 6/1  Pending o os.
k-2 /1  ContainerCreating © os
zk-2 1/1  Running o 1s
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Your Kubernetes master has initialized successfully!
%o start using your clustor, you need to run the following as a rogular user:
Rkdiz -p SHOME/.kubo
Sudo cp ~i /otc/kubornetos/adain.conf SHOME/.Kubo/config
sudo chown §(id -u)+5 (id -g) SHOME/Kubo/config
You should now doploy a pod network to the cluster.
un “kuboctl apply £ (podnetwork] .yaml” with one of the options listod at:
hetps://kubornotes. io/docs/concopts/clustor-adainistration/addons/

You can now join any mumbor of machines by rumning tho following on each nodo

Kubeadn join 10.160.0.2:6443 —-token 0qvuék. iSukqzpwdsou3aos ~-discovery-token-ca-cert-hash
£a26742ccS £4075290002 TadceTack99

Footamasteri~h I
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nisorgécloudshell:~/gke-statefulsets
nisargécloudshell:~/gke-statefulsets
nisargécloudshell:~/gke-statefulsets kubectl apply —F ./
service/zk-cs created

service/zk-hs created

poddisruptionbudget. policy/zk-pdb created
statefulset.apps/zk created
nisarg@cloudshell:~/gke-statefulsets
nisarg@cloudshell:~/gke-statefulsets ||
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nisarg@cloudshell:~/gke-statefulsets
nisarg@cloudshell:~/gke-statefulsets

nisarg@cloudshell:~/gke-statefulsets 1s

Zookeepen-cs.yanl zookeeper-hs.yanl zookeeper-pdb.yanl zookeeper-ss.yanl
nisargecloudshell:~/gke-statefulsets
nisargecloudshell:~/gke-statefulsets |
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root@7e60fe02574b: /usr/local/apache2/htdocs# cat index.html
!DOCTYPE html>

<html>

<head>
<title>DockerContainers</title>

</head>

<body>
<h2>

It definitly works!!!
</h2>

</body>
</html>

root@7e60£e02574b: /usr/local/apache2/htdocst
root@7e60£e02574b: /usr/local/apache2/htdocst |
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nisarg@cloudshell:~/mysql_wordpress
nisarg@cloudshell:~/nysql wordpress
nisarg@cloudshell:~/mysql_wordpress
service/mysql-db created
deployment.apps/mysql-db created
service/wp-frontend created
deploynent.apps/wp-frontend created
nisarg@cloudshell:~/nysql_wordpress

(hardy-order-301410)$
(hardy-order-301410)$
(hardy-order-301410)$ kubectl apply -f ./

(hardy-order-361410)3 ||
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root@7e60fe02574b: /usr/local/apache2#
root@7e60£e02574b: /usr/local/apache2# 1s

bin build cgi-bin conf error home htdocs icons include
root@7e60£e02574b: /usr/local/apache2#

root@7e60£e02574b: /usr/local /apache2# cd home
root@7e60£e02574b: /usr/local/apache2/home

root@7e60£e02574b: /usr/local/apache2/homet 13

index.html

root@7e60£e02574b: /usr/local/apache2/homek
root@7e60£e02574b: /usr/local /apache2/homet cat index.html
<!DOCTYPE html>

<html>
<head>

<title>DockerContainers</title>
</head>

<body>
<h2>

It definitly works
</h2>

</body>
ntnl>
oot 87660£e02574b: /usr/local/apache2/honet ||

logs modules





OEBPS/images/13.26.jpg
= Google Cloud Platform _ =y ot 2007 ~ A Seach rodechs and ncecns v

nisargcloudshel:~ (hardy-order-301410)5
nisargécloudshell:~ (hardy-order-361410)8

nisargecloudshell:- (ardy-order-301610)5 for  in 0 1 2; do kubect] exec k-S4 -- hostname -f; done
210, skhe.default. sve.cluster.Jocal

241 kb default.sve.cluster.local

242 2khe default. sve.cluster.local

nisargBcloudshell:- (hardy-order-301410)5

nisargécloucsnen:~ (nardy-order-301410)5 |






OEBPS/images/15.4.jpg
18 results.

ot oninsCaurstion 1
O =

he Rurtme onfigator s 1410 Gjnamicly confure s 1 e N0 G

VMware Engine AP1

o =

Mo andonyour Vi oo ey o Gogl o





OEBPS/images/5.67.jpg
SN Ly acr o e A e
cannot. copy dirsctory
hanidasckers

A e A n]






OEBPS/images/ent.jpg





OEBPS/images/13.15.jpg
Google Cloud Platform

() comanerregisry  epastres

Crament

B e Myproject 7497

& sn = v | 0
[ -






OEBPS/images/14.77.jpg
T

[er——
P——

oyttt sris

s sus o o

e






OEBPS/images/5.58.jpg
D e,

Tog0ta02574
3080->30/tep
ctasearinss

sasz399743>

637556375/ tcp
14531500505

spachaccont
By shantuzel
P ntusiaion
py-uinc
reats:
rosts-cont

“hetpd-foreground® 25 minutes ago
“/bin/oh ¢ pythen3®  About an hous ago
o asn 2 noua ago

“docker-enteypoint.o. 4 hours ago

“npasn 9 hours ago.

U 25 minutes
Up Aot an hose
W 2 houes

U 4 houes 0.0.0.0:
U 7 hours





OEBPS/images/9.14.jpg
l ' QQA’ @ @v’V& I

Namespace-1 Namespace-2

& 2 o





OEBPS/images/13.14.jpg
fatform 3 My Proect 74657 ~ Q searchpy o





OEBPS/images/14.76.jpg
git tag v1.0.1

$ git push --tags
Total @ (delta @), reused 0 (delta 0)
To https://source.developers. google. con/p/prine-boulevard-310908/r/sanple-app
* [new tag] vi.0.1 -> v1.0.1

git tag v1.0.2

$ git push --tags
Total @ (delta @), reused o (delta 0)
To https://source.developers.google. con/p/prine-boulevard-316908/r/sanple-app
* [new tag] V1.0.2 -> v1.0.2

s
s





OEBPS/images/5.57.jpg
dhwaniidocker:~§ docker stop py-ubuntu-cont
SRT——
anitockeri=s I





OEBPS/images/9.13.jpg
olemm ot

Sranifmater:= kpect dscrive pods 12500
ir0

s

e cluster-ont-seasit pol-cu728a- k30,12,

e

n-contatner:
Container 101 dockers 51964 bRRACTONCOTIOST D226 2060
[y

<ine This pod i crestes dmpratively 85 sleep 3400
e el

ke UL oSO TSRS DA TSTACTTACB





OEBPS/images/13.13.jpg
> mning in aisoasmtes
LU S oy rdr st ettt

Riing ger fo/hay-order- 388430/ ge-ngin

o pon refers 0 reportory (5€r1o/marey-order-301410/ge-gins]

s prepoing

Soccssnatc: prepaing

Sicatiains: breparing

Sicamats; prepaing

1720704.2567-4006-916057echT0TID 2024 BITIBEA115200000 375 g handy-orsr s
127 SO AT RSRITATA . 450/ onr JLALO ki (1 more) SO
fiaottpitimeriomesipmepipaist i Ao o






OEBPS/images/14.75.jpg
© Deploy

Jrs— emm—
ooyt
—
R —
ot Eectonoptions
p— LT ———
nom CTS——-——

Aot Tigsrs

™

e oo
[ p—

qen—
[LT—
FrE——ow—

v






OEBPS/images/5.56.jpg
dhvaniédocker:~¢ docker ps

Tog0ta02574b.
G080-530/tcp.
cfaasearoass

saaniaibases
sagz3687030.

376256379/ ecp

s adockes=

s
ey
apache
by-ubentuzel
py-sbonta-cont
Spuntus 10,00
py-ubunca
rois
b

“hitpd-toregeound”
“/oin/sh - pyehons
“osnman
“docker-enteypoint. o
/i

ESIET docker wait py-sbunta-cont

26 minutos ago
About an hour ago
2 hours ago

4 hours ago

9 hours ag0

9 25 minutes
0 About an hour

2 hours.

4 houss, 0.0.0.0:

W 7 bours,





OEBPS/images/9.12.jpg
dhwani@master:~$%
dhwani@master:~$
dhwani@master:~$ kubectl get pods

NAME READY  STATUS RESTARTS  AGE
dec-pod 1/1 Running @ 101s
imp-pod 1/1 Running @ 15m

dhwani@master:~$
dhwani@master:~$ [|





OEBPS/images/13.12.jpg
nisrgicloudshells/pe-ngine (hardy-order-314I0NS
Hirargcloudhells /- rgins (hardy-order- 310N

igieloushells k. nine (hardy-order 310N gelosd bullds subalt -t ger-Lo/hardy-onder-01AIE/gke i

Creting temparary tarsall archive of 3 F16(5) totoling 15 bytes befre compression:

Uplosing Aarests of 1] o' (582 hay-oner 301410 cLostbu 14/ source/SONTSSOTS 11350810 conra200200090500174 t55)
Chanas hicpsLossul1.oeplespis.com/ A rosectsmrey crdar 301410 ocationsEloos /o6 TRETE14 350 4ate +160 557052
20).

50 e svatiasie a (1ttps:cansol. 1w, gosglecon/cLoud-but 18/ a1 17287 74-35€1 6. 168-55Te 602022 profect- 106853528
B}

FEKCing stoage hject: s/ adyorder
Cooying s/ marsyorde 01
D)
Gpration sempleted over 1 anfects/262.9 5.
Biressy hove insge (uih digest)s

P

Cloudbut 16 source/6ETIOOTIL 11237-SERFON oG ASISARBOSOLA, EIFIEITIOON 250237






OEBPS/images/14.74.jpg
< Create trigger

Hame
sampleapptags
st e e ik o pfect

Descrton
Togs

Event
Reposiory eent hat ke viger
O Pushtoabranch

© Pushnewtag

O Putrequest Gub Agp o)
Orinresponseto

O Manuat invocation

O Pubisw message

O wesrookeen: (RN
Source

Repostony
‘sampleapp (loud Souce Repostores)

‘Select e epostonyt wateh o events an clon when e ige s oked
g






OEBPS/images/5.55.jpg
S et
7o60£002574
o£328607d252
Saa7141b4563
£1234647bd8a
425203867430
149315440503
73504a4bddE1
69ab5d0382a
295058022020
de71208955a0
a2a73ba218cE

T
o.013
0-008
0.00%
0:008
0.23%
0:008
0.008
0.00%
0.008
0.00%
0:008

T TR T
580515 / 574.01B
05/ 08
o087 08
08 7 08
2.449ui8 / $74.80B
12211418 / 576 8miB.
o8/ 08
08 7 08
08 7 08
057 08
08/ 08





OEBPS/images/9.11.jpg
dhwani@master:
dhwanigmaster
dhwani@naster
dhwani@naster:~$

dhwanignaster:~$ kubectl create -f imperative-pod.yanl
pod/inp-pod created

dnwanignaster:~$

dhwani@master:~$ [|

$
5
$ nano imperative-pod.yaml






OEBPS/images/13.11.jpg
Google Container Registry API

ol o Ry s gt D v stom o

oG it

Ovenview
o oo Bty e e, G v s
Gong sk Pl Ot A1 o oD R
Soeteaon sowe v Ly canos o G CU ot 5w 35
ok s e e 51

oo
‘o st e vl sod .
ety s sl T s oo s
St g, G, Ak G i v o o, Gole
sl o oy s o s f .

Tutorials and documentation

Addiional detals
oesas






OEBPS/images/14.73.jpg
‘Continsous Davery with Spnnsker and Kubarntes.

[ R Yoy o

Y.

@eo






OEBPS/images/5.54.jpg
Block 1/0 Pros
ToGote02sTdb apacho-cont.
7000 / 08 &3
or3asesrars2 py-ubuntu-cont
o5/ o o
sam1e1bage py-ubune
o/ o8 o
c12346a70d8 busypos-cont
'/ o8 o
sa523807430 xedta-cont
T AT
Heomsatosn bo
s / o8 1
Ta50tadbadt ‘centos-cont.
o/ 08 o
ssabsaeszan peacotl_shanmon
o/ oo o
295008022026 fostive_thompson
o/ o o
so71208956a8 amazing_curran
o/ 05 o

%/ o

sistrcted sopson

o008
0.0
0.000
0.2
0.000
0.0
0.000
0.0
0.000

L e BT
5730808 / 70,808
o/ 00
o8/ 08
/o
257508 / 70,0000
121908 / 70,008
o/ 0n
o/ 08
o/ 00
o8/ 08
o/ 0n

0.000
0.000
0.1
0.
0.008
0.000
o.000

NET 1/ -
som / 1028
/08
o/ 08
o/ 0n
35,700/ 20
3.2/ 08
o/ 0n
o/ 08
o/ 08
o/ 08
/0






OEBPS/images/9.10.jpg
Instructs specific
actions with
details

Lets k8s figure
things out

o

RA T
Imperative Declarative
>

Commands File File





OEBPS/images/14.72.jpg
s
$ cd sample-app/

s

$1s

loudbuild.yanl CONTRIBUTING.sd docs lideyoml kss  pk spinnaker
P Dockerfile Blide.lock Jenkinsfile LICENSE README.nd tests

s
sh





OEBPS/images/5.53.jpg
Tt e e ) NET 1/ ©-

Biock 1/0 eros, =
ToG0ta02574b. spache-cont. oo 5.730Min / ST6.0un 1,008 1.06 / 14
2”70 / 00" (3





OEBPS/images/9.1.jpg
Master





OEBPS/images/5.52.jpg
dhwanildocker:~§ docker run -it —-name py-ubuntu-cont py-ubunt
Python 3.6.9 (default, Apr 18 2020, 01:56:04)

(GCC 8.4.0] on linux

Typel“help“, "copyright”, "credits" or "license” for more information.
>>>






OEBPS/images/8.9.jpg
Wiinstnces  Roumusmwr  swowa  Chmm > o Il O B

ety [ o






OEBPS/images/8.8.jpg
‘Worker

-]

Executor






OEBPS/images/13.2.jpg
Kubernetes Engine

Kubernetes clusters

Containers package an application so it can easily be deployed to run in ts own
isolated environment. Containers are run on Kubernetes clusters. Learn more

CREATE  DEPLOY CONTAINER ‘TAKE THE QUICKSTART





OEBPS/images/13.19.jpg
€ Deploymentdetails e Seor g ouere

e secume
Nanespoce P
i 5 Geopnemantons
Py oo i
g [P E—
Podspeceston  evon’ coanrs hkogeeatatis
Active revisions
R & e s sy
' Geopnemiont @Ok pleopeshaz gm0
ey 15 4 OSSR SIS T SSOTS
Managed pods
[~ - s cuveden
1 st @ aons o momnnssm
1 e © R o moznnsum
1 emmomeconmngs  © none o mamnsum

Exposing services ©
LR N S

Nomuhegsenes

ewsose






OEBPS/images/14.9.jpg
@ gke-cluster001

s noots  somse s

You s your el st o ndyou cstersAtsclr g s

custenioss  avToseaLoss.
Sy
Ssonentomesss | outmis < T ko

- anrans e xasroes otsr

e syt e e e

TR R —— [P

101000200 Rt St Rt s M-tz ol

T ——






OEBPS/images/13.18.jpg
© ot Qg en Garon- G-






OEBPS/images/14.8.jpg
s
s

§ kubectl got pods —-a1-namespaces.

wEspACe
dofoutt

defourt

defourt

kubo-systen
Kube.systen
kube.systen
Kube-systen
Kube.systen
Kubo.systen
kubo-systen
Kubo.systen
Kubo.systen
kube.syston
Kube.syston
Kube.systen
ks o ate

joed
test-ogger-esbsaschof-cabra
tost-logger-esbsdschof-3dm
tostoggor-esbsdschof raggh
event-exportar-gho-564fL979-hzgom
Fluenthit.-ghe.grtas
Fluentbit.ghe.tsssn
Fluentbit.groxzpfl
luentd-gep-koush

luentd-gep-perz2

Fluent-gep-xfisr
ke-motrics.agent-hobsd
ke-motrics.agent qamvh
ke-motrics.agent urgeh
Kube-dns-cagse7ases. infds
Kube.-dns-6Agsf78586. xzaby

e s watoncales 1P fbeb7D 10008,

resov
i
in
in
212
212
212
212
212
212
212
n
n
n
78
b
U1

stas
Running.
Running.
Rumning.
Funing.
Funning.
Funning.
Running.
Running.
Running.
Rumning.
Running.
Rumning.
Funning.
Running.
Running.
pomisy

Restagrs

see
2n95
perd
perd
7m

2n295
2n29s
e

7n
2=





OEBPS/images/5.60.jpg
dhranifdaskax: 6 dockec difE phcton-cont
A /photon-linux

C Jeoot

A /coot/ bash history

> /homs

hwantfdocker
ans docker;






OEBPS/images/13.17.jpg
@ Kubemetesngne ¢ Create a deployment

@ Container
PR, 1
& sewntipes © Configuration

A dlomenis conioaionwhkh Gt e Kb o, .

[ e R ————
cosin.
sepsstnnine
Jrtemati
e
oo

Labels
e oo
= raogmncing

+ Aoo KsERNETES ASEL

Configuration YAML

unatescoormets e ctosdcedraty i YAML e To it
W e e st el 1 s ol S0 1k hanes ot
o caicn ot e






OEBPS/images/14.79.jpg





OEBPS/images/5.6.jpg
Shwanifdockezi~# docker imagee --format “table ({.IDFI\t({.Repository)}\ti{-Tag))™

05003039052 ngins. Tatest
So5005099057 ninx ”

iebt41ac1976 tat Tatest
03001754735 Sone> <aone>
Sosds07ebita e 1esor
lac2ze£86013 e Latest
Ses0tchitzs Sbant 1600

e





OEBPS/images/9.16.jpg
dhiani@naster:
dhiani@naster:
dhani@naster-
VWMESPACE  NAME
ube-systen  coredns-74F£5Sc5b-Ohu2g
cube-systen  coredns-74Ff5Scsb-kp7nv
ube-systen  etcd-master

ube-systen  kube-apiserver-master
kube-systen  Kube-controller-nanager-master
cube-systen  Kube-proxy-9rju

ube-systen  kube-proxy-hkngc

kube-systen  Kube-proxy-x3ppn

kube-systen  Kube-scheduler-naster
ube-systen  weave-net-cz299

cube-systen  weave-net-1jzfs

kube-systen  weave-net-qpgcs
dhwanignaster:~$ [

$ kubectl get pods --all-namespaces

READY
171
171
11
/1
171
171
/1
/1
171
2/2
2/2
2/2

STATUS
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

RESTARTS,
o

AsE
163m
163m
163m
163m
163m
163m
155m
154m
163m
163m
15am
155m





OEBPS/images/13.16.jpg
Google Cloud Platform 2 My Prject74697 =

@ Kubemetestngine ¢ Create @ deployment

@ cusen
© Container
5 oenss
& sewesmes Edit container LN
B optcatons Oy r———
B s O enconsnerimoge
e
Qoo OGSO 1T SELECT
e e oG G . o
@ onecttiomer Oy tegrimabingos g sy,
& o s
Environment variables

+ 200 ExviRONENT vARABLE

i commns

rstis e daad et f o corts e

400 conmaer






OEBPS/images/14.78.jpg
e —
P T—

P

s sunes o 5o
vt e we I

[ r——
[rr—
[T —

oot e s

[y, ....... |

PPN TSN—
y——






OEBPS/images/5.59.jpg
oor the 15T mell Pt o o var
oot /10 -
5701 skate proton-timux

SO 1701 G home

(2S5 [ homa 1 1m

(oo { Thosa 11 ocho "Hello, Photont!* > velcome.tat
ccho allo, Photonis > weicom.txt

2252 homa

Cook [ fhoma 11 ca .






OEBPS/images/9.15.jpg
dhwani@master :~$
dhwani@master:~$
dhwani@master:~$ kubectl get namespaces

NAME STATUS  AGE
default Active 177m
kube-node-lease  Active 177m
kube-public Active 177m
kube-system Active  177m

dhwani@master:~§
dhwani@master:~$ [l





