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Preface

Among the Eels

At the bottom of the ocean there is a garden hose stuffed with glass. Life is difficult at this depth. The lack of light means there is no photosynthesis. Plants are unknown; oxygen is scarce. There are fish with very large eyes and fish that glow. There are octopi with no ink and eels with very large mouths. All these creatures have to eat is each other, and the nutrients on the ocean floor. In this inhospitable place, miles undersea, they have found a way to make a world.

Their world may seem strange, but it has a point of contact with our own. That hose filled with glass is ours; we put it there. It is a bundle of optical fibers that carry beams of light. The beams of light are bits of data, encoded as pulses. The bits of data are Facebook friend requests and financial trades, Twitch streams and supply chain analytics. They flow to and from the internet, irrigating the billions of computers that coordinate the global economy and, increasingly, our everyday lives. Here, among the eels, lies a major artery of the algorithmic age.

There are many such arteries, traversing oceans and tracking continental coastlines, but this one is known as MAREA. It is currently the highest-capacity submarine fiber-optic cable in the world. It is co-owned by Microsoft, Facebook, and a subsidiary of the Spanish telecom Telefónica, which has leased a portion of its capacity to Amazon. The cable reaches a depth of more than seventeen thousand feet and spans more than four thousand miles. It crosses the Atlantic, running from a suburb of Bilbao, Spain, to Virginia Beach in the United States. Where it comes ashore, it looks like a snake rising out of the sea.

MAREA is a reminder that the internet has a body. A body of glass, copper, silicon, and a thousand other things—things that have to be dug out of the earth and hammered into useful shapes, with significant inputs of labor and energy. Bodies are material; they are also historical. If the internet is not a place of pure spirit—a “civilization of the Mind,” as the cyberlibertarian John Perry Barlow once called it—neither is it a place untouched by the past. It is entangled with history, and often in quite literal ways.

One way is infrastructural. Submarine cables like MAREA, writes the scholar Nicole Starosielski, frequently follow “the contours of earlier networks.” Installing underwater lines is expensive, and it’s safer to follow known paths than to pioneer new ones. As a result, the fiber-optic cables that run along the seabed often take the same route as their analog ancestors: the telephone networks of the twentieth century and the telegraph networks of the nineteenth.

These earlier networks were built for particular purposes and used for particular ends. The telegraph networks helped the British supervise and secure their colonial holdings. The telephone networks helped the Americans wage the Cold War, and a hot war in Vietnam. Both networks were essential for capitalist expansion and globalization: they aided in the creation of markets, the extraction of resources, the division and distribution of labor. And, as Starosielski explains, they were themselves shaped by even older patterns of empire and capital. Their cables typically shadowed the sea routes pioneered in previous centuries, routes that sped the circulation of cotton, silver, spices, settlers, and slaves.

Connectivity is never neutral. The growth of networks was guided by a desire for power and profit. They were not just conduits for conveying information, but mechanisms for forging relationships of control. While the internet is more sophisticated than its predecessors, it continues this tradition. The internet is not just material and historical, then; it is also political. The submerged threads of glass that link one land-mass to another are, to borrow a metaphor from Eduardo Galeano, veins. Through them, wealth is extracted and concentrated, communities are dominated and dispossessed.

This is not a recipe for despair. On the contrary: an internet with a body, enmeshed in the past and in politics, is also an internet made by people. It is steeped in the struggles through which humans make their social worlds. “Progress” or “technology” or some other inevitable logic of development did not prescribe its present form. Particular choices brought us to this point. We have the ability, collectively, to choose differently.

Market Failure

Up on land, where data rises from the depths to find its destination, people are worried about the internet. They worry about fake news, surveillance, censorship, racism, and several other things. They worry that the connectivity furnished by MAREA and the other glass strands encircling the Earth is not only making the world smaller but making it worse.

Since 2016, a mood of distrust has congealed around the large tech companies that dominate the internet. Often called the “techlash,” it has become a fixture of US media and politics. The belief that the internet is broken has become a new common sense. The brokenness of the internet is the subject of congressional hearings and New York Times investigations, executive orders and popular documentaries. It is something that, in a fractured partisan landscape, nearly everyone can agree on.

If the internet is broken, how do we fix it? The answers that currently predominate among American policymakers and policy intellectuals tend to circle a couple of main themes. Today’s internet reformers talk about monopoly power and the lack of regulation. They argue that tech companies are too large and too little constrained by government. They want to make markets more competitive, firms more regulated.

The internet reformers have some good ideas, but they never quite reach the root of the problem. The root is simple: the internet is broken because the internet is a business. While the issues are various and complex, they are inextricable from the fact that the internet is owned by private firms and is run for profit. An internet owned by smaller, more entrepreneurial, more regulated firms will still be an internet run for profit. And an internet run for profit is one that can’t guarantee people the things they need to lead self- determined lives. It’s an internet where people can’t participate in the decisions that affect them. It’s an internet in which the rewards flow to the few and the risks are borne by the many. In other words, it’s the internet as we know it today.

The internet has not always existed in its current form. It had to be made. This book is about how it was made, and what we can do to change it. It focuses on the United States—a scope that is at once provincial, given the fact that more than 93 percent of internet users now live outside the United States, and reasonable, given the historical and ongoing centrality of American institutions to the internet’s existence. In particular, this book is mostly about the internet’s privatization, because privatization is the process that made the modern internet. It is also the process that set in motion the crises that have provoked the techlash.

Into the Stack

The internet started out in the 1970s as an experimental technology created by US military researchers. In the 1980s, it grew into a government-owned computer network used primarily by academics. Then, in the 1990s, privatization began. The privatization of the internet was a process, not an event. It did not involve a simple transfer of ownership from the public sector to the private but rather a more complex movement whereby corporations programmed the profit motive into every level of the network. A system built by scientists was renovated for the purpose of profit maximization. This took hardware, software, legislation, entrepreneurship. It took decades. And it touched all of the internet’s many pieces.

The internet’s pieces don’t fit together in an especially obvious way. Most of the infrastructure on which our daily lives depend is easy to visualize: a highway, a power plant. But the internet is too sprawling to squeeze into a single frame. There is no bird’s-eye view of the internet. That’s why metaphors matter. Some things are too small to see without a microscope; others are too big to see without a metaphor. And one metaphor that is particularly useful for thinking about the internet, and which has guided its architects from the beginning, is the stack.

A stack is a set of layers piled on top of one another. Think of a house: you have the basement, the first floor, the second floor, and so on, all the way up to the roof. The things that you do further up in a house often depend on systems located further down. If you take a shower, a water heater in the basement warms up the cold water being piped into your house and then pipes it up to your bathroom.

The internet also has a basement, and its basement also consists largely of pipes. Some, like MAREA, carry data across oceans; most carry data across shorter distances. There are many different kinds of pipes, of varying length and complexity. Everything you do up the stack depends on these pipes working properly. Up the stack is where the sites and apps live. This is where we experience the internet, through the pixels of our screens, in emails or tweets or streams.

The process of privatization started in the internet’s basement, with the pipes. In the 1990s, the US government gave the private sector a network created at enormous public expense. Corporations took over the internet’s physical infrastructure and made money from selling access to it. But privatization didn’t stop there. The real money didn’t lie in monetizing access, but in monetizing activity—that is, in what people did once they got online. So privatization ascended to the upper floors, to the layer where the internet is experienced. Here, in the 2000s and 2010s, the so-called platforms arose: Google, Amazon, Uber, and the rest. These empires finished what the 1990s had started. They pushed privatization up the stack. The profit motive came to organize not only the low-level plumbing of the network but every aspect of online life.

New Directions

This book is not a manifesto in the traditional sense. It is not particularly programmatic, though it does contain some proposals. Rather, it is a manifesto in the sense that it tries to make something manifest, something that so far has not been very visible: the story of the internet’s privatization.

Understanding this story, and understanding it as a single story, helps explain the origins of the modern internet and its crises. The techlash is nothing if not a belated reckoning with the legacies of privatization. But if its critiques remain confined to the symptoms and fail to grasp the underlying cause, it won’t yield much in the way of meaningful change.

Understanding the story of privatization also helps us see how problems that might seem distinct are actually connected: how severe inequalities in broadband access and the proliferation of right-wing propaganda on social media are in fact two moments of the same movement. Further, it helps us identify the source of those problems. Privatization has a history, and anything with a history can come to an end.

To build a better internet, we need to change how it is owned and organized. Not with an eye toward making markets work better, but toward making them less dominant. Not in order to create a more competitive or more rule-bound version of privatization, but to overturn it.

Deprivatization aims at creating an internet where people, and not profit, rule. This sounds like a protest chant but I mean it quite literally. The people whose lives are most affected by a particular decision should be the ones who have the most say in it. But so long as the internet is controlled by firms that are compelled to prioritize profit-making as a matter of survival—without profit, or the promise of profit, there is no firm—this sort of democratic decision-making can’t take place. A small number of executives and investors will continue to make choices on everyone’s behalf, and these choices will remain tightly bound by the demands of the market. A democratic internet must be bound by a different set of demands: those that arise from people’s desire for self- determination. The satisfaction of such demands requires, among other things, taking collective control of the online spaces where our common life increasingly takes place.

This book presents a few directions for doing so. It calls for shrinking the space of the market and diminishing the power of the profit motive. It calls for developing models of public and cooperative ownership that encode the principles of collective governance and popular participation. But the scale and complexity of the internet mean there is no silver bullet for creating a democratic digital future. It will require much experimentation. It will also require creating new structures that enable such experiments to take place. The outcome of these experiments can’t be known in advance, which is why the suggestions in the subsequent pages are necessarily provisional. The precise contours of a democratic internet can only be discovered through a democratic process—through people coming together to build the world they want.

There is plenty of wisdom out there for such discoveries to draw from. There are many organizers and scholars who have thought deeply about digital injustice, and many communities that have acquired valuable expertise on the subject from their own encounters with it. Even so, questions will remain: how to end algorithmic racism, for instance, or the right way to handle content moderation. Liberating the internet from the constraints of the profit motive won’t make these questions go away. It will, however, create the conditions in which the answers can be found.




PART I

THE PIPES




1

A People’s History of the Internet

On November 22, 1977, a van rolled down the freeway between San Francisco and San Jose. It was boxy and gray, the kind used for deliveries. At a distance it would’ve looked unremarkable: one of countless cars crawling up and down the peninsula in the rain. But if you’d gotten a closer look, you would’ve seen something a bit unusual: two large antennas stuck to the roof. This was the first clue. Drawing closer, you might’ve seen something else through the rear windows: a person typing at a computer terminal. In fact, the whole back of the van was filled with electronics. It looked like the inside of a research lab, the sort you might find in the meticulously landscaped office parks of the surrounding region, a place so crowded with semiconductor companies that it had recently become known as Silicon Valley.

But what made this van special wouldn’t be visible no matter how close you came. The van was a node in a network. Not a single network, but a network of networks—an inter-network. This internetwork was immense. It spanned land, sea, sky, and space, and stitched together computers from all over the world.

The first computer sat in the back of the van. It transformed the words being typed on the terminal into discrete slices of data called “packets.” These packets were encoded as radio waves and transmitted from the van’s antennas to repeaters on nearby mountaintops, which amplified them. With this extra boost, they could make it all the way to Menlo Park, where an office building received them.

In Menlo Park, the packets underwent a subtle metamorphosis. They shed their ethereal shape as radio waves and acquired a new form: electrical signals in copper telephone lines. Then they embarked on a long journey, riding those lines all the way to the East Coast before sailing via satellite over the Atlantic Ocean.

The packets touched down in a facility on the outskirts of Oslo. From there they ran to London, then over to England’s southwestern edge. Goonhilly Satellite Earth Station was the largest facility of its kind in the world at the time: a cluster of satellite dishes encircled by the bogs and marshes of Cornwall. Here, the packets took flight once again. A dish hurled them some twenty thousand miles up into space, where they bounced off an orbiting satellite and dove back down to earth, landing on the other side of the Atlantic, in a narrow valley that cut through the densely forested foothills of the Alleghenies: Etam Earth Station, West Virginia.

Etam wasn’t far from the site of the first skirmish of the Civil War. The young Ambrose Bierce had fought in that battle; he would later remember the region as “an enchanted land,” thick with fragrant spruce and fir, and populated with wild pigs that had once feasted on the corpses of his fellow Union soldiers.

Here, the packets returned to fixed lines. They continued northeast, to an office in an old warehouse on the western end of Cambridge, Massachusetts, before bending back across the country toward Los Angeles. This was their final destination: a complex overlooking the palm trees and pleasure craft of Marina del Rey, only four hundred miles south of the van where they had originated.

The packets didn’t know their route in advance. But they did know their destination. This was written into each packet, like the address on an envelope. Whenever a packet crossed from one network to the next, a computer called a gateway examined the address and forwarded the packet on to its next stop. This routine was repeated until the data reached Marina del Rey. There, the destination computer sent a note to the computer in the van saying the packet had arrived safely; if this acknowledgment wasn’t made, the packet was resent. Eventually, when all of the packets had completed the trip, the machine in Marina del Rey pieced them together and displayed the message they contained.

What was in the packets? What did the message say? Nobody remembers. It doesn’t matter. What matters isn’t what was said but how. The packets had traveled nearly a hundred thousand miles in about two seconds. They had crossed multiple networks and multiple mediums—radio, satellite, fixed-line—while arriving at their destination completely intact. Computers from across the world had talked to one another, and heard each other perfectly, speaking the new universal language of the internet.

Birth of a Network

The internet is fundamentally a language—a set of rules for how computers should communicate. These rules have to strike a very delicate balance. On the one hand, they have to be strict enough to ensure the reliable transmission of data. On the other, they have to be loose enough to accommodate all the different ways that data might be transmitted. Together, these qualities ensure that data can not only go anywhere, but also get there in one piece.

Think about water: it can be vapor, liquid, or ice, but its chemical composition remains the same. This flexibility is a feature of our natural universe. The language of the internet instills a similar flexibility into our digital universe, turning data into something that can flow across any device, network, and medium—which is the reason a smartphone in São Paulo can download a song from a server in Singapore.

That day in 1977 offered the first real evidence that this language could work at scale. There had been earlier experiments, but never one of such complexity. Pulling it off—and getting to the point where it could even be attempted—took a colossal, and collective, effort. The internet wasn’t invented by a lone genius tinkering in a garage. Rather, it involved thousands of individuals engaged in a decades-long act of co-creation. It took collaboration, cross-pollination, and the slow, accretive work of building on earlier breakthroughs to generate new ones. It also took a lot of public money.

Most of the innovation on which Silicon Valley depends comes from government-funded research, for the simple reason that the public sector can afford to take risks that the private sector can’t. It’s precisely the insulation from market forces that enables the government to finance the long-term scientific labor that ends up producing many of the most profitable inventions. This is particularly true of the internet.

The internet was such an unlikely idea that only decades of public funding and planning could bring it into existence. Not only did the basic technology have to be invented, but the infrastructure had to be built, specialists had to be trained, and contractors had to be staffed, funded, and, in some cases, directly spun off from government agencies. The internet is sometimes compared to the interstate highway system, another major public project. But as the activist Nathan Newman points out, the comparison only makes sense if the government “had first imagined the possibility of cars, subsidized the invention of the auto industry, funded the technology of concrete and tar, and built the whole initial system.”

The Cold War provided the pretext for this ambitious undertaking. Nothing loosened the purse strings of American politicians quite like the fear of falling behind the Soviet Union. This fear spiked sharply in 1957, when the Soviets put the first satellite into space. The Sputnik launch produced a genuine sense of crisis in the American establishment, and led to a substantial increase in federal research funding.

One consequence was the creation of the Advanced Research Projects Agency (ARPA), which would later change its name to the Defense Advanced Research Projects Agency (DARPA). DARPA became the R&D arm of the Defense Department.

In the early 1960s, DARPA began investing heavily in computing, installing mainframes at universities and the other research sites where its community of contractors worked. But even for an agency as generously funded as DARPA, this spending spree wasn’t sustainable. In those days, a computer cost millions of dollars. So DARPA came up with a way to share its computing resources more efficiently among its contractors: it built a network.

This network was ARPANET, and it laid the foundation for the internet. First connected in 1969, ARPANET linked computers through an experimental technology called packet- switching, which involved breaking messages down into small chunks, routing them through a maze of switches, and reassembling them on the other end. Today, this is the mechanism that moves data across the internet. At the time, the telecom industry considered it absurdly impractical. Years earlier, the Air Force had tried to persuade AT&T to build such a network, ultimately without success. DARPA even offered ARPANET to AT&T after it was up and running. The agency would’ve preferred to buy time on the network instead of managing it. Given the chance to acquire the most sophisticated computer network in the world, however, AT&T refused. The executives simply couldn’t see the money in it.

Luckily, as it turned out. Under public ownership, ARPANET flourished. Government control gave the network two major advantages. The first was money. DARPA could pour cash into the system without having to worry about profitability. The agency commissioned research from the country’s most talented computer scientists at a scale that would’ve been suicidal for a private corporation. And, just as crucially, DARPA enforced an open-source ethic that encouraged collaboration and experimentation. The contractors who contributed to ARPANET had to share the source code of their creations. This catalyzed scientific creativity, as researchers from a range of different institutions could refine and expand on each other’s work without living in fear of intellectual property law.

The most important innovation that resulted was the internet protocol, which first emerged in the mid-1970s. Initially, the protocol was a proposal for how computers should communicate. The proposal was subsequently implemented in software and refined through multiple experiments. This made it possible for ARPANET to evolve into the internet, by providing a common language that let very different networks talk to one another. The language would be open and non-proprietary—a free and universal medium, rather than a patchwork of incompatible commercial dialects.

Under private ownership, such a language could never have been created. Not only would the expense have been too great, the very idea of a free and universal medium cut against the grain of the commercial impulse to lock users into a proprietary ecosystem. It was the absence of the profit motive and the presence of public management that made the invention of the internet possible. Yet the internet would also reflect the institutional imperatives of the particular arm of the government that oversaw its creation: the military.

The Mainframe and the Battlefield

The internet was created to win wars, although not right away. As a “blue sky” research outfit, DARPA had wide latitude in picking its projects, but it still had to develop technologies that might someday be useful for military ends. The internet was no exception. Its champions within the agency made the case that the internet was worth pursuing because it could give American forces an edge. This edge would come from taking computing power out of the lab and into the field.

Picture a Jeep in the jungles of Zaire, or a B-52 miles above North Vietnam. Then imagine these as nodes in a wireless network linked to another network of powerful computers thousands of miles away. This is the dream of a networked military using computing to project American power. This is the dream that produced the internet.

ARPANET had been a major breakthrough. But it had a limitation: it wasn’t mobile. The computers on ARPANET were gigantic by today’s standards. That might work for DARPA researchers, who could sit at a terminal in Cambridge or Menlo Park—but it did little for soldiers deployed deep in enemy territory. For ARPANET to be useful to forces in the field, it had to be accessible anywhere in the world.

This required doing two things. The first was building a wireless network that could relay packets of data among the widely dispersed cogs of the US war machine by radio or satellite. The second was connecting those wireless networks to ARPANET, so that multimillion-dollar mainframes could serve soldiers in combat. “Internetworking,” the scientists called it.

Internetworking was hard. Getting computers to talk to one another—networking—had been challenging enough. But getting networks to talk to one another—inter-networking—posed a whole new set of difficulties, because the networks spoke different idioms. Trying to move data from one to another was like writing a letter in Mandarin to someone who only knows Hungarian and hoping to be understood.

In response, the architects of the internet developed a kind of digital Esperanto: a common language that enabled data to travel across any network. In 1974, two researchers named Robert Kahn and Vinton Cerf published an early blueprint. Drawing on conversations happening throughout the international networking community, they sketched a design for “a simple but very powerful and flexible protocol”: a universal set of rules for how computers should communicate.

These rules would make it possible to weave together a network of networks so versatile and so robust that a soldier in the field could connect to a mainframe halfway across the world. Indeed, the experiments that DARPA conducted to test the new idiom of the internet were designed with exactly this scenario in mind. The first major experiment took place in 1976, linking two networks. The second took place in 1977, featuring the van driving down the Bay Area freeway, flinging packets across the Atlantic, linking three networks.

The design of these experiments reflected a specific military scenario. “What we were simulating was a situation where somebody was in a mobile unit in the field, let’s say in Europe, in the middle of some kind of action,” Cerf later recalled. The soldiers would be trying to access “some strategic computing asset that was in the United States,” possibly while engaging or evading the enemy. The goal, in other words, was to bring the mainframe to the battlefield. The van played the role of the mobile unit. The Bay Area freeway was the battlefield. And it worked: the smaller computer in the mobile unit established a link to a bigger computer many miles away.

The protocol developed by Cerf and Kahn had fulfilled its promise. Eventually, it would evolve into a whole suite of protocols called TCP/IP. Today, TCP/IP is the lingua franca of the internet. It is no exaggeration to say that TCP/IP is the internet: without its rules, the world’s networks would be a Babel of mutually unintelligible tongues.

This universality was created with a particular end in mind. The internet was designed to run anywhere because the US military is everywhere. Today, it maintains around eight hundred bases in some eighty-five countries around the world. It has hundreds of ships, thousands of planes, and thousands of tanks. The reason the internet can work across any device, network, and medium is because it needed to be as ubiquitous as the military that financed its creation. It needed to be able to knit together a heterogeneous collection of people and machines into a single network of networks, so that a soldier in a Jeep or a pilot in a B-52 could use a computer thousands of miles away.

From Protocol to Place

The internet may have been created as a weapon of empire, but the empire wasn’t interested—at least not in the original idea. When the US military did embrace TCP/IP, it wasn’t because it wanted to link Jeeps to mainframes. Rather, it had a more mundane requirement: it needed to get the Pentagon’s growing assortment of fixed-line networks to start talking to one another.

TCP/IP was the answer. Indeed, when it came to reliable internetwork communication, the protocol “was really the only game in town,” Kahn later remembered. In 1983, ARPANET switched over to TCP/IP, which let it interconnect with other military and experimental networks. This new system became known as the internet, with ARPANET at its center. The internet was born as a protocol; it would now become a place, one increasingly populated by civilian researchers—trading emails, accessing high-performance computers, collaborating, arguing. While the government created the internet, it was users who made it useful, who made it a place worth visiting.

The internet’s usefulness soon led scientists from outside DARPA’s select circle of contractors to demand access. In response, the National Science Foundation (NSF)—a US government agency tasked with supporting basic research—undertook a series of initiatives aimed at bringing more people online. These culminated in NSFNET, a program that oversaw the creation of a new national network. This network, which first became operational in 1986, would be the new “backbone” of the internet, an assemblage of cables and computers forming the internet’s main artery. It resembled a river: data flowed from one end to another, feeding tributaries, which themselves branched into smaller and smaller streams. These streams served individual users, people who themselves never touched the backbone directly. If they sent data to another part of the internet, it would travel up the chain of tributaries to the backbone, then down another chain, until it reached the stream that served the recipient.

In this model, the river is useless without the tributaries that extend its reach. This is why the NSF, to ensure the broadest possible connectivity, subsidized a number of regional networks that linked universities and other participating institutions to the NSFNET backbone. All this wasn’t cheap, but it worked. Scholars Jay P. Kesan and Rajiv C. Shah have estimated that the subsidies to the regional networks, together with the cost of running the NSFNET backbone, came to approximately $160 million. Other public sources, such as state governments and state-supported universities, likely contributed more than $1.6 billion to the development of the internet during this period.

In the 1970s, the government invented the universal language of the internet. In the 1980s, it made this language the basis of a cutting-edge communications system and spent heavily on plugging more people into it. Thanks to this avalanche of public cash, the internet became widely available to American researchers by the end of the 1980s. Then, in the following decade, this internet abruptly died, and a different one appeared—one we would recognize today. The 1990s is when the internet became a business. The government ceded the pipes to a handful of corporations while asking nothing in return.

Open for Business

Privatization didn’t come out of nowhere. It was the plan all along. The government reports that guided the creation of NSFNET called for the backbone to eventually pass into private hands, but the internet’s surprising popularity pushed the NSF to make the transition sooner than expected.

By the early 1990s, the internet was becoming a victim of its own success. Congestion plagued the backbone, and whenever the NSF upgraded it more people piled on. In 1988, users sent less than a million packets a month. By 1992, they were sending 150 billion. Just as new highways produce more traffic, the NSF’s improvements only stoked demand, overloading the system.

Clearly, people liked the internet. And these numbers would’ve been even higher if the NSF had imposed fewer restrictions on its users. NSFNET’s Acceptable Use Policy (AUP) banned commercial traffic, preserving the network for research and education purposes only. The NSF considered this a political necessity, since Congress might cut funding if taxpayer dollars were seen to be subsidizing industry. In practice, the AUP was largely unenforceable, as companies regularly used the NSFNET backbone. More broadly, the private sector had been making money off the internet for a long time, both as contractors and as beneficiaries of software, hardware, infrastructure, and engineering talent developed with public funds.

Still, the AUP did have an effect. By formally excluding commercial activity, it spawned a parallel system of private networks. By the early 1990s, a variety of commercial providers had sprung up across the country, offering online services with no restrictions on the kind of traffic they would carry. Most of these networks traced their origins to government funding, and enlisted DARPA veterans for their technical expertise. But whatever their advantages, the commercial networks were prohibited by the AUP from ferrying commercial content over NSFNET, which inevitably limited their value.

The internet had thrived under public ownership, but it was reaching a breaking point. Skyrocketing demand from researchers strained the system, while the AUP prevented it from reaching an even wider audience. Meanwhile, the commercial networks were eager to expand without restrictions, and capitalize on the growing enthusiasm for the internet.

This enthusiasm was driven in part by the rise of the World Wide Web, which made being online much easier. The early internet was not particularly user-friendly. Text-heavy applications like email predominated, and using them generally required a degree of technical skill. The web offered a new, more intuitive approach: a collection of hyperlinked “pages.” What we take for granted now—clicking our way through a chain of content—was revelatory at the time. The web did not replace the internet; it lived within the internet. But over the course of the 1990s, many newcomers would come to know the internet primarily through the web, to the point where people had trouble distinguishing between the two.

The first website went up in 1990; the browser that would popularize the web, Mosaic, appeared three years later. As usual, public money played a leading role. Tim Berners-Lee, the creator of the World Wide Web, worked as a scientist at CERN, the European research organization backed by nearly two dozen member states, while Mosaic was developed at the University of Illinois’s National Center for Supercomputing Applications, which had been created by the NSF in the 1980s. And it was under these conditions that NSFNET director Stephen Wolff began to pursue privatization. The first step took place in 1991. A few years earlier, the NSF had awarded the contract for operating its network to a consortium of Michigan universities called Merit, in partnership with IBM and MCI. This group had significantly underbid, sensing a business opportunity. In 1991, they decided to cash in, creating a for-profit subsidiary that started selling commercial access to the NSFNET backbone, with Wolff’s blessing.

The move enraged the rest of the nascent networking industry. Companies correctly accused NSF of cutting a back-room deal to grant its contractors a commercial monopoly, and raised enough hell to bring about congressional hearings in 1992. These hearings didn’t dispute the desirability of privatization, only its terms. Now that Wolff had put privatization in motion, the other commercial providers simply wanted a piece of the action. One of their chief executives, William Schrader, testified that NSF’s actions were akin to “giving a federal park to Kmart.”

The solution preferred by Schrader and his fellow executives wasn’t to preserve the park, however, but to carve it up into multiple Kmarts. Previously, the NSF had considered restructuring the NSFNET backbone to allow more contractors to run it. By 1993, after the congressional hearings and extensive industry input, the NSF had decided on the more radical step of eliminating the NSFNET backbone altogether. Instead of one national backbone, there would be several, all owned and operated by commercial providers.

The goal was to promote competition by creating a level playing field. More accurately, the field remained tilted, but open to a few more players. If the old architecture of the internet had favored monopoly, the new one would be tailor-made for oligopoly. There weren’t that many companies that had consolidated enough infrastructure to operate a backbone—there were five, to be exact. NSF wasn’t opening the internet to competition so much as transferring it to a small handful of corporations waiting in the wings. Strikingly, this transfer came with no conditions. There would be no federal oversight of the new internet backbones, and no rules governing how the commercial providers ran their infrastructure. Gone too were the subsidies for the nonprofit regional networks that had brought campuses and communities online in the NSFNET days. Some had already spawned commercial spinoffs; those that hadn’t were mostly acquired or went bankrupt. Finally, on April 30, 1995, the NSF terminated the NSFNET backbone. Within the space of a few short years, the privatization of the internet’s pipes was complete.

The Electronic Shopping Mall

What’s striking about the privatization of the pipes is how nearly everyone agreed it was the right thing to do. While NSFNET director Wolff led the way, he was acting from a broad ideological consensus. “I had people working for me, and we all agreed this was the way to go,” he told the writer Yasha Levine many years later. “There wasn’t any conflict there.”

During the 1990s, free-market triumphalism, and the deregulatory political climate fostered by Bill Clinton’s Democrats and Newt Gingrich’s Republicans, framed privatization as both beneficial and inevitable. The collapse of the Soviet Union strengthened this view as the Cold War rationale for more robust public planning disappeared. These factors, alongside the depth of industry influence over the process, guaranteed that privatization would take an especially extreme form.

Yet privatization also had a certain subtlety to it. A casual observer could be forgiven for missing the magnitude of the event. The government didn’t literally give the private sector a bunch of cables and computers. The decision to kill the NSFNET backbone ensured no hardware changed hands. The government didn’t even own the hardware in the first place: the network had always operated on lines leased from contractors and had always relied on contractors to run the backbone on its behalf, just as ARPANET had. Moreover, the TCP/IP protocols that glued the manifold networks of the internet together were nonproprietary. Anyone could use them, and by the mid-1990s, many companies did.

But the government, having controlled the internet’s main artery, had the power to determine what would replace it. By the early 1990s, the internet had clearly outgrown NSFNET, and the existing model was no longer tenable. For the internet to continue its evolution, a new arrangement had to be found. That arrangement could have taken many forms. Rather than exploring them, the government empowered industry to unilaterally dictate the terms of the transition. Naturally, industry insisted that the internet’s privatization was a precondition for its popularization—the only options, it seemed, were to preserve the system as a restricted research network or to make it a fully privatized mass medium.

This was a false choice. But industry influence guaranteed that it was the only choice presented. Large sums of money were at stake. The government had spent billions of dollars patiently developing a technology that had finally reached the point where it could serve as the basis for a business, and corporations were determined to reap the rewards. In the 1990s, they scored a victory so complete that it became nearly invisible, and quietly revolutionized the technology that would soon revolutionize the world.

Perhaps nothing illustrates the completeness of that victory better than the saga of Al Gore. Since entering Congress in the 1970s, the Tennessee politician had distinguished himself as an early champion of digital technologies. Cerf and Kahn, the architects of the original internet protocol, would later praise Gore as “the first elected official to grasp the potential of computer communications to have a broader impact than just improving the conduct of science and scholarship.” Indeed, Gore directly contributed to the growth of the internet: he introduced the High-Performance Computing and Communications Act of 1991, which helped expand NSFNET.

Though a centrist, Gore believed in industrial policy. He saw the “information superhighway” envisioned by his bill as an investment that would stimulate economic growth and promote national competitiveness—a politically salient issue at a time of widespread concern among US policymakers over the rise of Japan. For the network to perform this function, Gore argued, the government had to ensure the benefits were broadly shared. His internet would thus be a public- private partnership: operated by industry, but under federal oversight.

Yet after Gore entered the White House as Bill Clinton’s vice president in 1993, his language began to change. The public part of the public-private partnership gradually disappeared. The journalist Robert Krulwich later reported that, on December 21, 1993, the same day that Gore gave a speech at the National Press Club in Washington, DC, conceding that the internet would be an entirely private system, the Democratic National Committee received $90,000 in contributions from four telecom companies. The next day, another $30,000 rolled in. The idea that the government would play a permanent and significant role in the information superhighway receded; the NSF pushed forward with full privatization. Meanwhile, a top priority of the first Clinton administration would be telecom deregulation, culminating with the Telecommunications Act of 1996.

If a centrist politician in a position of power couldn’t secure a modest public foothold in the new internet, there was little hope for more radical and less influential voices. Among these was Senator Daniel Inouye, who introduced a bill in 1994 that would have made telecom companies reserve up to 20 percent of their capacity for “public uses.” This capacity would be considered “public property”—the telecoms would have no control over it. And it would be used to offer free access to qualifying organizations, such as libraries, nonprofits, and educational institutions, so long as they provided “educational, informational, cultural, civic, or charitable services directly to the public without charge for such services.” Such organizations would also receive funding to support their ability to provide these services. The idea had been the brainchild of the Telecommunications Policy Roundtable, a coalition of unionized workers, consumer activists, computer professionals, and others who, during the telecom policy debates of Clinton’s first term, offered a lonely counterpoint to the deregulatory enthusiasm of the era by demanding a “public lane on the information superhighway.”

One source of inspiration was public media: Inouye’s bill cited the Public Broadcasting Act of 1967, which had created the Corporation for Public Broadcasting to promote noncommercial programming on radio and television. Inouye’s notion of a differential fee structure also had ample precedent. The US Postal Service charges different rates for different uses of its network: libraries and periodicals pay less. For much of the country’s history, in fact, Congress mandated very cheap or even free postage for newspapers and magazines in order to encourage the broad diffusion of information. And NSFNET’s predecessor, the Computer Science Research Network (CSNET), had become financially self- sufficient by charging industry laboratories higher rates for linking them to the internet than its rates for universities. Although the details of Inouye’s proposal would’ve had to be worked out, the fundamentals were feasible, and the principles behind it had a long history. There was also a strong moral case. If anything, a public lane was the minimum of what basic fairness demanded: in exchange for the privilege of making a profit from a system built with public money, telecoms would set aside some of their capacity for organizations that served the public.

The idea didn’t get far. Inouye’s bill went nowhere. Telecom lobbying ensured the public lane would never be built. The Telecommunications Policy Roundtable made a courageous effort, but it didn’t muster the kind of mass mobilization that would’ve been required to overcome industry opposition. “There should be a national debate about what kind of media system we should have,” Jeffrey Chester, the organization’s co-founder, told the New York Times in 1993. “The debate has been framed so far by a handful of communications giants who have been working overtime to convince the American people that the data highway will be little more than a virtual electronic shopping mall.”

Without a social movement, however, the telecoms would continue to dominate the debate. The data highway would become the virtual electronic shopping mall. In 1995, the NSFNET backbone was decommissioned; in 1996, the Telecommunications Act was passed; and in 1997, the Clinton administration released its “Framework for Global Electronic Commerce,” formally committing the federal government to a market-dominated internet, one in which “industry self- regulation” would take priority and the state would play a minimal role.

There was nothing in the technical composition of the internet that predetermined this outcome. Any number of measures could have popularized the internet without completely privatizing its pipes. A public lane on the information superhighway was one option; another idea would have been to expand NSFNET’s nonprofit regional networks rather than abandoning them. Funded with fees secured from the telecoms, these networks could have enabled the government to guarantee high-speed, low-cost internet access as a universal social right. Such a right could also have been secured by supporting and expanding the “free-nets” that had operated since the 1980s: nonprofit networks that offered local communities free access to the internet, typically through a dial-up modem. Tom Grundner, founder of the famous Cleveland Free-Net that pioneered the model, even tried to launch a “Corporation for Public Cybercasting,” which would have sprinkled free-nets across the country with federal money.

But the window of possibility closed. In the absence of a strong popular campaign demanding an alternative, the telecoms prevailed. It was, to put it mildly, a missed opportunity.
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The Plunder Continues

More than a quarter century has passed since the pipes began to be privatized. In that time, the internet has grown beyond recognition. It has become not just a mass medium but an essential infrastructure, analogous to electricity in the depth of its integration into billions of people’s lives. It has also gone global. While the early internet and predecessors like ARPANET had nodes overseas, they remained US-centric systems. By contrast, the internet of today is properly international—it is probably better thought of as a set of linked “internets,” each centered on the main digital hegemons: China, Europe, and the United States.

But not everything has changed. When you go into the basement of the US internet and examine the pipes, you find much of the old plumbing intact. The ownership model forged by privatization remains in place: a handful of firms still own everything. In 1995, there were five major backbone providers. Today, there are somewhere around six in the US, depending on how you count. While a long chain of mergers and acquisitions has led to rebranding and reorganization, most of the biggest US companies have links to the original oligopoly, such as AT&T, Sprint, and Verizon.

The terms of privatization have made it easy for incumbents to protect their position. To form a unified internet, the backbones must interconnect with each other and with smaller networks. This is typically how traffic travels from one corner of the internet to another. Yet because the government specified no interconnection policy when it privatized the pipes, the backbones can broker whatever deal they want. They usually let each other interconnect for free because it works to their mutual benefit, but charge smaller providers for carrying traffic. The contracts aren’t just unregulated, they’re generally secret. Negotiated behind closed doors with the help of nondisclosure agreements, they ensure that the deep workings of the internet are not only controlled by big corporations, but hidden from public view.

The situation with internet service providers (ISPs) is similar. These are the companies that sell consumers access to the internet rather than running its deeper networks—though in practice, they are sometimes the same companies. Market concentration in the US is intense: just four firms—Comcast, Charter, Verizon, and AT&T—account for 76 percent of all internet subscriptions in the country, and they actively collaborate to avoid competing with one another.

These behemoths have benefited not only from the terms of the settlement in 1995, but also from a series of later developments that further consolidated their position. ISPs, like backbone providers, face no obligations to do anything other than maximize their bottom line. Not only do they own the pipes and enjoy the associated profits, but they also exercise a kind of sovereign power over them. This power hinges on a simple legal definition: the question of whether companies that sell internet service should be considered “common carriers.” Common carriage is an idea with a long history in the legal traditions of different countries. In the US, it descends from English common law, but the underlying elements date back to the Romans. The basic concept is that if a business is open to the general public, then it must serve everyone the same way. It must remain neutral, in other words, and not discriminate against certain users or uses of its services.

In early modern England, common carrier laws encompassed a number of trades, from bakers and brewers to surgeons and tailors. These laws enforced the principle of nondiscrimination: a ferryman had to take you across the river if he had space on his boat, and a hotelkeeper had to give you a room if she had one available. Beginning in the mid-nineteenth century, the US government, first at the state and then at the federal level, began using this framework to regulate early telecommunications networks like the telegraph. These efforts culminated in the New Deal–era Communications Act of 1934, which firmly established telecommunications providers as common carriers, subject to the oversight of the newly created Federal Communications Commission (FCC).

Sixty-two years later, the Telecommunications Act of 1996 emerged in a very different political era. FDR-style social democracy was long dead; Clintonian neoliberalism was ascendant. Industry held immense influence over the legislative process, and it was determined to use that influence to destroy any impediment to squeezing as much profit as possible from the newly privatized internet. Toward that end, the 1996 act created a distinction between providers of “telecommunications services” and “information services.” The former would be subject to common carrier regulations; the latter would not. Here was the mechanism through which the next phase in the privatization of the internet would be achieved.

This phase would take longer, in part due to the particular technology that most people used to get online initially: dial-up modems. Because those modems ran over phone lines, and because those phone lines were owned and operated by companies that were still considered providers of telecommunications services, common carrier regulations still applied. Telephone companies could sell internet service over their own lines, but they also had to let other ISPs use their lines for the same purpose. The nondiscrimination principle meant they couldn’t discriminate against certain users of their infrastructure, even if those users were selling internet service that competed with their own.

Gradually, however, the big ISPs would succeed in casting off these constraints. The first step came in 2002, when a Republican-led FCC under President Bush settled a long- running debate over the regulatory status of cable internet by classifying it as an information service, thus exempting it from common carrier rules. Three years later, the agency did the same for internet service sold over telephone lines. In 2015, a Democrat-led FCC under President Obama moved sharply in the other direction, designating broadband—a capacious category that refers to high-speed internet transmitted across a number of different technologies—as a common carrier telecommunications service. But in 2017, with a new agency chief installed by President Trump, the FCC reversed itself, reclassifying broadband as a lightly regulated information service. The industry crusade was complete.

The victory may prove fleeting. President Biden has signaled a desire to take a harder line, encouraging the FCC to restore the Obama-era broadband rules, though at the time of writing those rules had not yet been adopted. Even if they are, much damage has already been done, damage that will take considerable political will to undo. In particular, the unraveling of common carrier regulation that began in the early 2000s led to a major consolidation of the ISP market. In 1998, 92 percent of Americans had the choice of seven or more ISPs simply by using a modem over their phone line. But in the aftermath of a 2005 Supreme Court decision that affirmed the Bush-era deregulations, the big ISPs began refusing their competitors access to their infrastructure. If small ISPs weren’t allowed to use the lines of big ISPs, they were finished: they couldn’t possibly afford to build their own. Most went out of business.

Cutting big ISPs loose from common carrier rules didn’t just let them kill their competition. It also enabled them to manipulate the flow of data through their pipes to their advantage. During the FCC’s regulatory push under Obama, when the agency had classified broadband providers as common carriers, it enforced the principle of “net neutrality”: the axiom that ISPs should treat all kinds of data the same way. When net neutrality was ended under Trump, companies like Comcast became free to ferry data across their networks however they liked. They could block access to certain sites, throttle customer speeds, and cut “paid prioritization” deals with content providers to create “fast lanes” for certain kinds of traffic.

These deals are well suited to a system where content comes from fewer sources. After all, the pipes aren’t the only part of the internet held by relatively few hands; a comparable concentration of power prevails in who owns and organizes the information that passes through them. Today, six companies—Google, Netflix, Facebook, Microsoft, Apple, and Amazon—account for nearly half of all traffic on the internet. These giants have teamed up with their broadband counterparts to build shortcuts to each other’s networks. Content providers like Netflix funnel data directly to broadband providers like Comcast and place caches deep within their networks, avoiding a circuitous route through the bowels of the internet.

Finding a more direct path for one’s packets is something of a theme in the modern internet, in fact. Content delivery networks (CDNs) put copies of websites and other media on servers that are geographically closer to users, in order to reduce wait times. Meanwhile, small to medium-sized networks interconnect directly so they don’t have to pay larger providers for transporting their data. Still, backbones remain essential for certain kinds of traffic, namely the long-haul, international kind. So the bigger content providers have decided to acquire backbones of their own. While the barrier to entry into the broadband market remains forbiddingly high—even Google was forced to abandon its ambition to have a nationwide ISP with Google Fiber—tech companies are pushing aggressively into the backbone market. In particular, they are investing in the fiber-optic submarine cables that line the floors of the world’s oceans and form the internet’s global arteries.

Content providers like Google, Facebook, Amazon, and Microsoft now own or lease more than half of undersea bandwidth. While these companies generally buy a share of a cable as part of a consortium, Google has been building its own infrastructure. Unlike telecoms, tech firms are not acquiring backbones in order to sell capacity, but to use them for themselves. As they continue to remake the global architecture of the internet, constructing vertically integrated digital empires that control both the pipes and the information inside them, they are remaking the internet remade by the 1990s into an even more privatized form.

The Internet’s Slumlords

The proponents of a privatized internet claimed it would be good for everyone. It would lead to better service, wider access, more investment. “Innovation, expanded services, broader participation, and lower prices will arise in a market-driven arena, not in an environment that operates as a regulated industry,” stated the Clinton administration’s 1997 “Framework for Global Electronic Commerce.” In other words, if industry were given more power over the pipes, it would use that power to build a better internet.

How well does this claim hold up? The evidence is not encouraging. After decades of deepening private control, Americans pay some of the most expensive rates in the world in exchange for awful service. Average monthly internet costs are higher in the US than in Europe or Asia, according to a 2020 study conducted by researchers at the think tank New America, while the US ranks twelfth in average connection speeds, below Romania and Thailand. Not coincidentally, American ISPs regularly sit near the bottom of the annual American Customer Satisfaction Index, even lower than airlines and health insurers.

The reason for the pitiful state of US broadband is that the high fees extracted from users aren’t being reinvested to build better infrastructure, but to enrich executives and investors. Comcast’s CEO earned $36.3 million in 2019, and the company, along with the other members of the broadband cartel, has spent billions of dollars on dividends and stock buybacks in order to line the pockets of its shareholders. The big ISPs are essentially slumlords. Their principal function is to fleece their customers and funnel the money upward. They charge exorbitant prices for the privilege of using their deteriorating infrastructure because people have no alternative.

Worse than exploitation, however, is exclusion: better to be gouged by a slumlord than to be homeless. And when it comes to broadband, exclusion is the reality for tens of millions of Americans. Those who suffer most from a profit-driven system belong to communities that are too poor or too remote to merit the attention of the broadband monopolists. They are ignored because more money can be made elsewhere.

The result is large disparities in access. In 2018, Microsoft researchers found that 162.8 million Americans do not use the internet at broadband speeds—almost half the country. The disconnected are disproportionately rural and low- income. About a third of rural Americans and almost half of those with household annual incomes below $30,000 lack broadband at home, especially Black and Latino households. Even those residents of low-income areas who have the option to buy home broadband service and can afford to do so often endure slow speeds owing to systematic neglect and disinvestment by ISPs, a practice known as “digital redlining.”

Home broadband is not the only way people get online. The growing ubiquity of smartphones presents another path to the internet. In fact, for some 17 percent of US adults, smart-phones are their only path to the internet. But while smartphone-based access is better than none at all, it has serious limitations. For one, mobile providers often impose data caps that sharply limit usage. More fundamentally, the small screen and the lack of a dedicated keyboard make smartphones unsuitable for many online activities. In 2015, when the Pew Research Center surveyed Americans who had used smartphones to apply for jobs—perhaps the most essential online activity of all—they struggled with a number of tasks, from navigating websites not optimized for mobile to entering large amounts of text and submitting required files. Smartphones simply make poor substitutes for home broadband; those who are compelled to rely on them are at a significant disadvantage.

The COVID-19 crisis greatly magnified those disadvantages. As lockdowns and social distancing pushed more of people’s lives online, a decent home internet connection became all the more essential. In response, the many millions of Americans without one flocked to the parking lots of schools, libraries, and other institutions that continued to offer free Wi-Fi. There, they sat in their cars for hours, working from “home,” attending online classes, applying for unemployment, chatting with friends and loved ones.

But not everyone could make it to the parking lot. Indeed, some school districts weren’t able to shift classes online during the pandemic because too many students didn’t have decent internet service. There are many such students: in 2018, the Pew Research Center found that almost one in five US teenagers had trouble completing homework assignments because they did not have reliable access to a computer or an internet connection.

“I hope that there is a lesson learned from this,” Gina Millsap, the chief executive of the Topeka & Shawnee County Public Library, told the New York Times. “Broadband is like water and electricity now, and yet it’s still being treated like a luxury.” As the pandemic powerfully illustrated, a good internet connection is a necessity. It is a prerequisite for full participation in social, economic, political, and cultural life, and one that many millions of Americans don’t possess.

The Possibility of Democracy

The present order of things is not merely unfair. It is fundamentally undemocratic. What is at stake is nothing less than the possibility of democracy—a possibility that an internet organized by the profit motive precludes.

Democracy is a form of life in which people rule themselves. The word comes from the Greek demokratia, which translates to “rule of the people”—not rule by a portion of the people, such as the rich (plutocracy) or the priests (theocracy), but by all of the people. For the people to rule, however, each person must also rule themselves. In the words of theorist Wendy Brown, democracy “is the name of a political form in which the whole of the people rule the polity and hence themselves.” Self- rule at a collective level implies and involves self- rule at an individual level.

The philosopher John Dewey once observed that individual self- rule has two ingredients. The first is freedom from external coercion or constraint—from “subjection to the will and control of others.” But this kind of freedom—“negative” freedom—is insufficient by itself. For people to rule themselves, they also need “positive” freedom: the freedom to set and pursue ends. And positive freedom requires stuff, or what Dewey calls the “resources necessary to carry purposes into effect.”

Freedom isn’t free, in other words. It has certain material preconditions. If you’re hungry or homeless or sick—or if you’re shivering in a parking lot using free Wi-Fi to attend school online because you don’t have internet at home—it’s hard to lead a self- determined life. Securing those material preconditions isn’t simply a matter of personal will. It has to do with social choices about how resources like food and housing and health care are distributed. For people to get the things they need to be free, they must be able to participate in these choices. Thus the act of individual self- rule is always premised on the presence of collective self- rule. The power to make meaningful decisions about the course of one’s own life rests on the power to contribute meaningfully to the decisions that shape everyone’s lives.

This power must be rooted in something more robust than the opportunity to choose one’s government representatives every few years. Elections are the minimum of democracy’s meaning. Democracy requires a richer set of practices and a wider sphere of control to be fully democratic. It must, as the theorist Stuart Hall writes, take place not just occasionally and within certain circumscribed zones but “across all the centres of social activity—in private as well as public life, in personal associations as well as in compulsory obligations, in the family and the neighbourhood and the nursery and the shopping centre as well as in the public office or at the point of production.” And, we might add, in the realm of the internet.

Access to the internet is one of freedom’s material preconditions. It is one of the resources that people need in order to rule themselves. A system that allocates this resource solely according to the logic of profit is incapable of providing it to everyone as a matter of right. If profit is the principle that determines how connectivity is distributed, millions will be forced to go without it—those who can’t afford to pay, or those who live in places that aren’t profitable enough to invest in. Many more will have only a precarious grasp on it, contingent on the size and regularity of their paychecks. Even the lucky ones, those who can consistently afford the extortionate fees of the broadband cartel, will endure the abysmal speeds caused by chronic underinvestment.

Such an arrangement is undemocratic. People can’t lead self- determined lives, as their access to what Dewey calls the “resources necessary to carry purposes into effect” is nonexistent, limited, or fragile. Market dependence makes freedom’s material foundations precarious. Markets don’t give you what you need—they give you what you can afford. And what you can afford depends on how and whether you can earn a wage.

Individual self- rule isn’t possible under these restraints, at least not on a wide scale. Neither is collective self- rule, since the decisions that affect people’s lives—in this case, those that pertain to the organization of the internet—are made without those people’s input. Such decisions are left in the hands of the executives and investors of private firms, who in turn must operate within the parameters set by the profit motive. Capitalism is a perpetual motion machine, driven by continuous accumulation. Profit powers this machine. Without it, accumulation comes to a halt, and firms go bankrupt.

The pursuit of profit isn’t a choice, then. It’s a necessity. One of the strangest things about capitalism is the fact that the people who control the perpetual motion machine—the capitalists—do not really control it. They are like characters in a play. They have a role to perform. Different actors can perform a role differently, but the script remains more or less the same. Accumulation must continue, which means that profit must always be the primary consideration.

This makes capitalists a peculiar kind of ruling class. They rule, but not completely, since they are in turn ruled by a higher power—“an inhuman power [that] rules over everything,” to borrow a phrase from the young Karl Marx. It is inhuman because it is not the rule of a person but of an imperative: the imperative to accumulate. This decree is absolute. No capitalist, no matter how powerful, can disobey it. If they do, they cease to be a capitalist: accumulation halts, and the competition puts them out of business.

Understanding this basic law helps clarify how power functions in a profit-driven internet. The individuals who control the companies that control the internet do not really control the internet. Their choices matter, but their range of possible choices is constrained. They must choose to feed the engine of accumulation, in one way or another. This restricted choice in turn restricts the choices of others: in an internet organized by the profit motive, not everyone can obtain the resources they need to freely choose the course of their own lives. Nor can everyone participate in the decisions that affect them. This isn’t just because most people aren’t executives and investors. At a deeper level, even the decisions of the decision-makers are delimited by an imperative that nobody controls. The people can’t rule because, in a sense, nobody can.

Yet the desire for self- determination is hard to kill. It finds a way to persist, even under hostile conditions. The pipes of the internet have been privatized so thoroughly over the past two and a half decades that it can be hard to imagine what an alternative might look like. Fortunately, there are communities actively engaged in constructing such an alternative. They are experimenting with different models for owning and organizing networks. They are finding ways to weaken the programming of the profit motive and to strengthen the conditions for democratic control. They are discovering the embryonic forms of an internet where the people rule.
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The People’s Pipes

In 1935, the residents of Chattanooga, Tennessee, were living in one of the poorest parts of the country in the middle of the Great Depression. Among the many things in distressingly short supply was electricity. Power, long available in the big cities, remained scarce in rural areas like the Tennessee Valley. This wasn’t an accident. Rather, it reflected a basic business logic. Private monopolies dominated the electricity market. This “power trust” was notorious for refusing to serve communities it didn’t consider profitable, and for price-gouging the ones it did.

So Chattanoogans decided to take their power supply out of private hands. They voted overwhelmingly for a municipal bond issue that funded the creation of a city-owned electricity distribution system called the Electric Power Board. The utility itself wasn’t the only part that was public; so was the current that coursed through it. The Electric Power Board would distribute electricity generated by the new Tennessee Valley Authority (TVA), a federal corporation created by the Roosevelt administration to electrify the region.

Seventy-five years later, Chattanooga embarked on another experiment in public provision. In 2010, the Electric Power Board, now rebranded EPB, began offering broadband service. More specifically, it began offering the fastest broadband service in the country: 1 gigabit per second, more than two hundred times faster than the national average at the time. These speeds gave the network its nickname: “the Gig.”

The story of the Gig began two years earlier, when EPB—which remains one of the largest publicly owned electric distribution utilities in the country—began building a “smart grid.” Funded by a bond issue and a federal stimulus grant, this undertaking promised to make the grid more efficient by embedding sensors and other digital devices that monitored the system in real time. Problems could be detected early, which would help reduce outages and improve reliability.

The smart grid didn’t just end up saving EPB money. It also handed them the infrastructure they needed to become an ISP. The smart grid ran on a fiber-optic network, which is what enabled the monitoring devices to communicate. The same network could be repurposed to offer internet service as well. The speeds were fast because fiber already ran all the way to people’s homes—an architecture known, unsurprisingly, as “fiber to the home.” Rather than limping along a creaky telephone line or a coaxial cable across the “last mile” between Chattanoogans and their ISP, data could travel at the speed of light. The same technology used to shuttle packets from one continent to another through the backbones of the internet was now handling traffic along Chattanooga’s last mile.

In the years since, the Gig has become the most famous municipal broadband network in the country. It has also become one of the country’s most popular ISPs, by charging reasonable rates for some of the fastest residential speeds in the world. Moreover, it makes access a priority: low-income families are eligible for a special plan that gives them 100 megabit-per-second service for less than half the standard rate. EPB had hoped to offer it for even less, but a state law prohibits utilities from selling services below cost to prevent them from undercutting private firms.

While the Gig is especially well known, it is far from unique. The Institute for Local Self- Reliance estimates that more than nine hundred communities across the United States are served by publicly or cooperatively owned networks. Most are under municipal ownership, like the Gig. Many others are operated by rural electric and telephone cooperatives that trace their origins to the New Deal, when the Roosevelt administration seeded them with federal loans as part of the same rural electrification campaign that saw the creation of the TVA. Such cooperatives are owned and controlled by their members, who are also the users of their services.

Publicly and cooperatively owned “community networks” do things that private ISPs can’t. First, they can supply better service at lower cost. A group of Harvard researchers found that “community-owned fiber-to-the-home (FTTH) networks in the United States generally charge less for entry-level broadband service” than private providers. This is because, unlike their corporate counterparts, they don’t exist to enrich investors. But their affordable rates also reflect a deeper fact: that community networks are guided by a different philosophy. “Community-owned ISPs typically regard the provision of high-speed Internet access as an end in itself and a means to achieving other community benefits,” observed the Harvard researchers. In other words, they tend to focus on social needs, such as universal connectivity, rather than profit maximization.

This makes them uniquely effective in places where profits are hard to maximize. Rural North Dakota is one such place. You might expect the best internet service in the state to be found in the cities, such as Fargo. Instead, it’s in the farmlands of Nelson County (population 2,879), Logan County (population 1,850), and Kidder County (population 2,480), where 100 percent of residents can get gigabit speeds. A report from the Institute for Local Self- Reliance found that rural North Dakotans are not only more likely to have access to fiber to the home than urban North Dakotans, but also, remarkably, they are more likely to have access to fiber to the home than urban Americans in general.

The backstory began in the 1990s, when a coalition of North Dakota telephone cooperatives teamed up with a handful of small telephone companies to purchase more than sixty rural exchanges from a major telecom. This infrastructure became the foundation for a statewide fiber network, which the cooperatives then wired into their communities with the help of federal subsidies. Rural North Dakota, like rural regions everywhere, has long been neglected by the broadband giants for being insufficiently remunerative. Yet this hasn’t prevented big ISPs from collecting ample amounts of money from the FCC in exchange for promises to expand rural access. These promises are rarely kept: the companies take the cash and refuse to invest. Cooperatives, on the other hand, can make a little public support go a long way. “Our goal isn’t to put money back into shareholders’ pockets,” explained Robin Anderson, a veteran of North Dakota’s cooperative scene. “Our goal is to provide the best service possible and keep reinvesting in that network.”

The People Rule

Community networks offer a model for what it might look like to reorganize the pipes of the internet around human need. Still, they must operate within certain constraints. Just because these entities are publicly or cooperatively owned does not exempt them from market imperatives. They must compete, sell a commodity, and earn revenue to survive. Yet the fact that they are owned and organized differently than private firms enables them to deviate—sometimes slightly, sometimes significantly—from the logic of accumulation.

Crucially, this is not just a matter of mission statements. It is rooted in legal mechanisms that compel community networks to function differently than private ones. For instance, most rural cooperatives, like those in North Dakota, are granted a federal tax exemption as 501(c)(12) organizations. To retain this exemption, they must operate at cost and return any excess revenue to their members. They can cover the expenses incurred by providing service, but they can’t pile up profits. They must also guarantee democratic control of the cooperative by holding regular elections for the board.

Few community networks are as democratic as they could be. At their best, however, they empower their users to determine how they are run. And this is ultimately what distinguishes community networks from their corporate rivals: it’s not solely the fact of public or cooperative ownership, but the forms of collective governance and popular participation that these alternative ownership models make possible. To put people over profit, you need to create spaces where the people can rule.

A particularly powerful illustration of this principle comes from Detroit, one of the worst-connected cities in the country. The appalling condition of broadband in Detroit is a testament to how inequalities in connectivity tend to be highly racialized: in a city that is almost 80 percent Black, upward of 60 percent of low-income households have no home broadband. A staggering 70 percent of school-age children have no home internet of any kind.

Since 2016, organizers with the Equitable Internet Initiative (EII) have been working to end this crisis. A program of the Detroit Community Technology Project (DCTP), EII uses money raised from foundations and a donated upstream connection to bring broadband to hundreds of homes in Detroit. A system of wireless transmitters beams an internet signal to partnering community groups in three different neighborhoods, and from there to people’s homes. These homes not only receive internet for zero or low cost, depending on residents’ ability to pay, they also get access to a private network—an intranet—that lets them communicate with one another and find information on local resources like food pantries and translation services. During the COVID-19 pandemic, as connectivity became even more crucial, EII organizers also helped create several Wi-Fi hotspots in the three neighborhoods.

“If the community has ownership of the infrastructure, then they’re more likely to participate in its maintenance, evolution, and innovation,” Diana Nucera, founder and former director of DCTP, told YES! magazine. This participation is quite direct, as the people responsible for building and maintaining the network are residents of the neighborhoods themselves, trained by DCTP and its partner organizations to serve as “digital stewards.” Digital stewards do everything from installing wireless dishes and configuring routers to explaining how different technologies work and how to use them, especially to elderly neighbors who have little experience with the internet.

But digital stewards aren’t just technicians. They are also trained to be community organizers. They receive both a technical and a political education, with a curriculum that draws on the work of revolutionary thinkers like Paulo Freire and Grace Lee Boggs. This points to the deeper purpose of the project, which is to increase not just the connectivity of Detroit’s poorer neighborhoods, but their connectedness. “We are working towards a future where neighbors are authentically connected,” read the Working Principles of the Equitable Internet Initiative, “with relationships of mutual aid that sustain the social, economic, and environmental health of neighborhoods.”

Such an approach is a far cry from technocratic strategies to close the “digital divide” that aim merely at expanding access—and, further, imagine that doing so will solve poverty, a fantasy that scholar Daniel Greene calls “the access doctrine.” Connectivity is essential, but so is transforming how people connect. Simply plugging more users into a privatized internet does nothing to change how the internet is owned or organized, much less how it is experienced. The organizers in Detroit are finding another way to connect. In the process, they are challenging privatization in two senses. A community-owned network that gives users cheap or free service is a very different model for organizing the pipes of the internet than the one that has prevailed since 1995. It upends the assumption, long dominant in policymaking circles, that the internet should be controlled by private firms and run for the purpose of profit maximization. Thanks to EII, Detroiters who would otherwise be too poor to afford internet service can look up bus schedules and video-chat with their grandchildren. They have access to a resource they need in order to exercise meaningful control of their lives.

But by embedding the network within a community organizing effort, EII is also subverting privatization in a subtler sense. The particular way of owning and operating the internet that triumphed in the 1990s has also encouraged a particular way of experiencing the internet: privately. Privatization does not just describe the political process whereby the internet became a business, but a social process whereby people’s mode of interacting with the internet was engineered for business’s benefit. Passive and isolated consumers are the profitable end point of this process: a collection of atomized individuals, alone with our glowing screens.

The organizers in Detroit are proposing another possibility. They are building a network that brings people into new relationships of trust and support and mutual concern, forged in the course of caring for collective infrastructure and caring for one another. The users of this network are neither passive nor isolated. They are active participants in the growth, maintenance, and governance of their infrastructure, and members of a collectivity. The relationships that compose this collectivity, the organizers of EII believe, can serve as the basis for a movement of social transformation. They can form the sinews of the organizing muscle needed to deliver real self- determination for the poor and working-class residents of Detroit. Self- determination in the digital sphere, and the solidarities it generates, offers a point of departure for achieving self- determination in all fields of social life.

Making an Example

By serving excluded communities, by offering more affordable and more accessible service, and by enabling a degree of community control over their operations, public and cooperatively owned networks in places like Chattanooga and North Dakota and Detroit are living critiques of the market-first model. Perhaps this is why corporate ISPs have spent so much money trying to destroy them. In one state after another, telecoms have lobbied legislators to pass laws that prevent communities from creating their own networks. Thanks to their efforts, municipal broadband is restricted or banned outright in eighteen states. Another favored tactic is lawsuits, which tie up community ventures in the courts and force them to rack up expensive legal fees. This is exactly how Comcast tried (and failed) to derail Chattanooga’s Gig.

The intensity with which the broadband giants prosecute their crusade against community networks might seem a little excessive. After all, these are publicly traded companies with market valuations in the hundreds of billions of dollars. Their opponents are tiny by comparison, and pose no meaningful threat to their market share. But these firms have the wisdom to recognize that such a threat may very well materialize if people come to see community networks as a feasible alternative to the corporate model. “What the broadband cartel fears,” explain the scholars Victor Pickard and David Elliot Berman, “is less the near-term loss of market share than the long-term threat of a good example.” The demonstration effect is the real danger. A popular and well-functioning community network might help make credible a hypothesis that decades of privatizers have worked hard to deny: that there is an alternative way to arrange the pipes of the internet.

Neoliberalism is, among other things, an enforced closure of the political imagination. Among its rallying cries is the slogan made famous by Margaret Thatcher, “there is no alternative.” This statement masquerades as a simple description of reality, but the reality it describes must be made true by deliberately foreclosing such alternatives. Neoliberal politicians are good at producing evidence for their beliefs when in power; for example, by defunding and undermining particular functions of government and then pointing to the subsequent failures to claim that government can’t possibly perform such functions.

The privatization of the internet’s pipes in the 1990s took place within just such a political context. Alternatives to privatization existed, but they were never seriously entertained. The depth of the consensus around maximum marketization—a consensus that companies poised to profit from privatization helped consolidate—lent an air of inevitability to the proceedings. A highly contingent outcome became, through the alchemy of ideology, a necessary and natural one.

Community networks give us an opportunity to revisit, and to reverse, this history. They represent the rudiments of a real alternative. This alternative is being constructed in the cracks and edges of our corporatized system, as communities find creative ways to meet their needs. A democratic internet is not an ideal to which reality must reconcile itself, but something that is already being worked out in practice. It is not a schematic to be implemented from above, but a set of experiments emerging from below. These experiments are necessarily limited, however: if there is any hope of their cohering into a radically new arrangement, they must be defended, extended, and deepened.

Defend and Extend

Defending community networks begins with defeating the laws that telecoms have engineered to sabotage them. In 2015, a Democrat-led FCC took a step in this direction by preempting statutes in North Carolina and Tennessee that prohibit municipal broadband utilities from expanding their service areas. But a federal appeals court blocked the move, claiming the agency didn’t have the authority. Dismantling the obstructions of the broadband cartel will ultimately require an act of Congress.

Merely removing roadblocks will hardly level the playing field, however. Even if they were no longer hamstrung by hostile state legislatures, community networks would still be going up against large firms with extensive resources at their disposal. Playing defense is not enough. Networks will not only need to be defended but extended.

Both Bernie Sanders and Elizabeth Warren put forward plans for doing so during the 2020 Democratic Party presidential primaries. Warren proposed giving $85 billion in federal grants to cooperatives, local governments, nonprofits, and tribes to build infrastructure for “high-speed public broadband.” Sanders called for $150 billion in both grants and technical assistance to municipalities and states “to build publicly owned and democratically controlled, co-operative, or open access broadband networks.” Significantly, Sanders also tied his proposal to the Green New Deal. The same networks that deliver internet service could support smart grids that improve energy efficiency, as in Chattanooga.

This kind of support is indispensable for bringing community networks from the margins to the mainstream. It could help modernize existing networks, and create thousands of new ones. Where possible, new networks should be planted in existing institutions that already have technical expertise, infrastructure, or relationships with the community; an electric and telephone cooperative that has thousands of member-owners will probably make a better community network than one made from scratch, for instance.

Municipal governments also have a lot of potential in this regard. Many have already built networks for internal use to lower their telecommunications costs. Washington, DC, has a municipally owned fiber network that serves local government agencies, as well as hundreds of community nonprofits such as health care clinics, homeless shelters, and counseling centers at reduced rates. The city also sells the use of its network to last-mile ISP providers that want to bring internet service to households, particularly those in the city’s least-connected areas. There’s no reason the network couldn’t extend into the last mile itself and serve Washington’s neighborhoods—except for the fact that the city has signed franchise agreements with corporate ISPs like Verizon and Comcast that prohibit it from doing so.

Even where there is a foundation to build on, however, public subsidies will be needed. But these subsidies shouldn’t come for free. Rather, they should be made conditional on recipients embracing certain practices and priorities, with an eye toward developing what makes community networks distinctive: their democratic aspect.

Along these lines, both the Sanders and Warren plans stipulate that any network receiving public support meet certain minimum speed and affordability requirements. Yet this approach can be taken further, to the point of actually reorganizing how networks are run. Researchers Thomas M. Hanna, Mathew Lawrence, Adrienne Buller, and Miriam Brett propose requiring grant recipients to “embrace democratic and participatory values and governance.” This might mean having networks create a governing council of immediately recallable delegates, elected by the community, or even to implement participatory governance programs that enable community members to directly determine how resources are allocated.

A further advantage of public funding is that it can lower costs for users. This is crucial, given how many people don’t have decent internet because they can’t afford it. According to the Pew Research Center, half of those who have no home broadband say it’sW because the monthly fee is too high. Community networks can help by making access more affordable—but they generally don’t make access free.

What if they did offer free service? Hanna, Lawrence, Buller, and Brett recommend using public money for this purpose. Not only would the one-time costs of laying the fiber for community networks be covered, but also the ongoing costs of their operation—yet only on the condition that they “move towards providing service for free, or at highly reduced rates.”

Making this more feasible is the fact that fiber infrastructure, once built, doesn’t cost much to run. This is because fiber is more reliable and resilient than copper or coaxial cables, and so requires less maintenance; it also uses less energy. Fiber is actually the cheapest kind of network to operate: a 2020 study by the Fiber Broadband Association found that the annual operating expenses of an FTTH network were about half those of a cable internet network on a per-home basis. The public sector could cover these expenses through its support of community networks. An internet connection would cease to be a commodity and become a social good, provided to all as a matter of right.

Wiring an Ecosystem

Community networks already exhibit a tendency to place people over profit. But this tendency, in order to become something more than a tendency, must be cultivated and consolidated through public policy. If that happens, local experiments in public and cooperative ownership can become the seeds from which a very different internet can grow: a deprivatized internet where everyone has access to the resources they need to lead self- determined lives and an opportunity to participate in the decisions that affect them.

Throwing money at community networks, with strings attached, isn’t the only way to apply the power of the public sector. Another useful tool is procurement. Procurement is the process whereby government agencies buy what they need to perform their functions. One of the things they need is an internet connection. So why not have them purchase that connection from a community network, rather than from a corporate ISP like Comcast? This would be no small achievement. Nearly 20 million people work for state and local governments across the country; in many cities, the public sector is the largest employer.

Hospitals and universities also tend to loom large in local economies. A 2021 study found that they were the top employers in twenty-seven states. Sometimes these entities are public, sometimes private, but they all benefit from public money and tax breaks. What if, in exchange, they were required to purchase their internet access from community networks? Their subscription fees could help defray the costs of supplying households with free internet from the same fiber.

These relationships wouldn’t have to be limited to community networks; in fact, they could buttress an entire ecosystem of new economic organizations. This is the idea behind what thinkers Joe Guinan and Martin O’Neill call “community wealth building”: a strategy for increasing “democratic collective ownership of the local economy” by tapping the procurement budgets of public and quasi-public “anchor institutions.” As a model, they point to the Evergreen Cooperatives in Cleveland, a cluster of worker-owned cooperatives including a laundry, a greenhouse, and a solar energy company that count two major medical centers, a university, and the city government among their clients. Another source of inspiration is Preston, a city in the United Kingdom that has undertaken a similar, if more extensive, set of experiments.

Embedding community networks in these kinds of arrangements would both buoy them financially and reinforce the democratic values that should define them, values that push against the inhuman power of the profit motive and toward the possibility of people ruling themselves together. The point is not to replace the broadband cartel with a bunch of community Comcasts, but with entities of an entirely different kind.

Small Is Not Always Beautiful

While community networks are crucial, we can’t rely on them for everything. This is because their greatest strength—their rootedness in a particular place—is also the source of certain weaknesses.

Community networks are, as the name suggests, based in specific communities. The size of the service area can vary—some cover a neighborhood, others a county—but in general, the “community” in question is a fairly local one. This localism has several advantages. Democratic deliberation and decision-making can take place in person, and at a manageable scale. Face-to-face relationships can be forged among the people who collectively control the network, making it easier to build trust. Local circumstances can be taken into account, such as those presented by the unique features of the natural or built environment.

Not all community networks can or should look like traditional ISPs: different network topologies or technologies may be better suited to a community’s requirements. Some may want to optimize for resiliency with mesh networking, for example, which uses direct connections between nodes to minimize single points of failure. This is particularly useful for disaster scenarios, because so long as any nodes remain, they can continue to communicate. When Hurricane Sandy flooded the Brooklyn neighborhood of Red Hook in 2012, the power went out and cell phones stopped working, but the area’s mesh network stayed up, keeping residents connected and enabling them to coordinate the emergency response.

If localism brings many benefits, however, it also carries some significant risks. The community is not something to fetishize. “Local control” has a long, racist history in American life. Under its banner, communities have resisted school desegregation, blocked affordable housing projects, and hoarded public money in the places that least need it. There are rich communities and poor communities, and the former tend to find ways of keeping their advantages out of the hands of the latter. Decentralization is not inherently democratizing: it can just as easily serve to concentrate power as to distribute it.

Ideally, we could come up with a synthesis, one that allows us to retain the special strengths of the local while mitigating its various risks through regional and national interventions. This would be a delicate balancing act, a matter of avoiding exclusionary fragmentation at one extreme and top-down technocracy on the other. While this approach is motivated by political concerns—the need to ensure that everyone has a high-quality connection, no matter their zip code—there are also technical considerations. We can’t transform the internet purely at the local level. This is because the internet is neither local nor national nor global but a complex combination of all three. It operates at a number of different scales, and so must any project to transform it.

You might think of these different scales in terms of size—neighborhood, city, region, world—but it also makes sense to think of them in terms of depth. Imagine you’re standing on the surface of a planet. If you want to go somewhere close by, you can walk along the surface to get there. But if you want to go somewhere far away—say, to the other side of the planet—it might make more sense to dig a tunnel through the center. Similarly, the further your data travels across the internet, the deeper the networks it will have to traverse. If a computer in Chattanooga wants to talk to a server in Lagos, its packets will pass through the center of the system.

The center of the system is a strange place. The writer Andrew Blum calls it “the interim internet”: an in-between zone, populated by relatively few humans and a lot of expensive machinery. To reach this zone, community networks must pay to interconnect with larger providers at facilities called internet exchange points. Here, racks of routers and a handful of technicians orchestrate the complex flight of data around the country and around the world, linking the last mile with the first, the tributaries with the backbones, all inside nondescript buildings protected by several layers of security.

This is where the stitching together of the many scales of the internet occurs, and its handiwork has considerable downstream consequences. Whose traffic will receive priority? Which regions will be best served? As long as private firms control the core networks, these questions will continue to be answered by executives and investors, and always with an eye toward profit. Democratizing the internet must involve turning even its deepest corridors into places where people, and not profit, rule.

In fact, this may become a practical necessity. If community networks began to displace corporate ISPs, the broadband cartel might use its power to block their upstream path. Of the four firms that account for 76 percent of all internet subscriptions in the US, three also operate backbones. They could refuse to work with community networks, leaving them stranded. This is the legacy of privatization: a corporate dictatorship over critical infrastructure. Creating alternatives may be the only hope for community networks to achieve their full potential.

The Green New Deal might offer one possibility for doing so. Climate activists have been calling for a national electricity grid that could efficiently distribute renewable energy across the US. “When clouds soften the California sun, wind from Texas can charge Los Angeles’s buses; when the Georgia sun sets, offshore winds on the eastern seaboard could power Atlanta’s streetlights,” write Kate Aronoff, Alyssa Battistoni, Daniel Aldana Cohen, and Thea Riofrancos in their co- authored book A Planet to Win. Such a grid could be made “smart” by laying fiber along it, which could in turn provide the foundation for a new deprivatized backbone serving commu nity networks nationwide. The backbone could be managed by a federal agency, or perhaps by a federation of cooperatives, each responsible for different aspects or branches of the network. If needed, its footprint could be enlarged further by acquiring the thousands of miles of unused “dark” fiber buried across the country, and extended overseas by taking a stake in a submarine cable.

This may seem impractical, even utopian. It’s one thing to defend and extend community networks, quite another to storm the fortresses lying upstream. But if the effort to deprivatize the pipes of the internet remains confined to one segment, it won’t survive. Its enemies will use its isolation to undermine it, wielding their control of the internet’s core to crush democratic experimentation at the edges. “Whoever finishes a revolution only halfway digs his own grave,” says Robespierre in Georg Büchner’s play Danton’s Death. A revolution must always keep moving. Otherwise, its victories will be small and partial, and easily reversed.
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From Below

From the edges to the core, from the neighborhoods to the backbones, making a democratic internet must be the work of a movement. This is what was missing in the 1990s, and its absence enabled industry to push through privatization of a particularly comprehensive kind. It wasn’t a failure of ideas—activists had ideas—but of power. Other possibilities existed, such as a “public lane on the information superhighway,” but the instrument for making those possibilities practical did not: namely, masses of people willing to take disruptive action to overcome the opposition of industry and its faithful representatives in government.

Before such action can occur, however, a lot of talking must take place. Movements are made through organizing, and organizing consists mostly of conversations. Conversations about the problems in people’s lives and where those problems come from, and what would be needed to solve them. Organizers listen, make the case, and address the concerns that arise.

When it comes to deprivatizing the pipes of the internet, three concerns in particular are likely to arise. The first is the potential cost of such a venture. How will we pay for it?

To begin with, it’s worth pointing out that we already pay heavily for the present arrangement: the broadband cartel regularly receives large infusions of public cash. Incredibly, the stated rationale for these infusions is to help expand access. In other words, the preferred strategy among policy-makers for solving the connectivity crisis is to give immense sums of public money to the firms that are responsible for causing it. In the words of one Detroit Community Technology Project staffer, “We’re trying to close the digital divide by paying Comcast and AT&T, who are responsible for the digital divide.”

There are a number of federal programs, and various initiatives at the state and local levels, that provide corporate ISPs with billions of dollars’ worth of subsidies, tax breaks, and other incentives in the hopes of boosting broadband investment. Take the FCC’s Universal Service Fund. This fund is financed by a tax on telecommunications providers, which in practice amounts to a tax on consumers since it generally shows up as a surcharge in Americans’ phone bills. The money is then distributed to ISPs in the form of loans and grants, which are supposed to help them do things like expand rural broadband.

The problem with this approach is that ISPs typically pocket the cash and fail to deliver. Handing public money to private firms tends to enrich the firms while yielding little in the way of public benefit. To cite one example of many, a major ISP called CenturyLink began receiving $505.7 million in annual support from the Universal Service Fund to pay for broadband deployment in underserved areas in 2015. Five years later, the company told the FCC it had only met the mandated milestones in ten states out of thirty-three—fewer than a third. During these years, CenturyLink’s CEO was one of the highest-paid executives in the industry, earning $35.7 million in 2018.

The amount of money involved is considerable. According to policy analyst Daniel Hanley, the FCC and the US Department of Agriculture gave more than $22 billion to corporate ISPs to help improve rural connectivity over just a four-year period, from 2013 to 2017. And in January 2020, the FCC promised another $20 billion over the next ten years for the same purpose. Yet, as Hanley observes, “the mechanism of feeding private companies giant sums of money for broadband build-out simply hasn’t worked.” Indeed, the mechanism’s failure to work may be precisely the point: so long as millions of people remain un- or under-connected, the public money can continue to flow. The slumlords of the internet can keep getting paid for promising to fix the problems they created.

This money would be better spent on the build-out of publicly and cooperatively owned networks, and on providing ongoing operational support to ensure that such networks can offer service for free, or as close to free as possible. Still, other sources of revenue will be required. One idea would be to revive the differential fee structure proposed by the advocates of a “public lane” for the internet in the 1990s. Businesses would pay more for access, particularly businesses over a certain size; individuals would pay less, or nothing at all. Another approach would be to target large tech companies like Google and Facebook with a digital services tax on revenues from online advertising. This is an especially deep well to draw from: the combined revenue of Google and Facebook alone came to more than $230 billion in 2019, the majority from ads. The scholar David Elliot Berman proposes a third possibility: tax Comcast, Verizon, and the other members of the broadband cartel. “They are responsible for the sorry state of broadband in this country: we should make them pay to fix it,” he writes.

Competition Is Overrated

Another concern may emerge here. A system of community networks that supplied service for free, or nearly free, would almost certainly put the broadband giants out of business, particularly if the latter were also taxed to help subsidize the former. Wouldn’t that be anti-competitive? The answer is yes, and that’s fine.

Competition is routinely presented as the solution to the country’s broadband problems. Indeed, most advocates of community networks see them in these terms: as ways to put pressure on the big ISPs, thus forcing them to improve service. And it’s true that creating more competitive markets for internet access would bring certain benefits. Multiple studies show that more competition leads to lower prices and higher speeds.

But competition is a crude mechanism. It can only do so much. A study conducted in 2016 by the consulting firm Analysis Group examined four years of broadband pricing data from a hundred local markets and concluded that the biggest beneficiaries of more competition were those who purchased the costlier, higher-speed plans: monthly rates for such plans fell roughly 35 percent when a market went from having one to two providers. This is only a single report, of course, but it illustrates a broader point: competition works best for customers who are worth competing for. Many people will remain “bad” customers no matter how much competition exists, because they’re too poor, or they live in places too remote, to be profitable. Moreover, improving service in such communities typically requires expensive infrastructure investments that won’t pay for themselves.

Fortunately, there is a way to reduce prices and increase speeds while also expanding access: using the power of the public sector to extend and deepen community networks. Such networks have the further advantage of giving their users control over how they are run—something that no amount of competition among private firms can provide. This control is crucial; among other things, it means that users can enforce standards around minimum speeds and reliability. It also means they can intervene to prevent the network from engaging in predatory practices with their data.

These practices reflect another problem that more competition won’t solve. An ISP that faces competitive pressure is just as likely to spy on its customers’ browser history and sell that information to advertisers, for instance, or to violate net neutrality by creating premium “fast lanes” for certain kinds of content. Indeed, competitive pressure may push firms to do these sorts of things more frequently, as they search for additional revenue to offset thinning profit margins.

Nor can we rely on ideas of expanded consumer choice, not least because it is an odd concept to apply to something like internet access. There aren’t different flavors or colors or styles. Everyone wants the same thing: the fastest, most reliable connection at the lowest price. It’s a simple optimization problem, in other words, and if the local community network can help people solve it, it’s doubtful they will miss the experience of shopping around for a provider. Rather than a choice, access to the internet has become so essential to most people’s lives that it more closely resembles housing and health care: that is, something people can’t choose not to consume. For this reason, it makes more sense to think of the costs associated with getting online as a tax—and a regressive one at that. Why not then make the tax fairer, by shifting its burden to the companies that profit most from the internet?

To its supporters, consumer choice isn’t important just for subjective reasons, but for objective ones. Consumer choice is the propulsion that sets the machinery of competition in motion. People choose to consume from one firm instead of another. In doing so, they make their preferences felt. As those aggregated preferences lead to increased revenue for the favored firm, the discipline of the market compels all firms to adjust their behavior as a result: by dropping prices, improving quality, or doing whatever else they need to do to attract consumers.

This is a descriptive account of how competitive markets work under capitalism. But it’s also something else: a theory of power. It says that the best way for human beings to exercise power over the conditions of their lives is through their capacity as market actors. If they want better internet service, they can make different consumption choices. And if market conditions are sufficiently competitive, the signals that those choices transmit will eventually result in better internet service.

In reality, this is a weak way to exercise power. It consigns people to a passive role with a narrow range of action. They are, at best, semaphores whose signals can influence the production and investment decisions of firms at a distance. Such influence has severe limits: competition can lower fees and improve speeds, but many people still won’t be able to afford service, or will live in places where it is not profitable to invest. Meanwhile, the firms remain accountable to their investors, not to the communities that depend on them. There is no guarantee that people will be able to obtain the resources they need to live self- determined lives; they certainly won’t be able to participate in the decisions that affect them.

This is another example of neoliberalism’s impoverishing effect on our political imagination. As Wendy Brown explains, neoliberalism “configures human beings exhaustively as market actors, always, only, and everywhere as homo oeconomicus.” Yet there is another way to think about what it means to be human: Homo politicus. This is the human being as a political animal: what Aristotle had in mind when he wrote that man is “by nature an animal intended to live in a polis.” Homo politicus exercises power not indirectly and individually, as an isolated stream of market signals, but directly and collectively, as the co-legislator of its social world. People argue, debate, deliberate, and decide how to govern themselves together. Homo politicus is what makes democracy possible.

Spy Machines

One final area of concern involves state surveillance. State surveillance is an omnipresent feature of online life and the US government runs an especially far-reaching spy machine, as revealed by Edward Snowden’s disclosures in 2013. Any plan that involves leveraging the power of the public sector to transform the internet will raise fears that it could increase state surveillance, or that it could help the state engage in other kinds of repression: blocking access to websites that are considered subversive, for example, or suspending internet access entirely, as India’s government does frequently, particularly in the border region of Kashmir.

But state spying, censorship, and shutdowns are all quite easy in a privatized system. The reality is that governments do what they like regardless of who owns the internet’s infrastructure. The National Security Agency taps into undersea fiber-optic cables to snoop on the packets that pass through them—the fact that these cables are controlled by private firms presents no barrier. The same is true of internet shutdowns: governments in India and elsewhere routinely force private ISPs to suspend service.

Digital authoritarianism and private ownership are entirely compatible. There is no reason to believe that an internet with more municipally owned broadband networks, or even a federally owned backbone, would make authoritarians any happier than a completely privatized one. It’s not a matter of whether the state has power over the pipes—it always does—but how that power is used. And there is precedent to suggest that power can be used in a positive way. In fact, we already have a good example of a publicly owned network that has long made privacy a priority: the post office.

The post office was the first communications network in the United States. From the start, it enshrined the confidentiality of messages into its everyday operations. In 1782, the Continental Congress, still at war with the British, passed an ordinance that prohibited postal workers from opening the mail; in 1792, the Congress of the now-independent United States wrote this prohibition into the statute that officially created the post office. “The ideological premise that government control over the network did not automatically give it the right to use that control for surveillance purposes was part of the American postal system from the beginning,” writes the legal scholar Anuj C. Desai. According to Desai, this premise would go on to inspire the interpretation of the Fourth Amendment that forms the basis for modern privacy law.

The history of the post office is not without its blemishes. Under direction from Congress, it has also served at various times as an agent of government censorship, as when the notoriously repressive Espionage Act of 1917 gave postal officials wide latitude to block the circulation of publications deemed harmful to the war effort. Still, the enduring principle of postal privacy shows that it’s possible for publicly owned networks to respect the rights of their users.

Laws and regulations are useful, but far from sufficient. The best way to guarantee that public institutions serve the people is the presence of the people themselves within those institutions. States tend to concentrate power, distributing decision-making authority upward. Democratization means making power flow in the opposite direction: downward and outward. This involves redefining how the public sector functions at all levels, by introducing what researchers Andrew Cumbers and Thomas M. Hanna call “inclusive and expansive governance structures.” Such structures could place power in the hands of those with most at stake: the users of public services, community residents, and public sector workers, among others. Drawing on the state to make the internet’s pipes more democratic requires making a different kind of state: one that “is rooted in, constantly draws energy from, and is pushed actively by, popular forces,” in the words of Stuart Hall. Only such a state can help uproot the regime installed by privatization and put something better in its place.

This regime’s reign extends much farther than the pipes, however. The process of privatization that began in the 1990s would continue up the stack, rising from the cables and routers of the internet’s basement into its upper floors. And this next stage would arguably be more important, since up the stack is where more money is made and more power is held. As I write, Comcast is worth more than $260 billion; Google is worth more than $1.7 trillion. The telecoms are big, but the so-called platforms are creatures of another scale. Up the stack is also where privatization has taken a more complex, and more creative, course. Here the question was not how to make money from plugging people into the internet. It was how to make money from what they did once they logged on.
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Up the Stack

On Labor Day weekend in 1995, a software engineer made a website. It wasn’t his first. At twenty-eight, Pierre Omidyar had followed the standard accelerated trajectory of Silicon Valley: he had learned to code in seventh grade, and was on track to becoming a millionaire before the age of thirty by having his startup bought by Microsoft. Now he worked for a company that made software for handheld computers, widely expected to be the next big thing. But he was fascinated by the internet. So he spent his spare time online, tinkering with side projects. The idea for this particular project would be simple: a website where people could buy and sell.

Buying and selling was still a relatively new idea on the internet. The NSFNET backbone had been decommissioned only five months earlier, marking the end of the era of public ownership. The question was no longer whether the internet would be a business, but what kind of business it would be. Companies big and small were racing to come up with the answer. In May, Bill Gates circulated a memo at Microsoft announcing that the internet was the company’s top priority. In July, a former investment banker named Jeff Bezos launched an online storefront called Amazon.com, which claimed to be “Earth’s biggest bookstore.” In August, Netscape, creator of the most popular web browser, held its initial public offering (IPO). By the end of the first day of trading, the company was worth almost $3 billion—despite being unprofitable. Wall Street was paying attention. The dot-com bubble was starting to inflate.

If the internet of 1995 inspired dreams of a lucrative future, however, the reality ran far behind. On the one hand, the privatization of the pipes had opened up a booming ISP market, serving the flood of people trying to get online: there were nearly 45 million users in 1995, up 76 percent from the year before. But getting people online was a small fraction of the system’s total profit potential. What really got investors’ blood and capital flowing was the possibility of making money from what people did online.

But how exactly? The internet may have been attracting millions of newcomers, but it still felt like a research network. The World Wide Web was its most accessible region—far friendlier than more technical and text-bound interfaces like Gopher and Usenet—but that wasn’t saying much. The average site was hideous and barely usable. Finding content wasn’t particularly easy: you could wander from one site to another by following the tissue of hyperlinks that connected them, or page through the handmade directory produced by Yahoo!, the preferred web portal before the rise of the modern search engine. And there wasn’t much content to find: only 23,500 websites existed in 1995, compared to more than 17 million five years later.

But the smallness and slowness of the early web also lent it a certain charm. It remained a very personal place. People were excited to be there, despite there being relatively little for them to do. They made homepages simply to say hello, to post pictures of their pets, to share their enthusiasm for Star Trek. They wanted to connect.

Omidyar was fond of this form of online life. He had been a devoted user of the internet since his undergraduate days, and a participant in its various communities. He now observed the rising flood of dot-com money with some concern. The corporations clambering onto the internet saw people as nothing more than “wallets and eyeballs,” he later told a journalist. Their efforts at commercialization weren’t just crude and uncool; they also promoted a zombie-like passivity—look here, click here, enter your credit card number here—that threatened the participatory nature of the internet he knew.

“I wanted to do something different,” Omidyar later recalled, “to give the individual the power to be a producer as well as a consumer.” This was the motivation for the website he built during Labor Day weekend in 1995. He called it AuctionWeb. Anyone could put up something for sale, anyone could place a bid, and the item went to the highest bidder. It would be a perfect market in the sense that it would conform to the neoclassical ideal found in an economics textbook: through the miracle of competition, supply and demand would meet to discover the true price of a commodity. One precondition of perfect markets is that everyone has access to the same information, and this is exactly what AuctionWeb promised. Everything was there for all to see.

The site grew quickly. By its second week, the items listed for sale included a Yamaha motorcycle, a Superman lunchbox, and an autographed Michael Jackson poster. By February 1996, traffic had grown brisk enough that Omidyar’s web hosting company increased his monthly fee, which led him to start taking a cut of the transactions to cover his expenses. Almost immediately, he was turning a profit. The side project had become a business.

But the perfect market turned out to be less than perfect. Disputes broke out between buyers and sellers, and Omidyar was frequently called upon to adjudicate. He didn’t want to have to play referee, so he came up with a way to help users work it out themselves: a forum. People would leave feedback on one another, creating a kind of scoring system. “Give praise where it is due,” he said in a letter posted to the site, “make complaints where appropriate.” The dishonest would be driven out, and the honest would be rewarded—but only if users did their part. “This grand hope depends on your active participation,” he wrote.

The value of AuctionWeb would rely on the contributions of its users. The more they contributed, the more useful the site would be. The market would be a community, a place made by its members. They would become both consumers and producers, as Omidyar hoped, and among the things they produced would be the content that filled the site.

By the summer of 1996, AuctionWeb was generating $10,000 a month. Omidyar decided to quit his day job and devote himself to it full-time. He had started out as a critic of the e-commerce craze and had ended up with a successful e-commerce company. In 1997, he renamed it eBay.

Platforms Don’t Exist

eBay was one of the first big internet companies. It became profitable early, grew into an eminence of the dot-com era, survived the implosion of the dot-com bubble, and still ranks among the largest e-commerce firms in the world. But what makes eBay particularly interesting is how, in its earliest incarnation, it anticipated many of the key features that would later define the phenomenon commonly known as the “platform.”

None of the metaphors we use to think about the internet are perfect, but “platform” is among the worst. The term originally had a specific technical meaning: it meant something that developers build applications on top of, such as an operating system or a set of application programming interfaces (APIs). But the word has since come to refer to various kinds of software that run online, particularly those deployed by the largest tech firms. As the scholar Tarleton Gillespie argues, this slippage is strategic. By calling their services “platforms,” companies like Google can project an aura of openness and neutrality. They can present themselves as playing a supporting role, merely facilitating the interactions of others. Their sovereignty over the spaces of our digital life, and their active role in ordering such spaces, is obscured. It’s no exaggeration to say, then, that platforms don’t exist. The word isn’t just imprecise; it’s an illusion. It’s designed to mystify rather than clarify.

As an alternative, consider the following starting point: our experience of the internet is organized by a set of complex systems that, despite considerable variation, share certain common characteristics. The best way to understand these systems is to historicize them—more specifically, to place them within the broader history of the internet’s privatization.

The privatization of the internet began in the basement, with the pipes; by the mid-1990s, this phase was complete. The next step was figuring out how to maximize profit in the upper floors: the application layer, where users actually use the internet, which in the mid-1990s mostly meant the World Wide Web.

This was the central focus of the dot-com boom that began with Netscape’s explosive IPO in August 1995. Over the following years, tens of thousands of startups were founded and hundreds of billions of dollars were invested in them. Venture capital entered a manic state: the total amount of investment increased more than 1,200 percent from 1995 to 2000. Hundreds of dot-com companies went public and promptly soared in value: at their peak, technology stocks were worth more than $5 trillion.

Yet profits mostly failed to materialize. This was partly intentional: the stated strategy of many dot-com companies was to grow fast and monetize later. But it also reflected a deeper difficulty. As Ed Horowitz, the CEO of Viacom, explained in 1996: “The Internet has yet to fulfill its promise of commercial success. Why? Because there is no business model.” Horowitz was exaggerating slightly: eBay was profitable, for instance. But it was an exception to the general trend. Many of the dot-com companies that were driving the Nasdaq into a frenzy were nowhere close to being profitable. Even those that were had little chance of catching up to the stratospheric valuations the market had bestowed on them. The Nasdaq’s average price-earnings ratio, which measures the relationship between a company’s stock price and its earnings per share, had exceeded 200 by 1999. This meant investors were willing to pay $200 for every dollar of profit.

The next year, the bubble burst. From March to September 2000, the 280 stocks in the Bloomberg U.S. Internet Index lost almost $1.7 trillion. “It’s rare to see an industry evaporate as quickly and completely,” a CNN journalist remarked. And 2001 brought more bad news. The dot-com era was dead.

Today, the era is typically remembered as an episode of collective insanity—as an exercise in what Alan Greenspan, during his contemporaneous tenure as Fed chairman, famously called “irrational exuberance.” Pets.com, a startup that sold pet supplies online, became the best-known symbol of the period’s stupidity, and a touchstone for retrospectives ever since. Never profitable, the company spent heavily on advertising, including a Super Bowl spot; it raised $82.5 million in its IPO in February 2000 and imploded nine months later.

But it would be a mistake to see the failure of the dot-com experiment in purely personal terms. Arrogance, greed, magical thinking, and bad business decisions were all present in abundance. Yet none of these were decisive. The real problem was structural. While their investors and executives probably wouldn’t have understood it in these terms, dot-com companies were trying to advance the next stage of the internet’s privatization: namely, by pushing the privatization of the internet up the stack. But the elements that could make such a push feasible were not yet in place. With the pipes, the process had been relatively smooth: ISPs sold access. The dot-com entrepreneurs faced a larger challenge: they had to find a way to monetize activity rather than access. It’s not that their ideas for doing so were all bad—in fact, many of the same ideas would resurface in later years to become the basis of highly valued businesses—but that the internet as it then existed couldn’t accommodate them. A renovation was required.

In his analysis of capitalist development, Karl Marx drew a distinction between the “formal” and “real” subsumption of labor by capital. In formal subsumption, an existing labor process remains intact, but is now performed on a capitalist basis. For example, a peasant who used to grow his own food becomes a wage laborer on somebody else’s farm. The way he works the land stays the same. In real subsumption, by contrast, the labor process is revolutionized to meet the requirements of capital. Formerly, capital inherited a process; now, it remakes the process. Our agricultural worker becomes integrated into the industrialized apparatus of the modern factory farm. The way he works completely changes: his daily rhythms bear little resemblance to those of his peasant predecessors. And the new arrangement is more profitable for the farm’s owner, having been explicitly organized with that end in mind.

This is a useful lens for thinking about the evolution of the internet, and for understanding why the dot-coms didn’t succeed. The internet of the mid-to-late 1990s was under private ownership, but it had not yet been optimized for profit. It retained too much of its old shape, and its old shape wasn’t conducive to the new demands being placed on it. Formal subsumption had been achieved, in other words, but real subsumption remained elusive.

Accomplishing the latter would involve developments at a variety of levels—technical, social, economic—that made it possible to construct new kinds of systems. These systems are the digital equivalents of the modern factory farm. They represent the long-sought solution to the problem that consumed and ultimately defeated the dot-com entrepreneurs: how to push privatization up the stack. And eBay offered the first glimpse of what that solution looked like.

The Ultimate Market

eBay enlisted its users in its own creation. The site didn’t just offer a space for their activities—it was constituted by them. They were the ones posting items for sale and placing bids and writing feedback on one another in the forum. Without their contributions, the site would cease to exist.

There was a tradition being tapped into here. The internet, when it was invented in the 1970s as a universal language that enabled different networks to interconnect, was originally designed to link stationary mainframes with mobile military forces. Yet what the internet became used for, as it evolved from an experiment into an institution, was something rather different. In the near term, it would not be used by mobile military forces; neither would it be primarily about sharing computing resources. Rather, its real value was social. The internet survived, and grew, because it gave people a way to communicate.

In this, the internet followed in the footsteps of its precursor, ARPANET. The pioneering computer network had also been created for the purpose of resource sharing. Then, in 1971, a programmer named Ray Tomlinson came up with email. Email became wildly popular: two years later, a study commissioned by DARPA’s director found that it made up three-quarters of all network traffic. As the internet grew through the 1980s, email found an even wider reach. The ability to exchange messages instantaneously with someone far away was immensely appealing; it made new kinds of collaboration and conversation possible, particularly through the mailing lists that formed the first online communities.

Email was more than just a useful tool, though; it represented a kind of spiritual transformation. Email helped humanize the internet. It made a cold assemblage of cables and computers feel inhabited. The internet was somewhere you could catch up with friends and get into acrimonious arguments with strangers. It was somewhere to talk about politics or science fiction or the best way to implement a protocol. Other people were the main attraction, and this quality would endure, and inspire new applications, as the internet expanded. Even the World Wide Web was made with community in mind. “I designed it for a social effect—to help people work together,” its creator, Tim Berners-Lee, would later write.

Community is what Omidyar liked best about the internet, and what he feared the dot-com gold rush would kill. He wasn’t alone in this: one could find dissidents polemicizing against the forces of commercialization on radical mailing lists like Nettime. But Omidyar was no anti-capitalist. He was a libertarian: he believed in the liberating power of the market. He didn’t oppose commercialization as such, just the particular form it was taking. The companies opening cheesy digital storefronts and plastering the web with banner ads were doing commercialization poorly because they didn’t understand the internet. They didn’t understand that it was a social medium.

eBay, by contrast, would be firmly rooted in this fact. From its first days as AuctionWeb, the site described itself as a community, and this self- definition became integral to its identity and to its operation. For Omidyar, the point wasn’t to defend the community from the market but rather to recast the community as a market—to fuse the two.

This wasn’t an entirely original idea. No less a figure than Bill Gates saw the future of the internet in precisely these terms. In 1995, the same year that Omidyar launched AuctionWeb, Gates co-authored a book called The Road Ahead. In it, the Microsoft CEO laid out his vision for the internet as “the ultimate market”:


It will be where we social animals will sell, trade, invest, haggle, pick stuff up, argue, meet new people, and hang out. Think of the hustle and bustle of the New York Stock Exchange or a farmers’ market or of a bookstore full of people looking for fascinating stories and information. All manner of human activity takes place, from billion-dollar deals to flirtations.



Here, social relationships have merged so completely with market relationships as to become indistinguishable. The internet is the instrument of this union; it brings people together, but under the sign of capital. Gates didn’t think this was imminent, however. On the contrary: he believed his dream was many years from being realized. Yet by the time his book came out, AuctionWeb was already making progress toward achieving it.

Community Standards

Combining the community with the market was a lucrative innovation. The interactions that occurred in the guise of the former greatly enhanced the value of the latter. Under the banner of community, AuctionWeb’s buyers and sellers were encouraged to perform unpaid activities that made the site more useful, such as rating one another in the feedback forum or sharing advice on shipping. And the more people participated, the more attractive a destination it became. This was the first reason for the site’s success: network effects.

Network effects occur when a good or service becomes more valuable the more people use it. More people using AuctionWeb meant more items listed for sale, more buyers bidding in auctions, more feedback posted to the forum—in short, a more valuable site. On the web, accommodating this growth was fairly easy: increasing one’s hosting capacity was a simpler and cheaper proposition than the brick-and-mortar equivalent. And doing so was well worth it because, at a certain size, network effects locked in advantages that were hard for a competitor to overcome.

A second, related strength was the site’s role as a middleman. In an era when many dot-coms were selling goods directly—Pets.com paid a fortune on postage to ship pet food to people’s door—Omidyar’s company connected buyers and sellers instead. This enabled it to profit from their transactions while remaining extremely lean. It had no inventory, no warehouses—just a website.

But both the benefits of being a middleman and those associated with network effects required a third factor as their enabling condition: a certain kind of sovereignty. The site didn’t just facilitate interactions; it shaped them. It wrote the rules for how people could interact and designed the spaces where they did so. It was not only an intermediary but a legislator and an architect. This wasn’t in Omidyar’s initial plan. But it soon became a necessity, as the sociologist Keyvan Kashkooli explores in his study of eBay’s evolution. Omidyar’s initial vision was of a market run by its members, an ideal informed by his libertarian beliefs. His decision to create the feedback forum likely reflected an ideological investment in the idea that markets were essentially self- organizing, as much as his personal interest in no longer having to mediate various disputes.

This laissez-faire approach broke down pretty quickly, however. Contrary to libertarian assumptions, the market couldn’t function without something like a state. The feedback forum is a good example: users started manipulating it, leaving praise for their friends and sending mobs of malicious reviewers after their enemies. The company would be compelled to intervene again and again, not only to manage the market but also to expand it—an imperative that shareholders imposed after eBay went public in 1998. “Despite its initial reluctance, the company stepped increasingly into a governance role,” writes Kashkooli. Preserving and increasing profitability required managing people’s behavior, whether through the code that steered them through the site or the user agreements that governed their activities on it.

These three elements—sovereign, middleman, and maker of network effects—formed a powerful synthesis. Through them, the fusion of the market and the community would be achieved, and a surge of revenue unlocked. At a time when most dot-coms failed to turn a profit, eBay did so easily. When the crash of 2000–2001 hit, it survived with few bruises. And in the aftermath of the crash, as an embattled industry, under pressure from investors, tried to reinvent itself, the ideas that it came up with had much in common with those that had formed the basis for eBay’s early success.

For the most part the influence was neither conscious nor direct. But the affinities were unmistakable. Omidyar’s community market of the mid-1990s was an aperture into the future. By later standards it was fairly primitive, existing as it did within the confines of an internet not yet remodeled for the purpose of profit maximization. But the systems that would accomplish that remodeling, that qualitative leap from formal to real subsumption, that more total privatization of the internet, would do so by elaborating the basic patterns that Omidyar had applied. These systems would be called platforms, but what they resembled most were shopping malls.
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Online Malls

Back in 1993, the activist Jeffrey Chester had warned that the information superhighway would become “a virtual electronic shopping mall” if corporate interests had their way. These were prescient words. He was right, and the metaphor he used was particularly fitting. If the firms that own the pipes of the internet are best understood as slumlords—gouging users while letting their infrastructure rot—then the systems that dominate life at the upper end of the stack are best understood, to borrow an insight from the scholar Jathan Sadowski, as shopping malls.

The first modern shopping mall was built in Edina, Minnesota, in 1956. Its architect, Victor Gruen, was a Jewish socialist from Vienna who had fled the Nazis and disliked American car culture. He wanted to lure midcentury suburbanites out of their Fords and into a place that recalled the “rich public social life” of a great European city. He hoped to offer them not only shops but libraries and theaters and community centers. Above all, his mall would be a space for interaction: an “outlet for that primary human instinct to mingle with other humans.” Unlike in a city, however, this mingling would take place within a controlled setting. The chaos of urban life would be displaced by the discipline of rational design.

As Gruen’s invention caught on, the grander parts of his vision would fall away. But the idea of an engineered environment that paired commerce with a public square remained. Gruen’s legacy would be a kind of capitalist terrarium, nicely captured by the phrase “privately owned public space.”

The shopping malls of the internet are nothing if not privately owned public spaces. They are corporate enclosures with a wide range of interactions transpiring inside of them. Just like in a real mall, some of these interactions are commercial, such as buying clothes from a merchant, while others are social, such as hanging out with friends. But what distinguishes the online mall from the real mall is that within the former, everything one does makes data. Every move, however small, leaves a digital trace. And these traces present an opportunity to create a completely new set of arrangements.

Real malls are in the rental business: the owner charges tenants rent, essentially taking a slice of their revenues. Online malls can make money more or less the same way, as eBay demonstrated early on, by taking a cut of the transactions they facilitate. But, as Sadowski points out, online malls are also able to capture another kind of rent: data rent. In other words, they can collect those digital traces generated by the activities that occur within them. And since they control every square inch of the enclosure, and because modifying the enclosure is simply a matter of deploying new code, they can introduce architectural changes as needed in order to cause those activities to generate more traces, or traces of different kinds.

These traces turn out to be quite valuable. So valuable, in fact, that amassing and analyzing them have become the primary functions of the online mall. Like Omidyar’s community market, the online mall is a middleman, a sovereign, and a maker of network effects. It facilitates interactions, it writes the rules for those interactions, and it benefits from having more people interact. But in the online mall, these interactions are recorded and interpreted. This is what distinguishes online malls from their precursors. They are above all designed for making, and making use of, data. Data is their organizing principle and essential ingredient.

Data is sometimes compared to oil, but a better analogy might be coal. Coal was the fuel that powered the steam engine. It propelled the capitalist reorganization of manufacturing from an artisanal to an industrial basis, from the workshop to the factory, in the nineteenth century. Data has played a comparable role. It has propelled the capitalist reorganization of the internet, banishing the remnants of the research network and perfecting the profit engine. This process has been neither simple nor quick. It has taken time and it has taken different forms. Its origins are fairly easy to identify, however. It is closely linked to the rise of the company that, perhaps more than any other, is synonymous with the modern internet, and the only one whose name is used as a verb and is listed, lowercase, in the dictionary.

The Eyeball Business

In 1998, the same year that eBay burst onto the Nasdaq, a pair of graduate students presented a paper at an academic conference. The paper described a search engine they had built at Stanford. It was still a prototype—it ran on a set of scavenged and thrifted computers in a dorm room—but a prototype that had become so popular that, at peak times, it used half of the university’s internet bandwidth. The students called it Google. That year, they founded a company of the same name.

The story of Google has been told many times before. It has been celebrated and emulated, critiqued and parodied. But what has receded in the telling and retelling of this story is the original problem that the young Larry Page and Sergey Brin were trying to solve. This is the problem of having too much data.

Having too much data was one of many scenarios unforeseen by the internet’s architects. The idea that someday there would be billions of people and tens of billions of devices all bound together through the protocol they were creating was well beyond imagining. Their best guess at the outer bound of how many IP addresses they would ever need—the unique identifiers assigned to computers connected to the internet—was about 4.3 billion. Even that seemed excessive to some: the programmer Virginia Strazisar Travers, who played a central role in the internet’s creation, later remembered thinking that 65,536 would be enough for her lifetime.

In the 1990s, the situation looked different. Tens of millions of people were joining the internet each year. Millions of miles of fiber-optic cable were being laid. And prodigious amounts of data were being manufactured, particularly on the World Wide Web, where newcomers congregated. The number of websites grew nearly 1,000 percent from 1995 to 1996.

In theory, more information should have made the web more useful. In practice, more information made the web more bewildering. The existing tools for making sense of it all simply weren’t up to the job. Yahoo!’s reliance on humans—the fact that its listings were manually curated—meant that it struggled to keep pace with the growth of the web. Automated alternatives existed—“web crawlers” that indexed sites to make them searchable—but they weren’t very good, often returning useless and spammy results.

This was the challenge that Page and Brin aimed to overcome, with funding from DARPA and the National Science Foundation—the agency that had created the internet and the agency that had run it until recently. “The number of documents in the [search engine] indices has been increasing by many orders of magnitude,” they wrote in their 1998 paper, “but the user’s ability to look at documents has not.” Their solution was an algorithmic method for ranking the quality and relevance of a webpage that relied primarily on counting how many other sites linked to it. This tended to produce more pertinent results and, crucially, it scaled well. A vast and rapidly expanding patchwork would be made more intelligible through an automated analysis of how it was all sewn together.

But as Google moved off-campus and became a business and grew, something else happened. It began not only to organize the data of the web but to generate a fair bit of its own. Everything that users did left footprints in the servers’ logs: what they searched for, when they searched for it, what results they clicked on, whether they stayed there or returned to start a new search. And the footprints added up: by November 1999, Google was processing more than 4 million searches a day.

The company began using this data to improve its search engine. By studying user behavior, engineers could identify gaps and glitches in the software, and remake the ranking algorithm to respond to a range of new signals. Then, in the early 2000s, the company started using the data for another purpose: to sell ads.

Google had been selling ads since 1999, though not very well. Sheryl Sandberg, a former Clinton administration staffer hired to lead the ads team, would later remember then-CEO Eric Schmidt walking by her desk multiple times a day to ask how many advertisers they had. Her answer was always the same: “Not many.” The wounds were largely self- inflicted. Page and Brin hated online advertising, sharing Pierre Omidyar’s distaste for the tacky commercialization of the dot-com era. Moreover, advertising wasn’t central to the business model: revenue was mostly expected to come from licensing Google’s search technology to other sites. But enough revenue didn’t materialize, and the dot-com implosion of 2000–2001 meant that Google, like every other unprofitable internet company, was under pressure from investors. One of these investors, the venture capitalist Michael Moritz, would remember feeling quite pessimistic at the time. “We really couldn’t figure out the business model,” he later recalled.

This changed in 2002, the year that Google became profitable. The breakthrough involved AdWords, a system for selling and displaying ads. First, advertisers submitted bids on particular search terms, like “cars,” “clothes,” or something more specific. Then the system automatically selected the winner and placed its ad in the best spot on the search results page—the one the user was most likely to see—the ad of the runner-up in the second-best spot, and so on. But it wasn’t just an auction: the bids weren’t the only factor that determined ad placement. The other factor was a quality score computed for each ad, and this score was so important that it could catapult an advertiser into the top spot even if it didn’t have the highest bid.

How was the quality score calculated? This was where those footprints in the servers’ logs became useful. User data held lessons about the ad’s relevance: the more users who clicked the ad, the more relevant the ad was assumed to be. The “click-through rate” thus became the initial measure of ad quality. Over time, ad quality would become a far more complex calculation, incorporating a number of different metrics and employing advanced statistical techniques known as “machine learning.” Still, the basic idea remained the same. The company would observe user behavior in order to try to predict user behavior. If Google began as an attempt to interpret the abundant information of the web, its commercial viability would rest on interpreting the abundant information of its users.

The beauty of the arrangement is that it served both God and Mammon, which is to say, both Google’s founders and investors. The quality score helped soften Page and Brin’s antipathy to advertising, because it ensured that even a deep-pocketed advertiser couldn’t flood the site with spam. There were guardrails. But these same guardrails also guided users to ads they were more likely to click on, which pleased advertisers. Money poured in and the investors were happy.

In The Age of Surveillance Capitalism, Shoshana Zuboff describes this moment as a turning point not only in the history of Google but in the history of capitalism. In her view, the discovery of “behavioral surplus”—a trove of user data so rich and plentiful that it could be put to work selling ads and not just improving search—gave birth to a new economic logic called “surveillance capitalism.” “Google had discovered a way to translate its nonmarket interactions with users into surplus raw material for the fabrication of products aimed at genuine market transactions with its real customers: advertisers,” she writes. “The corporation thus created out of thin air and at zero marginal cost an asset class of vital raw materials derived from users’ nonmarket online behavior.”

This wasn’t the first time that companies had profited from personal data. Long before the internet became a mass medium, marketing firms, insurance companies, and others had been using computers to collect and analyze information about consumers, as the pioneering scholar of surveillance studies Oscar H. Gandy Jr. has documented. Still, the mainstreaming of the internet significantly enlarged the surface area for such surveillance, since everything that people did online made data. The successful monetization of this data at Google in the early 2000s may not have spawned a new form of capitalism—the pursuit of profit looked very much like the old capitalism—but it did mark a departure.

The nature of the novelty lay in Google’s ability to derive value from data. Data was fabricated through Google’s role as a middleman—connecting users to websites—and this data, when aggregated and analyzed, in turn made it possible for Google to play another middleman role—connecting advertisers to users. This latter activity benefited from network effects, because the more data users generated by using the site, the more could be learned about how best to serve them ads. And the company could use its power over the interactions occurring on the site—its sovereignty—to accelerate this learning process, and to induce users to make more of the data essential to it.

In short, in the early 2000s, Google became the first online mall. In the aftermath of the dot-com bust, it developed a digital enclosure of the kind that would, in the coming years, bring about the next phase in the privatization of the internet, the task that the dot-coms attempted but never achieved.

Making Friends

The innovations of 2002 were crude compared to what came later. Spying on people in order to sell ads would become a more sophisticated, and invasive, affair. It would feed on diverse data streams, from browsing history to credit card history to any number of subtler but often quite informative imprints that we scatter across the digital environments that envelop our lives. Such advertising would also spread throughout the web, and spawn a densely populated and extremely convoluted ecosystem—“black boxes inside of black boxes inside of black boxes” is how the journalist Shoshana Wodinsky describes it—of firms that facilitate the split-second auctions whereby advertisers compete to show an ad in a particular space on a particular site to a particular individual whose data trail suggests they might purchase a particular product.

Google remains the apex predator of this ecosystem, claiming 28.9 percent of the US digital ad market in 2020. The next-biggest player, which controls another 25.2 percent, is Facebook. Founded shortly after Google began its ad-fueled ascent, Facebook was part of a wave of startups that together came to define what we now know as “social media.” The first iteration of Mark Zuckerberg’s creation appeared in 2004, YouTube arrived in 2005 (and was purchased by Google the following year), and Twitter followed in 2006.

What characterized these sites was a reliance on user- generated content. At the time, tech guru Tim O’Reilly hailed this aspect as one of the pillars of what he called “Web 2.0”: a new, more participatory web that emerged from the wreckage of the dot-com era. “The key to competitive advantage in internet applications is the extent to which users add their own data to that which you provide,” he advised. “Involve your users both implicitly and explicitly in adding value to your application.” This wasn’t a new idea—as we’ve seen with eBay—but social media increased its significance, and made it the basis of new kinds of digital enclosures.

These enclosures would be particularly well suited to the business model popularized by Google, because their social nature encouraged users to offer up more data about themselves—data that could in turn be applied to the task of ad targeting. In the case of Facebook, the line of transmission was direct: in 2008, Zuckerberg hired Sheryl Sandberg, who had over-seen Google’s transformation into an advertising company, as his chief operating officer. Sandberg thus became, in Shoshana Zuboff’s memorable phrase, “the ‘Typhoid Mary’ of surveillance capitalism.”

The online mall of social media would look a bit different than the online mall of search. The goal would be to keep users locked inside of it as long as possible: to maximize “engagement,” as executives would tell their engineers. Engagement might take many forms—a like, a retweet, a view, a share, a comment, a post—and these forms needed to be, on the one hand, flexible enough to accommodate a satisfying range of expression—for social media to work, it must feel genuinely social—but structured enough to be easily interpretable by software. As the theorist Philip E. Agre once observed, computers must impose a “grammar” on human activity to make it intelligible, just as the grammar of the English language makes it intelligible to its speakers.

A grammar is not a straitjacket, however; it is a remarkably supple thing. “Just as the speakers of English can produce a potentially infinite variety of grammatical sentences from the finite means of English vocabulary and grammar,” Agre writes, “people engaged in captured activity can engage in an infinite variety of sequences of action, provided these sequences are composed of the unitary elements and means of combination prescribed by the grammar of action.” In other words, one of the virtues of a grammar is the sense of freedom it allows. This sense of freedom helps explain why people find social media pleasurable. Even as their interactions are being subtly (or unsubtly) structured by the design of the user interface and the code underneath, they enjoy a feeling of autonomy, a feeling of being free to express themselves.

The power of the social media mall thus rests on a strange kind of sovereignty: the sort that pretends it doesn’t exist. This disavowal has its legal basis in the famous Section 230, passed into law as part of the Communications Decency Act of 1996. Section 230 shields online services of all kinds, as well as ISPs, from legal liability for the speech they circulate. The protection it affords is especially vital for the owners of social media malls, who can disclaim responsibility for the activities of their users even as they are covertly involved in shaping those activities.

Only in exceptional circumstances—a high-profile user is banned, an obtrusive new feature is introduced—does the sovereign reveal himself. Most of the time, the “community” appears to organize itself. It is essential to the success of the social media mall that users behave as if their behavior is entirely their own, while being induced to behave in ways that are maximally legible to the automated systems that track and analyze them, ultimately for the purpose of selling ads.

Just because these ads are being displayed does not mean that people are paying attention to them, however. This is a crucial point. As the writer Tim Hwang explains, “advertising packages attention: it is not the attention itself.” The attention itself is surprisingly hard to come by: a substantial body of research suggests that online advertising doesn’t work particularly well. Widespread fraud, the rising popularity of ad blockers, a growing indifference to ads, and persistent problems with “ad viewability”—the fact that ads are not always loaded in places where someone will see them—all contribute to what Hwang calls a “subprime attention crisis”: the over-valuing of advertising relative to its underlying asset, attention.

Immense amounts of data are being synthesized in the online malls built by Google and Facebook, and metabolized in various ways to help match ads to eyeballs. Yet the complexity of this operation does not mean that the individuals behind those eyeballs are necessarily clicking on the ads, much less buying anything. It would be a mistake to suggest, as Shoshana Zuboff often does, that Zuckerberg and his fellow surveillance capitalists have built a mind-control machine. Zuckerberg may want his customers—advertisers—to believe he has a mind-control machine, but beneath the marketing hype is a somewhat less impressive reality.

This is not to downplay the technical intricacy of these systems, or the unprecedented state of affairs they have brought about. “Attention is commodified to an extent that it has not been in the past,” Hwang writes. The machinery of online advertising “has enabled the bundling of a multitude of tiny moments of attention into discrete, liquid assets that can then be bought and sold frictionlessly in a global marketplace.” But the commodities that circulate in this marketplace may be far less valuable than tech firms lead advertisers to believe.

If online advertising doesn’t work as well as promised, though, it works exceedingly well for the people making the promises. As I write, the combined market capitalization of Facebook and Google’s parent company, Alphabet, is approaching $3 trillion, and rising fast.
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Elastic Empires

Advertising occupies a central place in the story of privatization moving up the stack. But creating a marketplace for attention is only one chapter in this story. Tech companies also had to figure out how to create something more old- fashioned: a marketplace for goods.

This wasn’t as easy as it looked. E-commerce had been the great hope of the dot-com boom, and it fell hard in the crash. Selling coffee or groceries or dog food on the web led to some of the era’s most notorious flops. The problem was cost: it was easy enough to put a product catalog online, but logistics turned out to be a nightmare. Warehousing and delivery were complicated and expensive. The company that ultimately cracked the code was Amazon. In doing so, it displaced eBay, the darling of the dot-coms, and joined Google and Facebook as one of the leviathans of the modern internet. Its business model would look different than that of the search and social media giants, but it resembled them in one key respect: its triumph was largely due to its evolution into a “platform”—that is, an online mall.

Amazon opened its online bookstore in July 1995, a couple months before the website that would become eBay appeared. The two founders struck a clear contrast. Pierre Omidyar was a programmer with a ponytail pursuing a side project. His initial motivation—creating the perfect market—was essentially utopian. Jeff Bezos was a Wall Street hedge fund manager without a utopian bone in his body. He was pure calculation, relentless and methodical, the logic of capital personified. He saw a business opportunity with the internet and didn’t want to miss it.

Yet an early observer would probably consider Omidyar the better businessman. He had set out to create the perfect market and had ended up with the perfect business. eBay printed money. The formula was simple: it charged sellers a fee while staying far away from fulfillment. Amazon, by contrast, shipped goods to customers. This meant large fixed costs, and lots of energy devoted to making its sprawling distribution network more efficient. “This is horrible,” Meg Whitman, eBay’s CEO, told Omidyar after taking a tour of an Amazon facility in 1998. “The last thing we’d ever want to do is manage warehouses like this.”

Amazon’s margins were made even thinner by the fact that it undercut competitors to grab market share. Low prices helped the company grow fast but further deferred profitability. This didn’t matter much during the delirious 1990s, but when the bubble burst in 2000 and 2001, Amazon started to look like just another dot-com with a cash flow crisis. The stock price dropped. Employees and even some executives became demoralized. In these years, writes the journalist Brad Stone, “most observers not only dismissed the company’s prospects but also began to doubt its chances of survival.”

Amazon crawled out of the crash by doing a number of things, perhaps the most important of which was become more of a middleman—that is, more like eBay. This was ironic, given the company’s early history. In 1997, Barnes & Noble sued Amazon for false advertising, arguing that its claim to be “the world’s largest bookstore” was a lie because it was actually “a book broker.” The suit was settled later that year for an undisclosed sum. Yet the allegation, arguably true at the time, would only become truer.

The first step came in the fall of 2000, when the company unveiled a new feature called Marketplace. Third-party sellers would now be able to list their goods on Amazon’s product pages and, most significantly, compete against Amazon on price. This was a controversial move that set off some grumbling within the company, but it paid off: in the first four months, monthly gross sales of third-party merchandise more than tripled. In January 2002, Amazon announced its first profitable quarter, with third-party sales already accounting for 15 percent of all orders.

In the coming years, as Marketplace grew, Amazon began aggressively poaching sellers from eBay. Disoriented by these attacks and undermined by a series of bad business decisions, eBay stumbled. By 2007, the war was over, and Amazon had won. That year, the company reported $14.8 billion in sales, more than eBay and Barnes & Noble combined. The 2000s was the decade when e-commerce went mainstream: the percentage of American adults who had purchased something online more than doubled between 2000 and 2009. Amazon’s streamlined storefront and obsessively optimized logistics network made it well positioned to harvest a large share of this spending, as internet shopping became less about late-night bidding wars over rare Beanie Babies and more about satisfying ordinary needs.

Building a third-party marketplace enabled Amazon to meet more of those needs by opening its site to millions of small and mid-sized businesses. By 2017, third-party sellers were responsible for most of the sales on the site. The revenue they represented for Amazon was substantial. They paid the company fees and, if they chose to have their orders fulfilled by Amazon, purchased warehousing and delivery services. They could also obtain financing, as Amazon began giving out business loans. Finally, they could be induced to buy ads that made their products more visible to customers, whether in searches or elsewhere on the site—a miniature marketplace for attention embedded within the marketplace for goods.

But third-party sellers didn’t just pay in money. They also paid in data. Their activities were surveilled no less comprehensively than those of Amazon’s customers. And this is where Amazon converged with Google and Facebook: its rise, like theirs, rested on the manufacture and processing of large quantities of information. “They happen to sell products,” former executive James Thomson later told the BBC, “but they are a data company.”

This identity had started to take shape in the late 1990s, as Jeff Bezos began placing greater emphasis on technology and hiring more technical people. Personalization became a priority. Software engineers created a system that used data about customers—what they bought, what they looked at—to generate automated product recommendations. Just like at Google around the same time, user behavior would be monitored in order to make automated predictions about what someone might buy. These predictions also informed how much of this or that item the company should stock in its warehouses and determined the optimal prices to set for those items. Data helped Amazon solve the logistics challenges that had been fatal for a number of dot-coms.

Adding the third-party marketplace greatly expanded the scope of these operations. The company could now observe not only buyers, but sellers as well. In fact, it could observe entire markets. It would become a proper online mall, facilitating interactions in order to create data about them. And this data would prove valuable in a variety of ways, not least as a market research tool for Amazon’s own product lines.

When businesses sell through Marketplace, Amazon watches them closely. It records detailed information about sales, shipping, and marketing. Then it uses this information to launch its own copycat products. The third-party marketplace thus “functions as a petri dish” for Amazon, argues the legal scholar and current Federal Trade Commission chair Lina Khan, where “independent firms undertake the initial risks of bringing products to market and Amazon gets to reap from their insights, often at their expense.” Amazon not only competes with sellers, in other words, it also uses their data against them. And since it controls the online mall, it can promote its own merchandise over those of its rivals. “That was something we did quite well,” Randy Miller, former director of merchandise pricing and product management at Amazon, told the journalist Brad Stone. “If you don’t know anything about the business, launch it through the Marketplace, bring retailers in, watch what they do and what they sell, understand it, and then get into it.”

In the 1990s, Amazon was a promising if unprofitable dotcom. In the 2000s and 2010s, it became an empire of the modern internet, in large part by imitating its main competitor, and with a rigor and a ruthlessness that eBay never quite achieved. In doing so, Amazon not only created a marketplace for consumer goods in these years, it also created a marketplace for capital goods. Capital goods are the means of production. The means of production that Amazon sold would be the machinery needed to make software for a commercializing internet.

The Internet’s Factories

When capitalism transforms something, it tends to add more machinery. The internet was no different. In the post-dot-com period, as firms began to find more promising paths to profitability, they also made the internet more complex. The simple static web page faded from view. In its place came the dynamic and interactive web application, designed to seize a user’s attention and stimulate their engagement, linked to elaborate subterranean systems of data collection and analysis.

The online mall would be a computationally intensive affair. Just as the capitalist transformation of manufacturing meant replacing the workshop with the factory, the capitalist transformation of the internet would hatch factories of its own. These factories weren’t generally considered factories, though. That’s because they came to be known by a name that obscured their fundamentally industrial character: the cloud.

If the internet is a collection of machines that talk to one another, the cloud is the subset of machines that do most of the talking. More concretely, the cloud is a globally distributed set of climate-controlled buildings—“data centers”—filled with servers. These servers supply the storage and perform the computation for the software running on the internet. When you do something online, your computer—the one on your desk or the one in your pocket—is probably talking to the cloud. At its most basic level, the cloud is a computer being used by another computer through a network.

This is a surprisingly old idea. In the 1960s, the advent of “time- sharing” systems offered an early way to stretch computation over a network. Such systems enabled multiple users to run programs on a single mainframe simultaneously from individual terminals. This made computing more accessible at a time when computers were large and expensive. An entire industry sprung up around the concept, selling computer time by the hour to companies that couldn’t afford to buy mainframes.

The on-demand model was so successful that experts predicted it would come to dominate the digital world. “Computing may someday be organized as a public utility,” declared MIT computer scientist John McCarthy in 1961. A few years later, his business school colleague Martin Greenberger imagined an “information utility” that supplied computing on tap in much the same way as the power utility supplied electricity. In a slightly different mode, the desire to share computing resources through a network inspired both the making of ARPANET in the 1960s and the making of the internet in the 1970s. The goal of the internet, after all, was to stretch computation over not just one network but several: to make a global network of networks that let the soldier in the field run a program on a mainframe on the other side of the planet. This is the aspiration that, decades later, found its fulfillment in the creation of the modern cloud.

While the modern cloud has several points of origin, the company most closely associated with its creation is Amazon. It was within Amazon that the idea of constructing an on- demand computing service took root, yielding a very profitable line of business. Its cornerstone would be laid some ten thousand miles from Seattle, by a small team in a South African suburb.

Far from the Mothership

In 2004, an Amazon employee named Chris Pinkham took a flight to Cape Town. He had spent the past few years running the company’s network infrastructure in Seattle. Now he was returning to South Africa, the country where he grew up, to open an office there with his colleague Christopher Brown. There was no real reason for Amazon to have an office in Cape Town. But Pinkham wanted to come home, and Bezos didn’t want to lose him.

Pinkham and Brown set up shop in an office park that bordered Constantia, South Africa’s oldest wine region. Back in the seventeenth century, the Dutch colonial governor had put his many slaves to work planting row after row of grape vines in the area. The wine made from them became famous in Europe; Napoleon ordered bottles of it from his exile on Saint Helena. Centuries later, the vineyards were still there, now lined with fancy restaurants that served dishes like quail confit. Inside the Amazon office the scene was somewhat less fancy. The furnishings were spare: an early hire remembers sitting on cardboard boxes instead of chairs. In this spartan setting, Pinkham and Brown hired a handful of engineers. Then they began building what would come to be known as Elastic Compute Cloud, or EC2.

Pinkham had joined the company in 2000, right in the middle of the dot-com meltdown. “Amazon had reached enormous scale but it suffered a lot of growing pains,” he later recalled. Among the most painful was its internal infrastructure: the collection of servers its engineers used to run their software. That software had grown increasingly sophisticated over the years. By the early 2000s, Amazon was already deep in the data business, and was busy expanding its online mall of third-party sellers. But the practices that had grown up around these pursuits were chaotic. Developers in different corners of the company were constantly reinventing the wheel. “Jill on the third floor is doing the same thing, and Rick on the fifth floor is doing the same thing,” is how current Amazon CEO Andy Jassy would later describe this period. “There was this real angst and frustration internally, and yearning for reliable, scalable, cost-effective infrastructure services.”

So Amazon began to rationalize its digital innards. Various initiatives emerged to push this process forward. By the time Pinkham landed in Cape Town in late 2004, the company had coalesced around a plan. It would build an on-demand computing service—a cloud—not just for itself, but for the world. “Let’s make it a new business,” Bezos would later remember thinking. “We need to do it for ourselves anyway.” They weren’t the only ones feeling the pain. Plenty of other companies were also struggling with the core challenge of life after the dot-com crash: how to manage greater technical complexity while boosting revenue and lowering costs.

The team in Cape Town worked on EC2 through 2005 and much of 2006. The office grew a bit more respectable—they got desks—but the atmosphere remained pretty loose. An early hire remembered seeing a developer walking around barefoot juggling when he first came in for an interview. There were advantages to being far from Seattle. Pinkham and the others could work in peace, untroubled by Bezos’s notorious micromanaging. “I spent most of my time trying to hide from Bezos,” Pinkham later recalled. “He was a fun guy to talk to but you did not want to be his pet project.” Jesse Robbins, the engineer responsible for keeping Amazon’s websites running smoothly from Seattle, would put it more starkly. “It might never have happened if they weren’t so far away from the mothership,” he said.

Far from the mothership, the developers assembled something that looked a lot like the information utility prophesied by the experts of the 1960s. They did so by drawing on a technique dating from the same period: virtualization. Virtualization is the art of tricking a computer into believing a simulated resource is real. This resource might be a hard drive or a whole computer. Either way, it is treated as if it were the genuine article—you might not be able to touch a virtual hard drive, but your computer can’t tell the difference.

The developers in Cape Town used virtualization to pack physical servers full of virtual ones. The latter became the basic unit of EC2, which would enable customers to rent virtual servers. Virtualization had two big advantages. One was efficiency: when you stuffed a single physical computer with many virtual ones, you made better use of the underlying resources. This was why, by the mid-2000s, some companies had already begun using virtualization in their servers. But the other benefit, and the one that the Amazon developers put at the center of their offering, was scalability.

Spinning up a new virtual server was much easier than installing a new physical server. If your website suddenly experienced a surge of traffic, you could add more virtual machines with a few keystrokes. This was the reason they called it Elastic Compute Cloud: the infrastructure could quickly stretch to meet demand. Moreover, this elasticity made it easier to sell computing on a metered basis, like electricity or water or gas.

After a year and a half of development in Cape Town, EC2 launched in 2006. Following the same playbook as the e-commerce division, prices were kept low to drive growth: renting a fairly robust virtual server for an hour cost ten cents. Along with Simple Storage Service (S3), an online storage system released that same year, EC2 would be the flagship offering of Amazon Web Services (AWS). AWS created, and still dominates, the market for cloud infrastructure services.

Its arrival was well timed. The post-dot-com period, as Google demonstrated, would be about amassing data and finding a way to monetize it. AWS offered a relatively affordable set of tools for manufacturing, storing, organizing, and processing this precious resource. If pushing privatization up the stack meant, above all, remaking the internet into a field for data production, then AWS would furnish the machinery for such an endeavor. Its portfolio, which soon expanded beyond EC2 and S3 to include dozens of different services, would enable smaller, newer, or less technical companies to create online malls, and to develop some of the same capacities of a firm like Google without having to build their own infrastructure or acquire top engineering talent.

These dynamics accelerated with the onset of the “big data” era in the 2010s. This period saw rapid advances in machine learning, a set of techniques for pattern recognition that could be applied to a number of tasks with increasing precision, from predicting consumer preferences to understanding human speech to recognizing human faces. Because machine learning “learns” by training on data, the abundant amount of data being generated through the internet greatly sped the development of the technology. Online data-making became the indispensable precondition for the growth of automated systems that came to be associated with “artificial intelligence.”

The sophistication of these systems, and the wealth and power they appeared to bestow on major tech firms, stimulated an even stronger and more generalized hunger for data. What the sociologists Marion Fourcade and Kieran Healy call the “data imperative” implanted itself throughout the corporate world and in many government agencies. Organizations began to stockpile as much data as possible in the hopes of securing a little artificial intelligence of their own. Here too AWS could help, selling machine learning services in the cloud.

The Everywhere Machine

The birth of the online mall, the rise of the cloud, the spread of the data imperative—these were the principal vectors for the deeper privatization of the internet in the decade or two after the dot-com crash. But there was another change that profoundly altered the shape of the network: its diffusion.

The internet that knitted itself together over the course of the 1980s was stationary. People logged on from computer labs, typically at universities. In the 1990s, as the internet began to move into people’s homes, it remained fixed in place, now tethered to the personal computer. A user from 1990 transported to 2005 would encounter a very different online world, but the interfaces through which they encountered that world would look much the same: a keyboard, mouse, and monitor.

The same individual transported to 2020 would find something less familiar. Over the course of the 2010s, the internet went mobile. In 2011, only 35 percent of Americans had a smartphone; by 2019, that number was 81 percent. At the same time, more objects acquired a network connection, from cars to thermostats to security cameras to industrial equipment. According to Cisco, this “Internet of Things” will account for fully half of all networked devices globally by 2023.

In the 1980s, the internet went from being a protocol to a place. In the 1990s and 2000s, that place grew massively. In the 2010s, it became a different kind of place altogether. It cut its tether, losing its anchorage in a fixed point. It became fluid, ubiquitous, diffuse. The internet was no longer something people logged onto but something that was always on: fastened to your hand or wrist or pocket, woven through homes and workplaces and cities. “Smartness” came to saturate the spaces of everyday life.

“Smartness” is best understood as an object’s membership in an entire layer of computation that is bound together by the universal language of the internet. The “smartness” of an object is a function of the fact that it can talk to other computers, primarily those in the cloud. The cloud serves the applications and the data that make objects “smart,” and soaks up the data that such objects continuously emit, which in turn feeds the machine learning systems that make the objects “smart” in the first place.

As a kind of networked intelligence, “smartness” belongs to a broader history of humans trying to make intelligent machines. An important figure in this history is the mathematician Alan Turing, who, in the 1930s, came up with the idea for a “universal machine.” Using a limited set of logical operations, this hypothetical device could “be used to compute any computable sequence,” Turing wrote. It could be programmed, in other words. Turing’s concept became the basis for the modern computer. A machine is typically made for a particular task. By contrast, the computer is a universal machine because it is infinitely programmable. It can give us directions, prepare our tax returns, or simulate the collision of subatomic particles.

What if this universality became ubiquitous? What if machines that could do everything—or at least any computable task—were everywhere? If the computer is an everything machine, what happens when it becomes an everywhere machine? Sun Microsystems once had a slogan, credited to chief scientist John Gage: The network is the computer. The phrase has become infinitely truer than it was when it was first coined in the 1980s. The network is the computer, and the computer is everywhere.

Consider the “smart cooler” that Walgreens began using in its stores in 2019. The cooler is covered with bright digital screens. While a customer stands there trying to decide what to buy, a suite of sensors and cameras watches her. They track her irises to learn which products she’s looking at. They take pictures of her face and send them to the cloud, where machine learning services try to determine her age and gender. All of this information goes into a database somewhere, to be analyzed by the retailer and the beverage companies. But it also has a more immediate effect. Maybe Diet Coke is running a promotion that targets young women, and the cloud has told the cooler that it thinks the person is a young woman. As a result, the digital screens that cover the cooler display an ad for Diet Coke. If she ends up buying one, the data point is duly recorded, another morsel to be stowed away for further analysis.

At least, this was the initial plan. In response to public outcry, the coolers never implemented the facial-recording or iris-tracking features. Rather, the ads would be keyed to variables like the weather or the time of day. Still, the story exemplifies a wider trend. The proliferation of “smartness” is aimed at making digital surveillance as deeply integrated into our physical world as it is in our virtual one. By putting internet- connected devices in more places, companies can put more of our lives online, which means more data about our lives can be manufactured. The CEO of the company behind the smart cooler cites Google as an inspiration: the goal is to bring the same advertising model to brick-and-mortar settings.

But, as with Google, it’s debatable how effective such advertising is. “Smartness” always belongs in quotes because it rarely works exactly as promised; for one, it’s impossible to determine someone’s gender by scanning their face. Still, technologies don’t have to work exactly as promised for the companies producing them to profit. And there is no doubt that the smartphone and the Internet of Things have opened new frontiers for profit-making. The major online malls have been central participants in, and beneficiaries of, the diffusion of the internet. Smartphones’ geolocation data lets Google and Facebook promise more precise forms of targeting to advertisers. The Echo “smart speaker” lets Amazon learn more about its customers by placing listening devices in their living rooms. If the fiber-optic cables that traverse oceans and continents are the internet’s arteries, these are its capillaries. They convey data through passages narrow and numerous enough to permeate nearly everything.

The irony of this phenomenon is that, while it represents a new stage in the evolution of the internet, it also represents something of a return. The DARPA researchers who created the protocol in the 1970s envisioned a network with mobile nodes. For the Pentagon to get the most out of its computers, Vint Cerf later said, “the computers have to be where the people are.” The universal language of the internet would put the computers where the people were by making the mainframe accessible from the battlefield. And because the forces in the battlefield weren’t fixed in place, the internet couldn’t be either. This is why the experiments of the 1970s to prove the protocol’s viability involved a van driving down the freeway, sending and receiving packets through the air.

Decades later, the internet is circling back to its founding idea. After an interlude as a network of fixed nodes, it is acquiring the flexibility, and ubiquity, originally imagined by its creators in the 1970s. As Cerf had hoped, the internet is putting the computers where the people are. Billions of connected objects are engaged in a perpetual conversation conducted in the lingua franca of the internet.

Command and Control

The XVIII Airborne Corps is a unit of the US Army designed to deploy anywhere in the world on short notice. This involves loading large airplanes with tanks, troops, and the other heavy things one needs to fight wars. Figuring out exactly how to load these planes is no small task. Making efficient use of the cargo bay is one consideration, but there are a number of others, such as whether the plane might land while taking enemy fire. Generating the optimal “load plan” is a complicated calculation.

In the late 1970s, DARPA thought the internet could help. At the time, making the load plan was a manual job. “Guys would run around with little stubby pencils and paper trying to figure it out,” Vint Cerf later recalled. A group of DARPA contractors came up with an alternative. They put together a demonstration at Fort Bragg, North Carolina, home to the XVIII Airborne, that used the internet to automate the process. A computer sat on the tarmac, plugged into a packet radio. An operator sat at the computer and, through the new internet protocol, accessed a program running on another, larger computer connected to ARPANET. The operator entered the relevant data and the program returned the load plan. It took thirty seconds. Doing everything on paper took days.

This may have been the first time in history that a computer, speaking to another computer through the internet, told somebody what to do. It was an example of what we would now call “algorithmic management,” and it shows that the purpose of linking the mainframe with the battlefield was that the mainframe could help manage the battlefield: DARPA’s pitch to the Pentagon centered on the internet’s usefulness for command and control in mobile environments. It would be many years before a truly mobile internet appeared, however. When it did, the possible future that briefly flickered into view on that day at Fort Bragg returned with it. As DARPA had predicted, the elasticity of the internet, its skill in conducting data across heterogeneous networks over large distances, made it a powerful tool for algorithmic management.

No company has fulfilled this prediction more energetically than Uber. Founded in 2009, it would be an online mall in the mold of Google, Facebook, and Amazon—though it didn’t make a market in attention or in goods but rather in labor, matching customers who wanted a service performed with the workers who could perform it, on demand. Like any online mall, however, Uber isn’t only or even primarily a middleman; it is also a sovereign. It facilitates interactions while exercising fine-grained control over the terms of those interactions, and this control goes far beyond that of a market-maker. In addition to setting rates for services—how much a ride costs in each city—it plays an intimate role in determining how services are performed. Software running in Uber’s cloud directs the driver through a smartphone app. Just like at Fort Bragg, a computer, speaking to another computer through the internet, tells somebody what to do.

Sometimes this direction is quite direct. The app guides the driver along the optimal route for picking up and dropping off a passenger or a delivery, computed from factors like current and historical traffic patterns. Sometimes the direction is less direct: the app uses “surge pricing” to lure drivers into specific zones with the promise of higher rates, or displays messages that encourage drivers to keep driving when they’re about to log off, or implements “gamified” design features that borrow behavioral insights from the psychology of slot machines to induce drivers to work longer hours. These are examples of what scholars Alex Rosenblat and Luke Stark call “soft control”—veiled but effective expressions of managerial authority.

Such techniques would be impossible without the copious quantities of data that Uber manufactures about its drivers. Drivers are observed just as closely as users within the digital enclosures of Google, Facebook, and Amazon. When they drive, how often their rides last, how fast they’re going, how hard they hit the brakes—the app records all these data points, among many others, and transmits them to the cloud for analysis, which improves the algorithms further. The routes become more efficient. The nudges to persuade drivers to keep driving become more personalized.

Algorithmic management thus enables Uber and its many “gig economy” imitators to coordinate the labor of millions of workers without the need for middle managers, and with more technical sophistication than middle managers could ever achieve. Yet this is only one advantage. The other is that, by having software rather than humans telling workers what to do, and having the software use techniques like nudges and gamification, gig companies can pretend that nobody is telling the workers what to do, and therefore that they are not really workers at all. Uber refers to its drivers as “partners” or “entrepreneurs”; legally speaking, they are “independent contractors,” at least in the United States. This classification is a pillar of the gig-work business model, since it holds down labor costs by preventing firms from having to pay a minimum wage or comply with the other legal protections afforded to direct employees. “In the US, direct employment increases corporate costs by roughly one-third, so classifying workers as independent contractors significantly increases profitability,” notes Veena Dubal, a legal scholar who studies the gig economy.

Precisely for this reason, companies of all different kinds have spent the past several decades outsourcing wherever possible. This has created what labor market expert David Weil calls the “fissured workplace”: rather than hiring workers directly, firms increasingly parcel out work to contractors. Uber is far from the first to embrace this model, and far from the first to combine this model with the internet. In fact, the internet is closely associated with the rise of contracting. The technology turned out to be an indispensable instrument for the fissuring of the workplace.

Discipline at a Distance

Networks are good at moving work around. As soon as corpo-rate offices became networked in the early 1990s, executives began using them to reorganize their workforce. Wide area networks (WANs) spanning multiple sites let firms relocate “back-office” functions like data processing to places with lower labor and real estate costs. Then, as these networks became connected to the wider internet, such functions could be pushed even farther out and, increasingly, overseas.

Networking “supported organizations that wanted to divide their labor force geographically,” writes the political economist Joan Greenbaum. And not only geographically: as certain kinds of work were displaced from the corporate core, they were also outsourced. The directly employed customer service representative became a subcontracted call-center operator in another country.

In this respect, the internet resembles the shipping container, the simple metal box that revolutionized global logistics in the 1960s and 1970s. The shipping container made it cheaper to transport goods by streamlining and mechanizing what had formerly been a time-consuming and labor-intensive process, and this in turn enabled companies to farm out their manufacturing operations to subcontractors in whatever parts of the world goods could be most cheaply produced. And what the shipping container has done to much blue-collar work, the internet has done to much white-collar work.

It “has created a massive globalized reservoir of human labor power for companies to tap into, as much or as little as needed: the ‘human cloud,’” writes scholar Gavin Mueller. This human cloud includes the immense “back office” maintained by large tech companies, which use freelance and subcontracted workers in low-wage countries to categorize data sets so that machine learning algorithms can learn to detect patterns from them. A “smart” system is able to know what a horse looks like, for example, because it has trained on millions of photographs that have been labeled, by a human, as having horses in them.

If all the internet did was move work around, however, it wouldn’t be nearly as useful. The trick with fissuring the workplace is that you have to find a way to retain a degree of control over the various fragments after you’re finished fissuring. Exercising authority as an employer is relatively straightforward when your workforce is under your roof. But what happens when the office is decomposed into a global archipelago of contractors bound together by fiber-optic cable?

The internet makes it possible to manage this archipelago by enacting labor discipline at a distance: not only across physical distances, but also across the figurative distances of the fissured workplace. The same networks used to distribute work can also be used to surveil and supervise the workers doing it. In this respect, Uber is both representative of a broader trend and operating at its bleeding edge. The untethering of the internet has made it possible to put the human cloud everywhere. The humans can be provisioned wherever there is a smartphone signal and managed algorithmically through an app. The goal is a world where labor power can be conjured as painlessly as computing power, scaled to meet demand, and then discarded—a human cloud of virtual machines in which the virtual machines are people.

Real Abstractions

Uber is one of the main characters in the story of how privatization moved up the stack. The human cloud it created, and those it inspired, have helped remodel the internet for the market—putting Uber in the same category as Google, Face-book, Amazon, and the other major online malls. Unlike those firms, however, Uber doesn’t turn a profit. Instead, it loses billions of dollars each year. No tech company, in fact, has ever lost quite so much. The whole point of privatizing the internet is to profit from it. Yet Uber and its gig economy peers are singularly unprofitable.

At one level, this bizarre state of affairs reflects the influence of venture capital, a popular form of financing that gives money to startups in exchange for equity. While venture is only one source of financing for tech companies—a larger share is made up from hedge funds, mutual funds, investment banks, and the bond and equity markets—it exerts special influence because of its close historical ties with the industry, and its influence can be seen in the way that many tech companies operate. As venture funds are designed to demand large returns, this hunger for hyperscale is passed on to startups in the form of an imperative to grow at any cost. Then, once the company has acquired enough market share, it can use its dominant position to achieve the profits that its investors require.

This was a popular strategy in the 1990s boom and one successfully pursued by Amazon, though it never burned through as much cash as Uber. But macroeconomic conditions in recent decades have made it even easier to source capital for such ventures. As the scholar Nick Srnicek points out, permanently low interest rates, the legacy of the Federal Reserve’s response to the financial crisis of 2007–2008 and its very long aftermath, have reduced the returns on various financial assets. “The result is that investors seeking higher yields have had to turn to increasingly risky assets—by investing in unprofitable and unproven tech companies, for instance,” he writes. Uber is a prime beneficiary, but it is far from the only one. A mere 18 percent of publicly traded startups valued at more than $1 billion were profitable in 2019. By comparison, about 80 percent of the firms that went public in the 1980s were profitable at the time of their IPO.

With so much money sloshing around, investors can afford to be patient. But what makes them believe their patience will be rewarded? In the case of Uber, this faith can be measured precisely: the company, despite losing billions, is worth tens of billions of dollars. Understanding how such a paradox is possible clarifies the nature of Uber’s role in the privatization of the internet, and the further frontier of networked money- making it represents.

As an online mall, Uber collects both monetary rents and data rents. The monetary rents are the commissions that the company charges on each ride. These don’t come close to covering its costs, which is why it loses money. The data rents are the manifold streams of information that Uber draws from its drivers, which are used to develop and refine the algorithms that manage their labor. But that’s not all this data does. It also serves a psychological purpose: it helps persuade investors that Uber is worth a lot of money, despite being so unprofitable.

The data has both an operational value and a speculative financial value, in other words. And the two are connected. The reason that data “attracts venture capital and grows financial valuations” is because “investors expect data-rich platform companies to achieve competitive advantages by creating data-driven cost efficiencies, cross-industry synergies, and new markets,” according to Niels van Doorn and Adam Badger, two academics who research the gig economy. The hope is that manufacturing large quantities of data through the internet will, through the magic of machine learning and other modes of analysis, lead to optimizations that boost revenue. For Van Doorn and Badger, data manufacturing is the heart of Uber’s business model. Its human cloud is a factory for the production of financial value. The labor of drivers is directed at creating “data assets” that help secure the capital that allows the company to keep growing.

Whether this growth will ever result in profits is an open question. But even if it doesn’t, plenty of individuals and institutions will have profited along the way. Uber’s seed round, which refers to the first stage of fundraising, is “one of the greatest venture-capital investments of all-time,” reports the Wall Street Journal. In 2010, the venture fund First Round Capital invested $510,000; at the time of Uber’s IPO in 2019, its stake was worth $2.5 billion, a return of nearly 5,000 times. More than a few major shareholders have cashed out, locking in substantial gains. Goldman Sachs, an early investor, did so in late 2019, likely making hundreds of millions of dollars in profit. Around the same time, Uber co-founder Travis Kalanick did the same, liquidating more than $2.5 billion of stock.

Just because Uber is unprofitable doesn’t mean that certain well-placed people can’t profit from it. These are profits derived from speculation, not production. But in contemporary capitalism, profits from speculation are a primary means by which capital accumulation occurs. Since the 1970s, the US economy has become increasingly financialized. The financial sector has grown in size and significance while the productive sector has shrunk. Money made from moving other money around has become as important—perhaps even more important—as money made from making things. What Uber and other comparable companies offer, particularly in their early stages, are exceptionally lucrative linkages between financialization and the internet. Investors can ride a rising wave of paper wealth as the valuation of a firm grows, and then convert that paper wealth into real wealth during a “liquidity event” such as an IPO or an acquisition, regardless of whether the firm ever turns a profit. Data is an essential lubricant in this cycle, as it helps uphold investor confidence in the possibility of profitability.

Saturation Point

Unprofitable tech companies acting as vehicles for speculation is a familiar theme—it was a major feature of the 1990s. But no dot-com was ever as unprofitable as Uber. Uber thus represents something new, a twist in the story of the internet’s privatization.

We might sort that story into three phases: the ascendant, the triumphant, and the baroque. In the ascendant phase, the telecoms took control of the pipes and defeated any attempt to impose a degree of popular control, such as the proposal for a “public lane on the information superhighway.” This victory laid the basis for the dot-com boom. The premise of the boom was that, with the pipes now safely in the hands of industry, privatization could be pushed up the stack.

It took longer than expected but, in the years after the dotcom bust, this objective was largely achieved. Online malls emerged to mediate a range of digital interactions while making data about them, and this data was monetized in a variety of ways. The rise of the cloud and the evolution of “big data” techniques like machine learning contributed valuable tools for organizing and analyzing data, while the diffusion of the internet through the smartphone and the Internet of Things opened new sites for manufacturing it. This was the triumphant phase, in which the internet was remade for the purpose of profit maximization and became the basis for some extraordinarily successful companies.

These companies were so successful, in fact, that investors became willing to plow unprecedented sums of money into startups in the hopes of finding the next one. Such startups could delay profitability while their valuation rose, enabling their shareholders to turn a profit when these companies went public or were acquired by a larger company. Acquisitions in particular increased as large tech firms began going on shopping sprees, using the ample cash holdings they had accrued through growing monopoly power and elaborate tax avoidance schemes. Startups were purchased for their technology or their personnel—or simply out of the concern that they might become competitors. Facebook has bought almost a hundred companies; Google, more than two hundred.

All of this adds a new dimension to the dynamics of data monetization. Data helps Google and Facebook sell ads and Amazon sell goods (and ads). But data helps Uber sell itself—which is to say, its equity. Data is converted into money through its interaction with the psychology of financial markets. This is the baroque phase of the internet’s privatization, in which capital is so abundant and the potential returns so immoderate that investors can live on hope alone.

It would be easy to dismiss this behavior as irrational, comparable to the collective hallucinations that characterized the dot-com era. In some cases, there is no doubt that a similar level of self- delusion is at work. But as a whole, the internet is quite different than it was in the 1990s; for one, real business models have been built. In this sense, the achievements of the triumphant phase are the enabling condition for the excesses of the baroque phase. In 2020, the combined profits of Facebook, Amazon, and Google’s parent company, Alphabet, hit $90 billion. Investors throwing money at startups may or may not succeed, but the sector now has a track record of real, and impressive, returns.

Moreover, there aren’t a lot of other obvious places for capital to go. Tech is one of the few profit centers left in an economy that has been decelerating for decades. In the 1970s, GDP and labor productivity growth rates began falling, and it’s been downhill ever since. This loss of dynamism wasn’t limited to the US; the story in Western Europe and Japan was much the same. Each subsequent decade has marked further decline: these economies performed more poorly in the 1980s than in the 1970s, and more poorly in the 1990s than in the 1980s. The opening decades of the twenty-first century, with the Great Recession and the economic fallout of the COVID-19 pandemic, have been especially dismal. But stagnation, as the economist Thomas Piketty has shown, isn’t bad for everyone. As the US economy has slowed down, it has also become more unequal: since the 1970s, the richest .01 percent of Americans have more than quintupled their share of the country’s total wealth.

With the rise of the online economy from the 1990s onward, there was no reboot of the broken growth engine of US capitalism, as some enthusiasts expected. It did not, and could not, replace the much-diminished manufacturing sector, which had propelled decades of rapid economic expansion and relatively broadly shared prosperity before the bottom fell out in the 1970s. A privatized internet would not inaugurate a new golden era; rather, it would settle comfortably into the existing coordinates of a new gilded age. Its economic legacy would be the creation of islands of super-profits in a sea of stagnation, the minting of several dozen billionaires in a time of flat and falling wages, the hypertrophy of select real estate markets in the midst of widespread housing insecurity. For those who occupy or orbit these new zones of power, privatization is a success story. For those who don’t, the picture is more complicated.
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Inclusive Predators

Doug Schifter spent more than forty years driving for a living in New York City. Then, in 2011, Uber came to town. Over the next several years, the company flooded the city with ride-hail cars. Schifter’s income as a black-car driver collapsed, even as he began working 120-hour weeks. He maxed out his credit cards, missed a mortgage payment, and started moving his things into storage. Finally, on the morning of February 5, 2018, he drove up to City Hall and killed himself with a shotgun.

He wanted his suicide to be a statement. He had spent years excoriating Uber and its political allies for destroying his livelihood in a regular column for the trade publication Black Car News. In a note he posted to Facebook shortly before his death, he described the dire situation created by gig companies. “Due to the huge numbers of cars available with desperate drivers trying to feed their families,” he wrote, “they squeeze rates to below operating costs and force professionals like me out of business. They count their money and we are driven down into the streets we drive becoming homeless and hungry. I will not be a slave working for chump change. I would rather be dead.”

We can never fully understand what transpires in the mind of someone who decides to take their own life. Still, according to Schifter’s own account, Uber played a role. His story thus offers a window into the world the modern internet has helped create, and a lesson in the complexity—and, all too often, the cruelty—of its effects.

An Entangled Existence

As privatization ascended from the basement of the internet into its upper floors, from the pipes to the so-called platforms, it programmed the profit motive into the network. This introduced a certain sameness across the stack: the purpose of both Comcast and Facebook is to make money. But beneath this sameness is a great deal of variation: Comcast and Facebook make money in quite different ways. The social consequences are also quite different.

Comcast makes money by selling access to the internet. An accommodating regulatory regime, secured through decades of diligent lobbying, enables companies like Comcast to provision this access on maximally extractive terms. Investors are rewarded while infrastructure is neglected. The result is an acutely undemocratic arrangement. Poor and rural users have it the worst, but even those in better-connected areas often endure low speeds and spotty service. Connectivity, a precondition for the possibility of a self- determined life, is unevenly and precariously distributed. Meanwhile, communities of all kinds are denied the opportunity to participate in the decisions that affect them. These decisions are made by executives and shareholders, and are tightly delineated by the profit motive.

Up the stack, where the online mall was born and took root, the situation is somewhat different. Here money is made not from selling access but by monetizing activity. But there are many kinds of activities being monetized, and they are monetized in several distinct ways. If telecoms are in the business of putting packets through a tube, online malls are a more varied species. They are also more complicated.

Take Uber. Uber is an internet company. The internet furnishes the connective tissue that links the smartphone apps of its drivers with those of its riders, and both to its software in the cloud. But technology is only one element of Uber’s success, and a smaller one than is often supposed. As the legal scholar Veena Dubal has argued, and as Doug Schifter observed in his columns, politics has been pivotal, in particular the pressure the company has brought to bear on regulators and policymakers. In city after city, this pressure has enabled Uber to evade long-standing municipal rules regarding fares and the number of vehicles allowed on the road. Equally important is the limitless supply of money provided by investors, which can be used to bankroll lobbying, as well as to subsidize the cheap fares that undercut existing livery drivers like Schifter. Finally, the legal classification of ride-hail drivers as independent contractors is a pillar of the business model, since it keeps labor costs low.

Each of these elements is inseparable from the internet. The fact that Uber is an internet company has helped it persuade politicians and regulators that it should be exempt from a century of taxi regulations—indeed, that it represents a novel corporate form, a “Transportation Network Company.” Similarly, Uber’s large trove of data, manufactured through the internet, has helped convince investors to finance the firm so generously. And the managerial algorithms that this data nourishes have helped maintain the fiction that drivers are independent contractors, as bossing people around through an app camouflages the reality of Uber’s rule.

These interactions illustrate an important point. An online mall is an assemblage of technical components, but the components are entangled with a wider set of political, legal, and financial forces. These entanglements are functional—they are what makes the online mall work. They are not a context so much as a medium, not a backdrop against which the online mall operates but the channels that it operates through.

An online mall never exists in its “pure” form. It carries certain signatures—it is a middleman, a sovereign, and a beneficiary of network effects—and it is invariably devoted to the manufacture and monetization of data. But these characteristics are always expressed through the distinct institutional mesh in which a particular online mall is embedded—that is, through its entanglements. This explains how Google and Facebook and Amazon and Uber can share basic features while differing in their downstream effects. All are designed to make money from the upper floors of the internet. But the consequences of this pursuit, the imprints it leaves on the world, are fairly diverse.

Even so, a common theme can be detected. Online malls, whatever their particular entanglements, are inequality machines. More specifically, they reallocate the existing distribution of risk and reward. They push risks downward and spread them around. They pull rewards upward and focus them in fewer hands.

Risk and Reward

In his suicide note, Doug Schifter reflected on life before Uber. Taxi regulations “limited competition so in bad times everyone still made a good living,” he recalled. Those regulations, won by drivers through collective action a century earlier, were risk-reduction techniques. By limiting the supply of taxis, they reduced the risk that drivers wouldn’t pick up enough fares to earn an adequate living.

Uber’s arrival changed that. “Now there are too many feeding off the same pie and there is not enough for everyone,” wrote Schifter. It became harder to get fares. And, because both livery and ride-hail drivers are generally considered independent contractors—the model was widespread in the taxi industry before Uber—there was no regular wage to fall back on. Not everyone suffered, however. As drivers’ livelihoods became more precarious, Uber’s valuation rose. Its executives did well, its engineers did relatively well, and its investors did fabulously well.

The upshot, as Schifter predicted, was that a profession that once afforded its practitioners a reasonably lower-middle-class life became pauperized. Although the companies’ close hold of the data makes precise national numbers impossible to obtain, a number of studies have shown that wages for ride-hail drivers in various urban markets are low. They typically earn less than the minimum wage and are often poor. A 2019 study by researchers at Georgetown University found that half of Uber drivers surveyed in Washington, DC, lived at or below the federal poverty line.

Inspired by Uber’s example, a succession of startups have tried to “Uberize” other services. Their efforts have gathered fresh strength from the passage of Proposition 22 in California, a 2020 ballot measure that cemented the legal status of gig workers as independent contractors. This outcome was more or less purchased with a $200 million campaign conducted by gig companies, though at the time of writing the law’s future is in doubt: in August 2021, a California judge ruled that the measure violated the state’s constitution, prompting the gig companies to file an appeal. Regardless, the industry continues to pursue similar legislation in other states and at the national level. In an op-ed, venture capitalist Shawn Carolan declared that Proposition 22’s example could open the way to Uberizing everything from agriculture to health care to software engineering. Employers are also feeling emboldened: a month after Proposition 22’s success, the supermarket chain Albertsons replaced hundreds of unionized delivery employees in California with DoorDash drivers. The scenario is one that Schifter himself foresaw. “It is too late for me so who is next?” he wrote in his final Facebook post. “Maybe you and yours?”

For every worker in front of an app, however, there are many more standing behind it. Indeed, online malls of all kinds are labor-intensive. Only a portion of this labor is performed by direct employees. Much of it is performed by the subcontracted members of a vast shadow workforce, who do everything from cook food for the marvelous lunches served in elite Silicon Valley offices to operate the data centers on which the cloud depends.

They also perform the repetitive tasks that keep the machinery of online malls running, from labeling training datasets for machine learning models to scrubbing social media sites of obscene or offensive content. This latter layer is what anthropologist Mary L. Gray and computer scientist Siddharth Suri call “ghost work,” and it is especially large and especially global. From Kenya to India to the United States, workers are hunched over monitors, being timed on how quickly they flag a “dick pic” or classify a photo of a dog. They are the human automata that automated systems, or systems that appear to be automated, are built on.

This shadow workforce is just as indispensable to the smooth operation of online malls as the relatively small number of direct employees who write the code and design the user interfaces. Yet shadow workers typically earn much lower pay and receive fewer to no benefits, despite working for some of the most profitable companies in the world. Sometimes, as in the case of social media content moderators who spend all day sifting through imagery of beheadings and child abuse, they also face traumatizing working conditions. They are made to bear the risks, while the rewards flow elsewhere.

There’s nothing unique about tech’s outsourcing of labor, of course—in the era of the fissured workplace, it’s the norm. What’s distinct about online malls is the particular way in which risk and reward tend to be redistributed: through a process called “predatory inclusion.”

Predatory inclusion, argues the sociologist Tressie McMillan Cottom, is one of the dynamics that define the political economy of the internet. She describes it as “the logic, organization, and technique of including marginalized consumer-citizens into ostensibly democratizing mobility schemes on extractive terms.” What does this mean in practice? Cottom gives the example of online colleges. Online colleges are disproportionately attended by Black women, who take on large student loans they often struggle to pay off. The inclusion of a historically excluded group is achieved, but on predatory terms.

This is a common pattern within online malls. Black and brown Americans who come from communities with persistently high rates of unemployment can make money as gig workers. Women kept at home by caregiving responsibilities can make money doing digital piecework while the baby sleeps. Slum dwellers in poor countries can make money labeling datasets. And so on: people whose lives and labor have been devalued through the historical and ongoing exclusions of racism, sexism, and imperialism can find a toehold in the elastic workplaces of the internet.

The internet, by enabling firms to distribute work while retaining control over the distributed workers, has helped absorb more layers of humanity into the wage relation. But this is accomplished in such a way that reinscribes the prior exclusions. The livelihoods on offer are meager and menial, not to mention highly insecure. The excluded are included, but only on the condition that they absorb most of the risk and forfeit most of the reward.

Remastered

Predatory inclusion isn’t limited to the world of work. It is a broader phenomenon, with broader effects. It also shapes the media environments created by online malls, those privately owned public spaces where people acquire information, congregate, and socialize.

On a spring morning in 2011, a doctoral student named Safiya Umoja Noble typed “black girls” into Google and hit enter. The results surprised her. She was looking for activities for her young stepdaughter. What Google gave her was porn sites. “This best information, as listed by rank in the search results, was certainly not the best information for me or for the children I love,” she later recalled. “For whom, then, was this the best information, and who decides?” This question set in motion the research project that would form the basis for Noble’s dissertation and, later, her first book.

In the 1990s, the idea of cyberspace as a realm beyond race and gender was everywhere. Television commercials of the time trafficked in it; so did prominent pundits. Bodies would be left behind, along with the differences that marked them and the injustices that attended those differences. “Ours is a world that is both everywhere and nowhere,” wrote the cyberlibertarian John Perry Barlow in 1996, “but it is not where bodies live.”

Yet it was abundantly clear that the internet was indeed a place where bodies lived, though this clarity was mostly reserved for those who inhabited bodies that were not white and not male. Cyberspace was suffused with the bigotries that users brought with them. “It wasn’t a question about if and when racism would rear its ugly head in this new world,” explains Charlton McIlwain in his history of the Black internet. “Racism, fueled by anti-blackness, was already there when it began.” One didn’t have to spend much time in the message forums and chat rooms of the early internet to encounter racism and misogyny. Organized hate groups also built a beachhead: the neo-Nazi David Duke was an enthusiastic early adopter, praising the internet as a tool for “racial enlightenment.”

The fact that oppression appeared in online spaces didn’t mean it appeared in exactly the same form. The boundary between online and off was porous, but a boundary nevertheless. A new medium demanded new modulations. The scholar Lisa Nakamura, who began studying the phenomenon in the 1990s, coined a term to describe what she saw: “cyber-typing.” “Images of race from older media are the analog signal that the Internet optimizes for digital reproduction and transmission,” she writes. To turn a vinyl record into a CD, you have to convert an analog signal into a digital one. Similarly, cybertyping involved the remastering of oppression for the internet—a process that “preserves the ‘content’ of the original piece while optimizing it for a new format.”

But the internet would change significantly over the years. As the artisanal network of the 1990s gave way to the machines and monopolies of the new millennium, as the online malls began to centralize and standardize online life, oppression would be remastered once again. Turning a vinyl record into a CD changes the format, but at least it preserves the concept of the album. Compare this with streaming services like Spotify, where the album has been eclipsed by the algorithmically generated playlist. Something analogous happened with cybertyping as privatization moved up the stack and the internet entered the era of the online mall. Oppression became not only digital, not only networked, but algorithmic.

This is why Safiya Umoja Noble decided to call her book Algorithms of Oppression. Information in the early internet was mostly organized by humans; information in the era of the online mall is mostly organized by algorithms. Automation was central to Google’s value proposition from the start: since its dorm-room days at Stanford, the search engine promised a programmatic way to measure the quality and relevance of websites, rather than relying on human moderators as Yahoo! did. As Google moved off-campus and became a business, the economic advantage of this approach became clear. Human moderators were expensive; Google would let the algorithms do the work.

At first, the algorithms were fairly straightforward. But over the years, they have become byzantine beyond description. How Google ranks websites is the product of an immensely complex computation operating on many different inputs—so complex that even Google engineers have trouble explaining certain results. Moreover, the code is a closely guarded trade secret, so outsiders can have no knowledge of the exact mechanisms. Still, the broad outlines are known.

The search engine examines the contents of websites and the relationships among them, while a set of feedback loops enables the system to “learn” from the behavior of those who use it. Meanwhile, the owners of websites tweak their code to make them more appealing to the algorithms. This is called “search engine optimization” (SEO), and it can help websites climb the ladder into the coveted first page of results. Finally, advertisers can purchase ads associated with certain search terms. The interaction of these activities is what caused Google to return porn sites when Noble searched for “black girls” in 2011. It no longer does—the algorithms are frequently updated, causing search rankings to shift. Yet, as Noble notes, it’s easy to find other instances of biased results: a Google Images search for “unprofessional hairstyles for work” continued to show mostly Black women with natural hair, for example.

This is what cybertyping looks like in the age of the online mall. And it follows a familiar logic: the logic of predatory inclusion. On the one hand, Google appears to offer a richer informational milieu than print, television, or film. You can search for nearly any subject and find websites related to it. This means that groups that have traditionally been under-represented in media can be amply, even abundantly represented. Yet this greater inclusivity is often achieved in such a way that reiterates the original exclusions. Black women might be more visible in a Google search, but this increased visibility is filtered through stereotypes that have long circulated in older media, such as the perception of Black women as hypersexual and unprofessional.

Ideologies like racism are not perpetuated by stereotypes alone. They “must be constantly created and verified in social life,” explains the historian Barbara J. Fields. They must be sustained through collective practices, policy choices, and institutional arrangements that generate group-differentiated outcomes like higher rates of poverty and incarceration among Black Americans. Here too online malls are implicated. For years, Facebook let advertisers target users on the basis of race, gender, disability, and other traits. This kind of discrimination is forbidden under federal law when it comes to ads for employment, housing, and credit. It wasn’t until 2019, after being sued by the US Department of Housing and Urban Development and the ACLU, that Facebook finally overhauled its ads portal.

But discrimination persists. Even if a lender can no longer say they want their mortgage ad to be shown only to white borrowers, they can still use proxies to find alternative routes to the same audience. For example, they can target by job title, and choose occupations that are mostly white, like software engineering. The algorithm itself also contributes to such exclusions. Facebook aims to show people more “relevant” ads, using historical data about how different users have interacted with different kinds of advertising. If Black women are less likely to click on mortgage lending ads, and Facebook’s code has inferred from an analysis of your online activity that you are a Black woman, then you are less likely to see a mortgage lending ad. When a team of researchers at Northeastern University, the University of Southern California, and the nonprofit Upturn ran a series of Facebook ads targeted to randomized audiences, they found widespread discrimination of this kind. Job postings for nurses were shown to more women; those for janitors, to more Black people. Certain groups are “seen” by software, but being seen only marks their members for unequal treatment by companies who capitalize on that inequality. As with other forms of predatory inclusion at work within online malls, reward is concentrated and risk is diffused.

Innovation Opportunists

In 2015, a neo-Nazi named Dylann Roof killed nine Black people at a church in downtown Charleston, South Carolina. According to a manifesto he posted online, Google played a part in his radicalization. As Safiya Umoja Noble describes, Roof did a search for “black on white crime,” and came across a site run by the Council of Conservative Citizens, a white- nationalist hate group. Through the algorithmic mediations of Google’s online mall, fascist propaganda found a receptive reader.

Roof’s fateful encounter points to another meaning of predatory inclusion. Online malls are predatory not just in how they include but in who they include. The Council of Conservative Citizens would’ve had trouble reaching a wide audience through traditional media. But they managed to grab a high-ranking spot in Google’s search results, presumably through the use of SEO techniques. This kind of manipulation turns out to be quite common, especially in social media. And it is central to how online malls generate inequality.

Online malls are inequality machines in part because they offer new opportunities to political forces committed to promoting inequality. These are the forces of the Right, which, as the political scientist Corey Robin argues, has always been devoted to the defense of hierarchy. Yet this defense is a surprisingly radical one. Since modern conservatism first took shape in the aftermath of the French Revolution, it has waged insurgencies from above to combat insurgencies from below. The point is not the preservation of the ancien régime but its reconstitution on a reinvigorated basis, what Robin calls the “new old regime.”

Seeing conservatives as radicals helps explain a theme found throughout their history: their remarkable creativity with the media technologies of their time. In every era, they are “innovation opportunists,” to borrow a term from the sociologist Jessie Daniels. Direct mailing campaigns were central to their success in the 1970s, talk radio in the 1980s and 1990s. In our era, they have turned their talents to the internet, particularly social media. Through a well-organized offensive, right-wing activists have made social media into an accelerator for their politics. Indeed, the resurgence of the far Right, both in the US and around the world, is hard to imagine without this development. It was David Duke, former Ku Klux Klan grand wizard, and not John Perry Barlow, former Grateful Dead lyricist, who saw the future of the internet most clearly.

But how has Duke’s vision been fulfilled, exactly? How do the online malls of social media politicize people? This is a matter of much complexity, and much confusion.

Beyond the Bubble

The popular version goes something like this: users are being brainwashed by disinformation. Disinformation is promoting polarization. It is disseminated primarily by foreign agents. It is designed to elicit strong emotions like anger so that it can spread more easily. It spreads more easily because social media sites are optimized for user engagement—capturing more user attention means collecting more advertising dollars—and content that provokes and enrages naturally gets more engagement. Finally, algorithmically generated echo chambers—“filter bubbles”—create perfect vectors for such content. Insulated from the moderating influence of mainstream media, and from the dissenting views of other users, these bubbles become breeding grounds for extremism.

There are elements of truth to this story. But it is mostly misleading. It makes a number of questionable assumptions, and rests on an oversimplified, mechanistic model of how software and psychology and politics interact.

Polarization is a good place to start. The term is notoriously imprecise. Some researchers focus on “affective polarization”—basically, how much Republicans and Democrats hate each other—while others look at ideology, voting patterns, and other metrics. But however polarization is defined, there is little evidence that social media causes it. One study, done by the economists Levi Boxell, Matthew Gentzkow, and Jesse M. Shapiro, even found that polarization—defined here as a composite of eight measures, from how ideologically consistent someone’s views are to how rarely they split their votes across the two parties—has “increased the most among the demographic groups least likely to use the Internet and social media,” which is to say, people older than sixty-five.

The polarization frame has a further problem: it evokes a false equivalence between Left and Right. It is certainly true that left-wing movements have benefited from social media. Occupy Wall Street, Black Lives Matter, and the candidacies of Bernie Sanders probably wouldn’t have reached the scale they did without Twitter and Facebook. The power shift from traditional media to the more distributed informational worlds of social media has created more room for social- democratic, socialist, and abolitionist ideas to circulate.

But the Right has immeasurably more resources with which to exploit this shift. They have deep-pocketed donors, a sophisticated media operation, and undiluted control of the Republican Party. It is no accident that the top-performing link posts from public Facebook pages in the US are mostly from right-wing pundits like Ben Shapiro.

What’s more, it is figures like these, and not foreign government operatives, who are the main purveyors of false information on social media. Researchers at New York University found that far-right news sources receive the highest levels of engagement per follower, and that such sources are actually more popular if they spread false information—which is not the case for news sources in the political center or on the left. Meanwhile, despite the amount of attention devoted to the role of Russian influence operations in the 2016 election, they had no measurable effect, according to research by Yochai Benkler, Robert Faris, and Hal Roberts. Further, such operations “mostly took the form of jumping on the bandwagon” of the Right, Benkler writes, boosting false narratives initially manufactured by domestic forces.

These forces have a wide range of outlets at their disposal. They can circulate propaganda not just through social media but across an entire right-wing media ecosystem, from talk radio to cable TV to news sites. These different modes overlap and interpenetrate: Fox News is both the most-viewed US cable network and one of the most popular US publishers on Face-book. Right-wing groups are often quite successful at smuggling their narratives into centrist mainstream media as well, using a set of techniques that researchers Alice Marwick and Rebecca Lewis call “trading up the chain.” Outlets well outside of the right-wing media ecosystem can be conscripted into promoting reactionary propaganda and even outright hoaxes.

Trading up the chain isn’t just about amplification—it’s also about legitimation. Getting more, and more popular, places to repeat something makes it seem more credible. In other words, persuasion is involved. This brings us to an essential point: the internet does not brainwash users because brainwashing is a myth. The information that people encounter online matters, but its relationship with their beliefs is nonlinear: Dylann Roof did not became a neo-Nazi on the basis of a single Google search. Human beings are complicated and contradictory. So is the process whereby they acquire their ideological frames.

This messiness is manifest in online spaces, contrary to the “filter bubbles” thesis—which, like the theory that polarization is produced by social media, has scant evidence to support it. People can and do find like-minded interlocutors on the internet, and the algorithms that underpin social media feeds and recommendation systems can contribute to these clusterings. But the conversations that ensue rarely resemble an echo chamber, with everyone parroting the same party line. When the researchers P. M. Krafft and Joan Donovan examined the origins of one campaign to spread false information on 4chan, a message board popular with the far Right, they found “widespread heterogeneity of beliefs and contestation of the claims.” Even in a forum with a broadly shared ideology, people didn’t blindly swallow a politically convenient lie. Instead, they argued. And it was precisely this skepticism, this surplus of views, that forced the partisans of the campaign to work harder. They couldn’t count on their narrative to gain traction no matter what. So they had to develop “an arsenal of tactics” to circulate it more widely through social media, Krafft and Donovan explain.

What kind of tactics? Right-wing propagandists employ a variety of techniques. Just as “filter bubbles” can’t be relied upon to reflexively amplify whatever falsehoods are fed to them, there is nothing automatic about how the algorithms of social media promote reactionary propaganda. It’s not merely a matter of making one’s content sufficiently outrageous—“rage-bait,” as it’s sometimes called—and letting Facebook do the rest.

This is not to deny that such content travels well. The digital enclosures of social media were built from the ground up to maximize user engagement. The more data that can be made about someone, the more “targeted” the ads can become; the longer that person spends on the site or app, the more ads can be served. Unsurprisingly, there appears to be a strong link between Facebook’s insatiable appetite for eyeballs and the extent to which its filtering algorithms favor provocative content. Indeed, according to the journalist Karen Hao, research within Facebook itself has confirmed the existence of this link. Sensationalism sells, on social media as on other media.

But the code that determines what people see on Facebook, like the code that determines what they see in a Google search, is both complex and constantly changing. Indeed, in response to criticism, Facebook has experimented with prioritizing different kinds of engagement, and has employed various strategies—including putting resources toward building automated systems and hiring more content moderators—to ferret out content judged to be “toxic.” Moreover, the mechanics of each social media mall are different: YouTube is one of the most important engines of right-wing radicalization on the internet, and reactionaries have developed an entire catalog of strategies specific to it. There is no single method the Right has used to master social media. The only constant among its propagandists is creativity.

Balancing Act

To say the truth is less tidy than commonly supposed does not absolve tech companies of responsibility. To say that algorithms and brains do not act as interlocking gears to form a single seamless apparatus of “polarization” does not mean that online malls are innocent. It means rather that we need better metaphors with which to clarify their complicity. This is where thinking in terms of entanglements can once again be useful.

The online malls of social media are collections of technical artifacts—algorithms, servers—that are entangled with collections of social artifacts—laws, markets, ideologies—through which they act on the world. One way to visualize the sum total of these relationships is, to follow a suggestion from the philosopher Félix Guattari, to see them ecologically. Ecosystems are full of feedback loops, cycles, and flows; organisms are ceaselessly interacting with one another and with the nonliving. Explaining how something happens within an ecosystem—the death and decomposition of an organism, say—requires examining the many interactions that have coincided to produce it. Something similar is required to explain how right-wing radicalization happens online. The internet is part of the answer, but only a part.

If the way in which social media companies contribute to the phenomenon is far from simple, however, the way in which they benefit from it is quite straightforward. Some interactions within an ecosystem are symbiotic—and symbiosis perfectly describes the dynamic between the Right and social media companies. The former gets a megaphone for their ideas; the latter gets lots of high-engagement users whose attention can be sold to advertisers.

While this relationship is mutually beneficial, it is not without its tensions. Occasionally embarrassments arise. A Facebook group called Stop the Steal was an excellent source of engagement until its members stormed the US Capitol in January 2021, prompting a crackdown from the company and an internal report that confirmed its role in the riot. Similarly, Facebook made a lot of money from the right-wing conspiracist movement QAnon until rising public pressure, particularly surrounding hoax-mongering by QAnon-linked accounts during the 2020 presidential election cycle, pushed the company to implement a half-hearted, and not particularly effective, ban.

These measures are motivated by profit considerations. When reactionaries go off the rails, advertisers can get nervous; as Facebook vice president of global affairs Nick Clegg explains, “Advertisers don’t want their brands and products displayed next to extreme or hateful content.” The incentive for social media companies is thus to accommodate right-wing propaganda networks, and their lucrative levels of engagement, right up to the point where their activities provoke sufficient public opprobrium, or sufficient violence, to alienate advertisers. This is a delicate balance to strike; indeed, Facebook never quite manages it.

Making the balancing act more delicate is pressure from the Republican Party. Republican politicians often accuse tech companies of censoring conservative views online. Given the visibility of the Right on social media, the accusation is clearly false, but it serves a useful purpose. By complaining about anti-conservative bias, Republicans can “work the ref” and bludgeon Facebook into being even more hospitable to right-wing propaganda. It’s effective: Mark Zuckerberg has gone out of his way to curry favor with Republican leaders, and to mold Facebook’s content policies to their liking. Joel Kaplan, a high-ranking Republican within Facebook who serves as the company’s vice president of global public policy, wields particularly broad power. Kaplan has repeatedly intervened to promote the circulation of right-wing content on the site, and to push for content moderation rules and algorithm tweaks that favor the Right.

Again, these moves make good business sense. Facebook needs cordial relationships with Republicans in Congress and in statehouses across the country to maintain a favorable policy environment for profit-making. It spends a small fortune on lobbying for this very reason: forestalling regulatory shifts that might hurt its bottom line is a top priority. Still, Facebook can’t afford to overinvest in Republicans at the expense of Democrats; after all, the latter also hold a fair bit of power. This makes the balancing act harder still.

Multiple Choice

The story of Facebook’s complicated symbiosis with the Right holds a larger lesson about online malls. On the one hand, the inequalities they generate are inseparable from the pursuit of profit. The privatization of the upper floors of the internet is their basic prerequisite. But the profit motive does not always point in one direction. As the case of Facebook makes clear, sometimes what’s best for the business isn’t entirely obvious; there are competing motivations and constraints. In capitalism, the imperative to accumulate is absolute, but there is typically more than one way to satisfy this imperative.

The supremacy of the profit motive, then, does not alone determine the present shape of the internet. There are other privatized possibilities. And it is in these possibilities that a new wave of reformers, eager to mitigate a host of harms that have grown too large to ignore, place their hopes. They want to retain an internet controlled by private firms and run for profit, but they would like profit to be pursued in a less damaging way.
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Toward the Forest

The soundtrack to the privatization of the internet was applause. The country’s most powerful people expressed their enthusiasm at every step. In the 1990s, the takeover of the pipes by the telecoms enjoyed bipartisan backing. In the 2000s and into the 2010s, as the online malls were consolidating, a chorus of voices in high places cheered them on. In those days, tech was “the Teflon industry,” in the words of journalist Rana Foroohar: widely celebrated by mainstream politicians and largely indulged by mainstream media. The notion that there might be negative consequences to its growing power was safely quarantined in academia, a few activist spaces, and the more adversarial edges of independent media.

At some point, however, the tone began to change. If a factory keeps polluting a river, people will eventually notice it’s full of sludge, no matter how many newspaper columns they read about how beautiful the factory’s widgets are. The 2016 presidential election proved to be the turning point in this respect. Facebook in particular became a prime target of criticism, driven by the (true) belief that it had hosted Russian influence operations and the (false) belief that such operations had been decisive in Trump’s victory. This scandal supplied the initial spark; a long series of subsequent scandals fed the fire. While some involved new revelations—as journalists and politicians began, for the first time, investigating online malls in earnest—others centered on normal industry practices that were hiding in plain sight. What was once business as usual now became the basis of Capitol Hill hearings. The “techlash” had arrived.

As the years have passed, the techlash has persisted. Its imprint appears to be permanent. The spectacle of the tech industry behaving badly has become routine, even cliché—a spectacle ritually enacted in the periodic testimony of its executives before Congress. Meanwhile, polling suggests that public opinion has taken a turn: in 2019, only 50 percent of Americans said that tech companies have a positive effect on the United States, compared with 71 percent in 2015.

This doesn’t mean that change is inevitable. Public opinion has no reliable relationship with public policy: plenty of ideas that are broadly popular, like single-payer health care, are nonstarters in a political system whose priorities are largely set by corporations and the rich. Nevertheless, internet reform has become something of a preoccupation in policymaking circles in recent years.

Internet reform is by no means monolithic: the particular proposals and points of emphasis vary widely. Still, it’s possible to discern two tendencies—which are, in practice, often joined together. The first involves writing new rules about how companies are allowed to behave, or enforcing existing ones. Examples include the California Consumer Privacy Act, a state law enacted in 2018 that gives residents certain rights regarding the collection and processing of their personal data, or the ongoing efforts to hold Facebook accountable for violating federal law with its discriminatory ad delivery. (The Right, for its part, remains fixated on the idea that its speech is being censored online—a useful fiction for working the refs at Face-book and elsewhere, but one that fatally compromises the seriousness of its proposals.)

The second trend aims at reducing the market power of the big firms. This is the focus of the “New Brandeisians,” a group of anti-monopoly advocates who have become influential within the Democratic Party and even among a number of Republicans. They take their inspiration from Louis Brandeis, a leading liberal jurist of the Progressive Era who believed monopolies posed a threat to democracy. His solution, taken up by his modern-day disciples, was a Madisonian system of checks and balances, designed to disperse corporate power and promote fair competition.

Toward this end, the New Brandeisians urge a range of measures for cracking down on tech monopolies. In some cases, they want to break large firms into smaller ones: one proposal calls for forcing Facebook to spin off WhatsApp, Instagram, and its ad network. In other cases, they are willing to accept a certain degree of bigness and to constrain such “natural monopolies” through regulation. Above all, they want to make markets more competitive. They believe that more competition will bring a number of benefits, from a wider distribution of wealth to reduced corporate influence over the political process.

Their advocacy is having a noticeable effect. In October 2020, the House Judiciary Committee concluded a sixteen-month investigation into Amazon, Apple, Google, and Facebook with a strongly worded report that recommended various New Brandeisian reforms. The same month, the Department of Justice (DOJ) joined with eleven state attorneys general to file a major antitrust lawsuit against Google. By the summer of 2021, a legislative package of six bills designed to strengthen antitrust enforcement was working its way through the House. President Biden has been especially active on the issue, selecting the prominent New Brandeisian scholar Lina Khan to chair the FTC and the antitrust lawyer Jonathan Kanter to lead the DOJ’s Antitrust Division, as well as issuing an executive order that directs more than a dozen federal agencies to pursue pro-competition initiatives. It remains to be seen how much of the anti-monopoly agenda will ultimately be implemented. Some congressional Republicans remain implacably opposed, while the judiciary presents obstacles of its own; when the FTC filed an antitrust suit against Facebook, a federal judge threw it out. But no matter what happens, a significant shift has already occurred. After years of letting the online malls do whatever they liked, politicians have finally become less forgiving.

Market Forces

Each strain of internet reform has its merits. The rule-makers are right that the online malls are too lightly regulated. Just because a service is mediated by the internet doesn’t mean it should be exempt from labor law, civil rights law, and any number of other laws that tech companies have successfully short-circuited over the years. The New Brandeisians are right that rulemaking is insufficient without also transforming how the internet is owned. Further, they recognize that the current configuration of ownership is not the natural order of things, but rather a contingent affair, constructed through public policy. “There are no such things as market ‘forces,’” writes Khan. Rather, political economy is made, and can thus be remade.

Yet the political economy preferred by the New Brandeisians isn’t a particularly radical departure from the present. They still want an internet ruled by markets, albeit one where markets are competitive rather than concentrated. The pursuit of profit would remain the organizing principle, but profit would be pursued by smaller and more entrepreneurial firms. And they believe that such a restructuring would go a long way toward addressing the concerns raised by the techlash.

But would it? Nick Srnicek notes that more competition could very well make things worse. “After all, it’s competition—not size—that demands more data, more attention, more engagement and more profits at all costs,” he writes. In the case of social media, observes liberal commentator Ezra Klein, more competition could “lead to yet fiercer wars for our attention and data, which would incentivize yet more unethical modes of capturing it.” Competitive pressure compels companies to seek any possible advantage. Indeed, the industry practices with the most destructive effects, such as the obsession with user engagement, were first developed by social media firms when they were comparatively leaner and hungrier and needed to grab market share as quickly as possible—they came out of competition, in other words. It was only once these firms matured into monopolies that they could afford to take a somewhat longer view. Facebook now spends hundreds of millions of dollars each year on content moderation. It does so for perfectly self- interested reasons—to soothe advertisers and to forestall public relations disasters—and its efforts clearly fall short. But it’s hard to imagine that it would have money to spare on such mitigations if it were locked in a deathmatch with several competitors.

As an alternative to pro-competition reforms, Klein proposes regulations of various kinds, modeled on those around airline safety and prescription drugs. A New Brandeisian might respond that corporate giants are adept at co-opting the regulatory process. Regulation can also reinforce existing concentrations of private power by introducing compliance costs that only large corporations can bear. Indeed, big tech firms have repeatedly called for more regulation in recent years—provided they get to decide how they’re regulated.

Facing Reality

Fortunately, rulemaking and anti-monopoly, or some combination of the two, aren’t the only choices available to us. There is another strategy: deprivatization.

Making markets more regulated or more competitive won’t touch the deeper problem, which is the market itself. The online malls are engineered for profit-making, and profit- making is what makes them inequality machines. The exploitation of gig and ghost workers; the reinforcement of racism, sexism, and other oppressions; the amplification of right-wing propaganda—none of these diverse forms of social damage would exist if they weren’t profitable. It’s true that these damages can be softened somewhat, and that larger firms can soften them more easily than smaller ones. But here too the market sets limits: Facebook can only spend so much on content moderation before its shareholders revolt. More importantly, its addiction to engagement, and the symbiosis with the Right that this addiction has engendered, is the very basis of its business model—which creates the problems that content moderation is supposed to address. The comparison that comes to mind is the tragicomedy of coal companies embracing carbon capture: it would be easier to simply stop burning coal.

Online malls are not inequality machines purely on account of their effects, however. Even if, miraculously, they stopped generating these effects—this is a thought experiment, not an actual possibility—a fundamental inequality would remain. Corporations would still own the internet. Immensely consequential decisions would be left in the hands of executives and investors, and these decisions would in turn be bound by the mandates of the market. Most people would have no say in the matters that centrally affect their lives.

A privatized internet will always amount to the rule of the many by the few, and the rule of those few by an imperative that is hard-wired into capitalism: the imperative to accumulate. Mark Zuckerberg is probably the most powerful man online, thanks to a shareholder structure that preserves his control of Facebook. A social network of more than 2 billion users is more or less a personal dictatorship. But even Zuckerberg can’t defy the imperative to accumulate; shareholders would punish him in the form of a falling stock price, and, if it got bad enough, competitors would put him out of business.

Deprivatization opens the door to a different kind of internet. Just as community networks are challenging the legacy of privatization down the stack, a similar approach can be applied up the stack. The internet reformers want to make online malls into more responsible stewards of our digital sphere. A more realistic response, if one hopes to reach the root of the problem, is to abolish them.

Birds in the Food Court

What comes after the online mall? When real malls die, birds build nests in the food court. Bushes and trees claim the floors and walls. The enclosure no longer really encloses: skylights shatter, doors hang open, the line between inside and outside breaks down. Some decades or centuries later, a forest appears.

We can imagine something similar happening to the online equivalents. What’s important is the pluralism of this picture. Down the stack, the community network is the main character in the making of a democratic internet. Up the stack, it’s not quite so straightforward. There is no main character. The greater diversity of forms one encounters at this altitude, the distinctness of the different online malls and their entanglements, requires a greater range of approaches. Further, these approaches can’t be spelled out in quite as much detail. They still need to be discovered and developed; what the deprivatized version of this layer looks like is still largely unknown. As a result, there is somewhat less to say.

To have more to say, we need more experiments. The goal of these experiments shouldn’t be a one-to-one replacement of each online mall with its deprivatized doppelganger. You can’t simply clone Facebook, place it under public or cooperative ownership, and expect substantially different results. Online malls organize online life through a particular architecture, and that architecture makes certain choices for us. To make new choices—to create spaces where we can make those choices collectively—we need new architectures.

The most useful framework for thinking about this problem comes, perhaps counterintuitively, from the movement for police and prison abolition. It turns out that the thinker whose ideas are best suited for building a better internet is not Louis Brandeis but Angela Davis. For decades, Davis and other abolitionists have argued that police and prisons can’t be reformed. Rather, they are so dehumanizing and so incriminated in the reproduction of race and class hierarchies that they must be eliminated altogether.

This position often invites the accusation that abolitionists are hopelessly utopian. In fact, they are everywhere involved in daily politics. They have waged successful campaigns across the country to stop the construction of new prisons, to reduce incarcerated populations, and to defund the police. But, as Davis explains, “abolition is not primarily a negative strategy.” It’s also about “building anew.” Abolitionists are not just trying to decrease the number of cops and prisons until both disappear. They are also coming up with better ways of keeping people safe.

To do so, Davis argues, it’s essential to “let go of the desire to discover one single alternative system of punishment.” The point is not to replace prisons with pseudo-prisons, or police with pseudo-police, but to assemble a “constellation of alternative strategies and institutions” that obviate the need for prisons and police: restorative justice programs, mental health services, community reinvestment, and demilitarized schools, among many others. These initiatives are interconnected; together they form a fabric that can “lay claim to the space now occupied” by the institutions that abolitionists are working to eradicate.

Davis and her abolitionist colleagues give us the basic blueprint for deprivatizing the upper floors of the internet. On the one hand, we can work to erode the power of the online malls. The anti-monopoly toolkit—breaking up tech giants, banning mergers and acquisitions, and other New Brandeisian methods—is valuable here. On the other hand, we can create a constellation of alternatives that, to use Davis’s phrase, “lay claim to the space” that online malls currently occupy. The former tactic is designed to open cracks in the enclosures. The latter tactic aims at seeding those cracks with all manner of invasive species.

What might some of these species look like? A key abolitionist insight is that failures of imagination produce practical failures. The failure to imagine a world beyond prisons and police condemns reformers to keep reiterating old injustices in new forms. Indeed, as abolitionist organizer Sarah T. Hamid argues, reformism is a “carceral tactic”—it is a “means by which these systems have expanded over time.” Electronically monitored house arrest extends the prison into the home. Body cameras make police surveillance even more ubiquitous.

Protocolize the Walled Gardens

Abolishing the online malls requires, above all, imagination. Not imagination in the singular but in the plural: imagination as an embodied, collective process of experimentation. This demands looking at technology differently. We must move away from “technology as an outcome to toolmaking as a practice,” in the words of sociologist Ruha Benjamin. Technology ceases to be something that is done to people, and becomes something they do together.

Programmers and artists and academics are already doing the imaginative work of envisioning an internet beyond the online malls. They are theorizing, and actively building, digital spaces where profit is not the priority and where users govern themselves. It is to their ideas and innovations that we can turn for a first draft of the path forward.

Instead of Facebook, imagine millions of social media communities, each with their own rules and customs and cultures. This is the vision of media scholar Ethan Zuckerman. These communities would be “plural in purpose”: they would host different kinds of interactions. “Pool halls, libraries, and churches are all public spaces, but they all have different purposes, norms, and affordances,” Zuckerman notes. There is no reason our online spaces can’t have the same diversity.

The logic of the online mall is to enclose everything and get as big as possible. This bigness serves the interests of investors: it helps satisfy their appetite for outsize returns. More users mean more rents, more data, more profits. Plus, it brings the benefits of network effects, which neutralizes the competition and enhances the value of the firm.

But bigness “makes true participatory governance difficult, if not impossible,” argues Zuckerman. “A ‘community’ of a billion people who have nothing in common but their use of a media platform is not a community in any meaningful sense.” This brings us to another virtue of decentralization: not only does it facilitate greater diversity, it also enables a degree of democracy. At a small enough scale, social media communities can become self- governing. Instead of letting tech executives decide how filtering algorithms work or how content is moderated—behind closed doors and bound by the market—users can make their own choices, and those choices can be guided by considerations other than profit.

Just because such communities are small doesn’t mean they have to be isolated. Decentralization is not the same as fragmentation. The internet is composed of distinct networks, but data travels easily across them because the networks share a common set of protocols. These protocols are open and nonproprietary: any network can join the internet so long as it follows the specified rules.

Mastodon is an open-source software project that applies this principle to social media. Servers are independently run but interconnect through open protocols to form a federation. They can also talk to non-Mastodon servers within a broader ensemble of federations—the “Fediverse”—so long as those servers also use the same protocols. Mastodon resembles Twitter, but the Fediverse offers a range of other services, including those modeled after YouTube, Facebook, and Instagram. Interoperability means that the advantages of network effects can be preserved without the network being owned by a single entity.

Email—the internet’s original social application—works the same way. Gmail and Yahoo Mail are distinct services with distinct features. But users can still exchange messages, thanks to shared protocols. The fact that these protocols are open and nonproprietary is a direct consequence of the internet’s public origins. Privatization has pushed things in the opposite direction: online life increasingly takes place within monolithic enclosures where interactions are governed by secret and proprietary algorithms. “Protocolizing” social media would break the walls of these walled gardens, and turn them inside out.

Public Programming

Mastodon is not tiny. It has millions of users, and it’s far from the only experiment of its kind: a number of similar projects are being pursued across the “decentralized web” community. Still, these alternatives remain relatively niche in comparison to the offerings of the tech giants. Making them more robust, and more of a threat, will require public investment. Two institutions in particular offer ideal vehicles for such investment: public libraries and public media.

The United States has more than nine thousand public libraries. What if each one “had a federated social media server, and anybody with a library card could have an account?” asks the programmer Darius Kazemi. Piggybacking on existing public infrastructure is an excellent way to make new online spaces more accessible, and fasten them to a funding source. Using local libraries also adds a measure of accountability. “If your administrator is an employee of your local library, then there’s a door you can go knock on,” says Kazemi. “I can’t go knock on Mark Zuckerberg’s door and complain about something, but I can do that at the local library.”

Libraries have a further advantage: they are full of librarians. Librarians are the original information workers. They retrieve, classify, curate, and contextualize information, and they do so not for profit, but as a public service. This is a service that is sorely needed in online spaces. As Safiya Umoja Noble notes, it is significant that funding for public libraries has fallen as Google and Facebook have grown. We have outsourced “our knowledge needs” to the online malls, which satisfy those needs according to commercial imperatives that inevitably compromise the quality of the knowledge provided. Librarians are the ideal antidote. Joan Donovan has called for ten thousand librarians to be put to work “building systems for curating timely, local, relevant, and accurate information across social media platforms.”

The problems that librarians help solve are not new. For-profit social media suffers from the same deficits in information quality as other kinds of for-profit media, and for the same reasons. “Profit motives drive commercial media to entertain, sell advertising, satisfy shareholders, and make as much money as possible,” writes Victor Pickard, and these compulsions cut against the ethic of journalism as a public service, which “aspires to inform, enlighten, keep a check on the powerful, and provide a forum for diverse views and voices.” This ethic has always been relatively weak within the highly commercialized US media sphere; media deregulation in the 1980s and 1990s weakened it further. The chief beneficiary is the Right, whose propagandists have mastered the art of “disinfotainment,” from Rush Limbaugh to Fox News. More recently, the collapse of local newspapers has given them new opportunities, as donor-subsidized right-wing sites fill the void left by growing “news deserts.”

Commercial media’s failings have inspired generations of reformers and radicals to champion a different paradigm: public media. Just as the market can’t guarantee people housing, health care, and the rest of life’s necessities, neither can it guarantee access to reliable information. This is why Pickard wants a federally funded “permanent trust for public media” that would subsidize local news organizations across the country. He also suggests turning public libraries and post offices into “community media centers” that could help make local residents into local reporters.

Much of what circulates within social media channels is not user-generated but articles, videos, and podcasts from publishers of various kinds. Creating a public option for media production would ensure a better supply of content, and hopefully help crowd out right-wing propaganda. Pickard cites a body of academic research showing that public media tends to “present a wider range of voices and perspectives,” and be “more critical of dominant policy positions.” These strengths would do much to enhance the quality of information circulating within social media communities, particularly if the latter developed formal relationships with public media enterprises and local community media centers.

Another way to think of these interventions is as investments in care. The scholar Lindsay Bartkowski argues that content moderation is best understood as a form of care work and, like other forms of care work, is systematically under-valued. Certain kinds of caring go entirely unpaid—mothers bearing and raising children, for instance—while others are performed for menial pay, as in the case of the home health aides and nursing home staff who care for the elderly. Similarly, content moderation is typically a low-wage job, despite being as essential to the reproduction of our online social worlds as other kinds of care are to the reproduction of our offline social worlds. There is also a racial aspect: tech companies source much of their content moderation workforce from countries like the Philippines and India, following a broader pattern in which waged care workers tend to be Black, brown, or from the Global South. As Bartkowski writes, “Racialized workers are emotionally exploited, poorly compensated, and relegated to the ‘underside’ of the internet in order to support the production of a pseudo-domestic sphere that users of the Global North virtually inhabit.” Any project to improve social media must make such workers more valued and more visible, and enable them to form what Bartkowski calls “affinities and solidarities” with the users whose communities they care for.

A social media that is decentralized, self- governing, well cared for, anchored in public libraries, and enriched by public media won’t be perfect, of course. Challenges will remain. For one, there will still be Nazis on the internet. This is a problem that cannot be solved online because it is not primarily an online problem. Still, a decentralized social media would be better designed to mitigate it. When the fascist social networking site Gab migrated to Mastodon, most of the servers that make up the Fediverse responded by blocking Gab. Because Mastodon is open-source, fascists are free to use it, but their communities can be quarantined. Decentralized social media moves “decision making out to the ends of the network, rather than keeping it centralized among a small group of very powerful companies,” explains writer Mike Masnick. Some ends of the network may be populated by toxic elements. But with no single set of algorithms and executives to manipulate and intimidate, at least they can be denied a wider hearing.

Common Sense

Social media is only one genre of online mall. To abolish the rest, more imagination is needed. Nick Srnicek imagines a publicly owned cloud service that “ensures privacy, security, energy efficiency and equal access for all.” Such a service might be carved out of a corporate provider like Amazon Web Services, which could be required to donate a portion of its capacity. Picture a “public lane” for the cloud, serving the digital infrastructure needs of a growing deprivatized sector.

This sector would include a variety of cooperative ventures, not just in social media but across all realms of online life. Here too experiments are plentiful and ongoing, particularly when it comes to creating worker-owned substitutes for gig economy firms. Up & Go is a group of home cleaning cooperatives in New York City that book appointments through their own app. These worker-owners earn more than the industry average, and have far more control over the conditions of their work. As Up & Go co-owner Marve Romero puts it, “Cooperativism is a different world.”

Similar efforts exist around the globe, part of an active international community devoted to “platform cooperativism.” Such efforts need public support. Fortunately, there are many policy instruments available, such as grants, loans, contracts, and preferential tax treatment. One could also imagine municipal regulatory codes that only allow app-based services to be performed by worker-owned firms, as the writer Seth Ackerman suggests. In normal times, politicians and regulators aren’t likely to antagonize business interests. But sometimes tensions arise, and opportunities reveal themselves. In the fall of 2017, London’s transportation agency announced it would not renew Uber’s license to operate, citing a number of regulatory violations. In response, a left-wing think tank called the New Economics Foundation called for the mayor to create a cooperatively owned app-based taxi service to replace Uber. It didn’t materialize, and Uber eventually returned to London. But the basic strategy is sound: bureaucratic exasperation with poorly behaved tech firms isn’t going anywhere, and could possibly be leveraged into securing state backing for alternatives.

Then there is the question of data. Given the fact that online malls are organized around the manufacture and monetization of data, a deprivatized sector will need to find methods for dealing with it. To be effective, these methods must follow legal scholar Salomé Viljoen’s admonition to look beyond the common tendency to see data production in personal terms and recognize its collective character. The data practices of a company like Facebook involve routine violations of individuals’ privacy, but Facebook does not care about individuals—or rather, it only cares about individuals insofar as they represent, en masse, a source of “population-level insights” that can be used to sell ads. User behavior is analyzed in order to sort people into groups that make them legible to advertisers. This analysis can’t happen at the level of a single individual: your information isn’t particularly useful until it’s combined with lots of other people’s information.

Data is made collectively, and made valuable collectively. It follows that its governance should also be collective: that users should have the power “to shape the purposes and conditions of data production,” in Viljoen’s words. Toward that end, a number of proposals have been developed for “data trusts” and “data commons” of different kinds. The writer Evan Malmgren recommends a cooperatively owned data trust that grants voting shares to its members, who in turn elect a leadership that is empowered to negotiate over the terms of data use with other entities.

Crucially, the ownership of data would be separated from its processing: users could determine under what conditions an online service would have access to their data, and under what conditions more data could be manufactured. If people were given the chance to make their own decisions about how data is made and used, it’s reasonable to expect they might make different decisions than those made by Mark Zuckerberg and friends. For instance, they might choose to ban the sort of sweeping surveillance that is so integral to online advertising. This architecture is also well suited to a more decentralized internet, since users could put their data in a central depot and then authorize use by different services—a cooperative social media server, a worker-owned delivery app—as needed.

Innovation from Below

These sketches are a good start, but they still bear the stamp of the internet they are trying to escape. The aspiration to create a decentralized Twitter or a worker-run Uber is a step in the right direction, but it remains imprisoned within an enemy paradigm. It suffers from a failure of imagination. And if we take seriously the abolitionist insight that failures of imagination produce practical failures, then abolishing the online malls is infeasible without a lot more creativity.

Creativity is a social act. Its inspirations are collective—they emanate from a milieu, a scene, a culture—even if the fashioning of this raw material into a finished work can sometimes be solitary. Currently, the creativity of the communities that are doing the best work reimagining the upper floors of the internet—under the banner of the “decentralized web,” “platform cooperativism,” or some other creed—is constrained by their narrow social base. They tend to attract specific kinds of people, generally those with technical skills and ample free time. Elevating the level of creativity involves making such spaces larger, more representative, and more integrated into everyday life.

An interesting model for doing so comes from 1980s London. In 1981, the left wing of the Labour Party won control of the Greater London Council (GLC), a municipal administrative body, and embarked on an ambitious economic program. At the time, London had high unemployment, in large part due to deindustrialization. The GLC responded by investing public money in unionized firms, as well as encouraging the creation of worker-owned cooperatives.

It also established five “Technology Networks” in different locations across the city. These were prototyping workshops, similar to “makerspaces” or “hackerspaces” today. People could walk in, get access to machine tools, receive training and technical assistance, and build things. The designs for the things they built went into a shared “product bank” that other people could draw from, and which were licensed for a fee to for-profit firms to help finance the Networks. The innovations that emerged included wind turbines, disability devices, children’s toys, and electric bikes. Energy efficiency was an area of special emphasis. The Networks themselves were governed by a mix of local residents, trade unionists, tenant organizers, and academics.

One purpose of these spaces was to democratize the design and development of technology. This meant creating a participatory process whereby working-class communities could obtain the tools and the expertise they needed to make their own technologies. It meant producing to satisfy human need—what organizers at the time called “socially useful production”—rather than to maximize profit. Satisfying human need necessitated the direct involvement of the particular humans whose needs were to be satisfied, since they were the ones who knew their needs best. As Network member Mary Moore explained, the goal was “making sure that what you do is going to be of real use to the intended users,” which required “getting them to take part in the design process rather than just pop in with a product when you’ve produced it.”

Sadly, the Networks were short-lived. Margaret Thatcher eliminated the GLC in 1986, and the Networks lost most of their funding. Those that managed to survive were forced to become more commercial, such as by offering job training services that businesses found useful; the radical elements fell away. This speaks to a central difficulty: the public sector can provide some cushioning from market pressures to make space for alternatives. But if those alternatives can’t root themselves in such a way that enables them to become autonomous, and responsible for their own reproduction, they won’t endure.

Even so, the London experience provides a valuable precedent. The Technology Networks are useful for thinking about how to abolish the online malls. It’s conceivable that municipalities could create something like the Networks today, places where large numbers of people could contribute to the imaginative work of remaking the upper floors of the internet. They could team up with designers and developers to build alternative online services. Some might be hyperlocal; others might become regional, national, or even international. Some might be informal and volunteer-run; others might be placed under public ownership, or serve as the basis for new cooperatives.

For such efforts to be successful, they must blur the line between technology’s creators and its users, and eventually aspire to make the two categories indistinguishable. Expertise would no longer be defined in an exclusively technical sense: some people are experts in programming, others in design, still others in their daily lives. “We believe that everyone is an expert based on their own lived experience, and that we all have unique and brilliant contributions to bring to a design process,” state the principles of the Design Justice Network, an organization committed to developing more democratic design practices. An internet ruled by the people is one where people directly participate in the making of the internet. The scholar Sasha Costanza-Chock, a leading theorist of “design justice,” cites the famous slogan of the disability rights movement: “Nothing about us without us.”

Everything Else

Ideally, the latter-day Technology Networks would not only incubate new additions to the deprivatized sector but also embed them within a set of institutional relationships that keep them alive. Writing new software is relatively easy; creating sustainable and scalable alternatives to the online malls is the hard part. The “community wealth building” strategy for promoting community networks down the stack can be helpful here. Public and quasi-public anchor institutions like government agencies, hospitals, and universities could be mined for procurement contracts that funnel revenue to the deprivatized sector and help it grow. Cooperatives could form federations to collaborate with one another in various ways. Governments could encourage them with loans and grants and tax breaks.

But the biggest threat to the survival of the deprivatized sector will come from the tech companies themselves. Just as the telecoms have mounted a well-funded campaign to destroy community networks, we can expect a comparable corporate onslaught if the dominance of online malls were ever at risk. Better, then, to go on the offensive from the start.

One way to do so is technical. The writer Cory Doctorow talks about “adversarial interoperability,” which describes a situation where one service communicates with another without the latter’s permission, or perhaps only with grudging permission secured through legislation. For example, Face-book could be made to adopt open protocols that enable other social media applications to interconnect. Interoperability has become a central concern among the New Brandeisian anti-monopolists and across their wide sphere of influence, and has even begun to inspire some proposed legislation. Taken to its limit, interoperability could threaten the business model of online malls. If people could make their own ad-free applications for accessing Facebook content and communicating with Facebook users without using Facebook’s site and apps, the company would lose advertising revenue. If Face-book users and the users of decentralized alternatives like Mastodon could easily interact, those alternatives might become more appealing to more people. Facebook would shrink, and perhaps even collapse.

But going on the offensive is more a political matter than a technical one. Here too the Technology Networks of 1980s London can offer inspiration. They weren’t just places where people built things. They were also organizing spaces. The act of prototyping products in a workshop could serve as a starting point for a broader conversation about what kinds of transformations would be needed to create a more equitable society. In the process of trying to solve their problems with technology, people came to realize that technology often fell short of solving their problems. Politics was needed. Along these lines, one of the Networks kick-started a campaign called “Right to Warmth” that involved organizing community energy efficiency initiatives, creating local energy cooperatives, and pressuring Margaret Thatcher’s government into putting more money toward energy conservation measures.

What kind of campaigns might materialize today? If online malls are defined by their entanglements, then they can’t be dismantled without also unraveling the social phenomena they are entangled with. This might take the form of building unions among app-based workers, or reversing the runaway financialization that has underwritten the rise of the tech giants. It might mean working to weaken the material foundations of the Right. There are many possibilities, but one thing is clear: to remake the internet, we will have to remake everything else.




Conclusion

Future Nostalgia

On the early internet, there was a running joke: the internet was about to die. Not literally but spiritually: “imminent death of the net predicted!” as the joke became known. It poked fun at the grumblers who popped up every week or month or year on mailing lists or message boards to announce that the internet was about to lose whatever qualities had made it a good place to gather. They were easy to ridicule, but they had a point: the internet was always changing, even in the years before privatization. And these changes naturally stirred nostalgia in the hearts of users who had grown attached to a particular way of being online.

The nostalgics are no less numerous today. Their main object of mourning is the “open web”: online life before it got enclosed by online malls. In those days, the story goes, the internet was freer, more creative. It revolved around open protocols, not proprietary algorithms, and no single site or company was too dominant. It had a “culture of serendipitous tinkering,” says internet scholar Jonathan Zittrain. It resembled a gritty, eccentric metropolis, says cultural critic Virginia Heffernan. These are the characteristics being killed by the corralling of the internet into walled gardens—what Heffernan describes as “suburbanization.”

Nostalgia never paints a reliable picture of the past. In this case, however, the past isn’t even past. A hundred eulogies later, the open web lives on: the online malls haven’t destroyed it so much as hijacked it. Openness is what lets companies like Google and Facebook sprinkle their software throughout the web—crawlers, trackers, ads—to siphon data back to their servers. Interoperability has been weaponized into intra- operability, argues the scholar Anja Bechmann, serving an “asymmetrical power relationship” that privileges a few “data hubs and passage points.” This is obviously a different arrangement than the one that prevailed before. But it’s not quite accurate to say that the web was once open and now is closed—rather, it is the open parts of the web that make the closed parts possible.

As for whether the result is more “suburban”—boring—this claim is equally hard to sustain. Online malls are fascinating places. They are places where people make culture, do politics, launch movements, forge identities, cohere communities. Black Twitter, as the work of scholar André Brock, Jr. has shown, is one of the richest cultural repositories on the internet. Nostalgia for an internet before all this is also nostalgia for a time when fewer people used the internet, and when its users tended to be whiter and more affluent—an internet that was, for these reasons, much less interesting.

But nostalgia isn’t supposed to be accurate. That’s not why it sticks. It sticks because it expresses a feeling of loss that is sincerely felt, and this feeling has a reality all its own. At some point, everybody loses the internet they love: the internet of Gopher and Usenet, of Yahoo! and GeoCities, of Friendster and MySpace. Alongside these personal losses, however, is a collective loss: a series of missed opportunities to reimagine the internet. If internet nostalgia is inevitable, perhaps it can be linked to this larger loss, a loss that touches all of us, whether we realize it or not. And perhaps there is a political potential here that can be harvested for a higher end.

In his history of the English working class, the historian E. P. Thompson describes the political power of nostalgia, something that the Luddites, those machine-breakers of the nineteenth century, put to good use. The Luddites are best remembered today as a group of textile workers who destroyed the machinery that was throwing them out of work. But they were also thinkers, and they circulated their thoughts in poems, proclamations, petitions, songs, and letters. On the one hand, they lamented the disintegration of their social world under the advancing hurricane of industrial capitalism. On the other hand, they sketched an image of a new society, one in which “industrial growth should be regulated according to ethical priorities and the pursuit of profit be subordinated to human needs,” writes Thompson. These two moves were connected: as Thompson explains, the Luddites looked backward in order to look forward. They used ancient values in order to invent a different modernity. In their imagined past, they discovered materials with which to imagine a future.

A social movement to remake the internet might follow a similar path. Maybe we can mourn the possible futures the internet might have had—futures that privatization, by programming the profit motive into every layer of the network, foreclosed. And maybe this nostalgia can help inspire the movement that will be needed to pry open a horizon shrunk by privatization and recover a wider field of view.

Movements are made of both creativity and coercion. Masses of people in motion generate new ideas, as the Luddites did. But they must also threaten enough disruption to have their ideas taken seriously. While movements don’t always succeed—more often they don’t—this dual character is the source of their strength: the combination of the capacity to envision a different future with the force necessary to achieve it. The absence of these two elements is what enabled privatization to proceed in the 1990s, 2000s, and 2010s, creating the internet we know today.

Understanding how privatization made the modern internet is essential for any movement that seeks to remake it. Movements must know their enemy. If they expend their energy on the wrong target, the opportunity for meaningful change is lost. History shows why privatization is the right target, how it forms the common foundation for the diverse dysfunctions and depredations of the modern internet. History shows us the face of the enemy.

Defeating this enemy is not a matter of putting history in reverse, if such a thing were even possible. Privatization was an act of reinvention: it made a small academic network into the modern internet. Deprivatization must be no less inventive. If privatization meant creating an internet that served the principle of profit maximization, deprivatization means creating an internet organized by the idea that people, not profit, should rule.

No single line of attack can achieve this end. Different strategies are needed for different layers. Down the stack, in the realm of the pipes, publicly and cooperatively owned community networks are the building blocks of a democratic internet. These networks can serve the communities exploited and excluded by the slumlords of the broadband cartel; instead of funneling money upward to executives and investors, they can focus on making service accessible and affordable. They can also give communities control over their operations, so that users and residents determine how infrastructure is run. Hundreds of such networks already exist across the United States, but they will have to be defended and extended with public support.

Up the stack, among the so-called platforms, the path to deprivatization is less linear. There is no equivalent of the community network. Here what’s needed is the imaginative work of abolition. Two maneuvers are involved: first, shrinking the footprint of the online malls, which means making common cause with anti-monopoly advocates. Yet the goal of deprivatization is not an internet with more competitive markets, but an internet where markets matter less. This is why, while working to disassemble the online malls, we must also be assembling a constellation of alternatives that can lay claim to the space they currently occupy. And these must be real alternatives, not smaller or more entrepreneurial versions of the tech giants but institutions of a fundamentally different kind, engineered to curtail the power of the profit motive and to enshrine the practices and principles of democratic decision- making. Some are already emerging in rudimentary form—self- governing social media communities, worker- owned app-based services—but they will need to be refined and expanded through public investment. We will also need spaces that help new alternatives emerge, where people can collectively articulate their needs and construct the online worlds capable of meeting them.

The internet’s inventors had hoped to invent a universal language. They succeeded, far beyond their furthest expectations. Their language was made for the US military, to help its assets adhere into a more effective war-making machine. But the primary purpose to which the language would ultimately be put was profit-making. It would serve the universality of ubiquitous commodification, of markets seeping into all available membranes. Yet other universalities are possible, and their outlines are occasionally visible in those moments of online life that elude or exceed market control. In such moments, people relate to one another as people—not as eyeballs or clicks or purchasing power or labor power.

Making it possible for the world’s computers to talk to one another was an impressive technical achievement. Making this machinic conversation serve an end other than infinite accumulation will be a political one. It may seem unlikely, but so was the internet. History is filled with improbable turns that look inevitable in retrospect. The future will be too.
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Preface: Among the Eels

ix, At the bottom of the ocean … This is a layer of the deep sea known as the abyssal zone, which extends from 9,800 to 19,700 feet. The fish with very large eyes is the abyssal grenadier. Many organisms in the abyssal zone glow through bioluminescence; the anglerfish is one of them. The octopus with no ink is the dumbo octopus, while the eel with the very large mouth is the pelican eel.

x, There are many such arteries … MAREA: “MAREA,” Submarine Cable Networks, submarinenetworks.com; Winston Qiu, “AWS Acquires a Fiber Pair on MAREA Cable System on IRU Basis,” Submarine Cable Networks, January 21, 2019.

x, MAREA is a reminder … “Civilization …”: John Perry Barlow, “A Declaration of the Independence of Cyberspace,” 1996.

x, One way is infrastructural. “The contours …”: Nicole Starosielski, The Undersea Network (Durham, NC: Duke University Press, 2015), 2. Safer to follow known paths: Karl Frederick Rauscher, ROGUCCI Study Final Report (New York: IEEE Communications Society, 2010), 93.

x, These earlier networks … Starosielski, The Undersea Network, 1–63.

xi, Connectivity is never neutral. Galeano’s veins: Eduardo Galeano, Open Veins of Latin America: Five Centuries of the Pillage of a Continent, trans. Cedric Belfrage (New York: Monthly Review Press, 1973).

xiii, The internet has not … Internet users: Only 6.3 percent of the world’s internet users now live in the United States. See Simon Kemp, “Digital 2021 April Statshot Report,” DataReportal.

1. A People’s History of the Internet

3, On November 22, 1977, a van … My discussion of the 1977 experiment draws from Don Nielson, “The SRI Van and Computer Internetworking,” Core Magazine 3, no. 1 (February 2002): 2–6; Vinton Cerf, interview by Judy O’Neill, April 24, 1990, Charles Babbage Institute; Vinton Cerf, “How the Internet Came to Be,” netvalley.com; Cade Metz, “Bob Kahn, The Bread Truck, and the Internet’s First Communion,” Wired, August 13, 2012; Cade Metz, “How a Bread Truck Invented the Internet,” The Register, November 12, 2007; Vint Cerf and Bob Kahn, “30th Anniversary of Internetting with TCP/IP,” filmed November 7, 2007, at the Computer History Museum in Mountain View, California, YouTube; Barbara Denny, Paal Spilling, and Virginia Strazisar Travers, “Birth of the Internet,” filmed November 7, 2007, at the Computer History Museum in Mountain View, California, YouTube; Vint Cerf et al., “Internet Milestone—30th Anniversary 3-Network Transmission,” filmed November 7, 2007, at the Computer History Museum in Mountain View, California, https://youtu.be/lapwgqzWC5g. Thanks also to Marc Weber and Eric Dennis of the Computer History Museum for providing photographs and video of the van from the museum’s collection. Recently became known as Silicon Valley: in 1971, the journalist Don Hoefler popularized the term “Silicon Valley” in a series of articles for Electronic News, an industry trade publication.

4, The first computer sat … The computer in the van was an LSI-11; the custom packet radio equipment was built by Collins Radio. The location of the repeaters in the Bay Area packet radio network is shown in a map provided by the Computer History Museum. The Menlo Park building was the headquarters of the Stanford Research Institute (SRI). For a diagram that shows the path of the packets in the 1977 experiment, see Janet Abbate, Inventing the Internet (Cambridge, MA: MIT Press, 2000 [1999]), 132.

4, In Menlo Park, the packets underwent … At the SRI headquarters in Menlo Park, the packets hopped from the Bay Area packet radio network (PRNET) to the ARPANET, and then traveled to the Norwegian Seismic Array (NORSAR) facility in Kjeller, Norway. NORSAR was the first non-US node on ARPANET, and its cross-Atlantic link was via satellite: it used an earth station in Tanum, Sweden, to communicate through satellite to the Seismic Data Analysis Center (SDAC) in Alexandria, Virginia. This is where it gets a bit confusing: the packets traveled via satellite across the Atlantic while still on ARPANET when going to Europe, and then via satellite again on the way back—but this time using the Atlantic Packet Satellite Network (SATNET), not ARPANET. See ibid.; Cerf and Kahn, “30th Anniversary of Internetting with TCP/IP,” YouTube, starts around 23:45; and “ARPANET Logical Map, March 1977,” Computer History Museum.

4, The packets touched down … The facility outside Oslo was NORSAR. The satellite was part of the Intelsat IVA series of geostationary communications satellites owned by Intelsat, and it belonged to SATNET. The stop in London was the ARPANET node at University College London. See Abbate, Inventing the Internet, 132.

4, Etam wasn’t far from … Etam Earth Station is about forty miles from Philippi, the site of the Battle of Philippi on June 3, 1861. “An enchanted land”: “On a Mountain” (1909), in Ambrose Bierce, A Sole Survivor: Bits of Autobiography, ed. S. T. Joshi and David E. Schultz (Knoxville: University of Tennessee Press, 1998), 7.

5, Here, the packets returned … The Cambridge, Massachusetts, stop was the office of Bolt Beranek and Newman (BBN), while the final destination of the packets was the Information Sciences Institute (ISI) of the University of Southern California. See Abbate, Inventing the Internet, 132.

5, What was in the packets? Cerf, in “How the Internet Came to Be,” claims the total distance traveled was 94,000 miles; Metz, in “How a Bread Truck Invented the Internet,” puts it at 88,000 miles. The ping time of two seconds comes from Metz, as does the point about the lack of clarity regarding what message the packets contained.

6, That day in 1977 offered … My discussion of the origins of the internet relies heavily on Abbate, Inventing the Internet throughout. Don Nielson, interview by author, June 4, 2016, also provided useful context.

6, Most of the innovation … Government’s role in Silicon Valley: Mariana Mazzucato, The Entrepreneurial State: Debunking Public vs. Private Sector Myths (London: Anthem Press, 2013). Importance of insulation from market forces for internet’s development: Abbate, Inventing the Internet, 145.

7, The internet was such an unlikely idea … “Had first imagined …”: Nathan S. Newman, Net Loss: Government, Techno l ogy and the Political Economy of Community in the Age of the Internet (Berkeley: University of California Press, 2010 [2002]), 42.
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